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Abstract

We study the properties of a membrane of parallel carbon nanotubes on a quadratic

lattice immersed in water. Despite the hydrophobic interior of the nanotubes,

the membrane is filled and single-file water chains form due to the positional con-

finement in the pores. We describe the membrane using a dipole lattice model

and perform Monte Carlo simulations to study its phase behavior, observing an

order-disorder transition. Analysis of the partition function reveals a relation

describing corresponding states of the membrane, which allows us to generalize

our model to a wide range of lattice parameters. We investigated the influence

of finite size effects on the obtained results to evaluate the significance of our

findings for experimentally realizable membranes. The resulting phase diagram

shows strong dependence of the critical temperature on the lattice parameters

and our data imply that antiferroelectric order does not play a significant role

for physical membranes at room temperature.

Zusammenfassung

Die vorliegende Arbeit behandelt die Eigenschaften einer mit Wasser gefüllten

Membran aus parallelen Kohlenstoffnanoröhren auf einem quadratischen Git-

ter. Trotz der hydrophoben Eigenschaften der Poren werden sie gefüllt und

durch die räumliche Einschränkung entstehen eindimensionale Wasserketten. Wir

beschreiben die Membran durch ein Dipolgittermodell und studieren ihr Phasen-

verhalten mit Hilfe von Monte Carlo Simulationen, wobei wir einen Phasenübergang

zweiter Ordnung beobachten. Eine Untersuchung der Zustandssumme liefert eine

Beschreibung für korrespondierende Zustände der Membran, durch die wir un-

sere Resultate für unterschiedliche Gitterparameter verallgemeinern können. Die

Einflüsse der endlichen Systemgröße in unseren Simulationen auf die erhaltenen

Ergebnisse werden untersucht um deren Bedeutung für experimentell realisierbare

Membranen abschätzen zu können. Das resultierende Phasendiagramm zeigt

starke Abhängigkeit der kritischen Temperatur von den Gitterparametern und

unsere Ergebnisse implizieren, dass antiferroelektrische Ordnung bei Raumtem-

peratur keine signifikante Rolle im Phasenverhalten der Membran spielt.
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Chapter 1

Introduction

Carbon nanotubes attract interest not only for their electrical and mechanical

properties but also because they can serve as a nanoscale container for liquids [1].

The interior of carbon nanotubes is hydrophobic, but nonetheless filling-emptying

transitions have been observed when a tube is immersed in water [2, 3]. The

confinement in narrow single-wall carbon nanotubes leads to the formation of

one-dimensional water chains. The properties of these single-file water wires are

distinctly different from bulk water in many aspects, such as oriental relaxation,

proton transport and solid like ordering [1, 4–6]. In particular, one-dimensional

water chains in narrow nonpolar pores exhibit tight nearest neighbour hydrogen

bonds which lead to order over large distances [3].

Membranes of carbon nanotubes share structural properties with biological

pores which makes them a natural choice for biomimetic systems with a wide

range of applications, such as molecular sensing and nanoscale delivery of ther-

apeutics [7]. The possible technical applications of such membranes range from

desalination to a significant role in the construction of fuel cells [7–9] and over the

last few years the synthesis methods for vertically aligned single-walled carbon

nanotubes were refined significantly [10,11].

Previous studies have shown that the smooth interior of the carbon nanotubes

interacts with the water chains in a relatively nonspecific way, confining the water

molecules to fixed positions in the tube [3]. The hydrogen bonds between neigh-

bouring water molecules in the one-dimensional chain restrict the dipole moment

of the molecules. As a consequence, the interaction between the water molecules

in the chain can be described accurately by a dipole lattice model [3,12,13]. Using

this simple and computationally efficient model, we can reduce the problem to a

two-dimensional spin lattice and study its phase behavior. Since the interaction

between neighbouring spins favors opposite orientation of their respective dipole

1



2 Chapter 1. Introduction

Figure 1.1: Molecular dynamics simulation of a membrane of carbon nanotubes

immersed in water. Ordered single-file water chains form within the pores of the

membrane [14].

moments, the system is antiferroelectrically ordered for low temperatures. The

model shows an order-disorder transition at the critical temperature and we will

analyze the effect of different lattice geometries, i.e., tube length and spacing, on

the critical point. Due to our investigation of corresponding states on the lattice

we can, within the limits of our model, infer the significance of the ordered phase

for membranes of experimentally realizable dimensions from our results.

This thesis is structured in the following manner: In Chapter 2 the model used

in this work is constructed by incorporation of the properties of narrow carbon

nanotubes and one-dimensionally confined water chains. We will introduce a

different description for the interaction, the charge picture [3, 12], which will

provide insight into the nature of corresponding states on the lattice. In Chapter 3

we will introduce the methods used in simulation. Chapter 4 starts with a study

of the influence of finite size effects on the results obtained from simulation before

we present the phase diagram of the lattice model. This result is followed by final

remarks.



Chapter 2

Model

The subject of our study is a membrane consisting of parallel carbon nanotubes

on a quadratic lattice. If a membrane of carbon nanotubes with sub-nanometer

diameter is immersed in water, the pores of the membrane are filled and due to

confinement in the narrow pores the water behaves differently from bulk water,

exhibiting properties of great interest such as ordering over large distances. In

this work we will focus on the interaction between the water chains in the pores

and the resulting phase behavior of the membrane.

In this Chapter, we will describe the model that mimics the water filled nano-

pores in the membrane and introduce an alternative representation to describe

their interaction. Using this representation we are able to derive corresponding

states in our model, thus greatly enhancing the implications of the obtained

results. Different lattice geometries, i.e., tube lengths L and lattice constants d,

will be studied to reach conclusions about the effect of these parameters on the

phase behavior of the model. After a brief outline of the very basics of the theory

of phase transitions, a suitable order parameter for the phase transition of our

model is defined.

2.1 Properties of the Membrane

The filling and emptying of individual carbon nanotubes with one-dimensional

water chains has been studied in molecular dynamics simulations [2]. Using

an empirical potential to model the interaction between the water molecules, a

filling transition of the hydrophobic carbon nanotubes was observed. The average

number of water molecules in the tube is governed by the difference in the local

chemical potential between water molecules in bulk and inside the tube. Due to

the confinement by the narrow carbon nanotubes, the water molecules in the tube

3



4 Chapter 2. Model

Figure 2.1: Membrane of carbon nanotubes on a quadratic lattice. The water

molecules in the pores form single-file water chains due to confinement and the

hydrogen bonds between the water molecules.

are aligned in a one-dimensional chain, where the molecules have tight nearest

neighbour hydrogen bonds.

Based on these results, we assume that single-file water chains form in the

pristine, nonpolar carbon nanotubes of the membrane and that the channels are

completely filled during our simulation, which is in good agreement with the

results obtained in Ref. [3]. Consequently, we will not include filling-emptying

transitions in our model.

The influence of the carbon nanotubes on the interaction between the water

molecules were studied in molecular dynamics simulations using empirical poten-

tials [12]. The interaction with the carbon atoms confines the water molecules

to a narrow cylindrical volume along the tube axis. Replacing this interaction

by soft walls leads to a stronger positional confinement than the interaction with

the smooth walls of the carbon nanotubes. However, good agreement with the

proton transport properties of the chain has been found in simulation using this

interaction [5].

For the sake of simplicity, we assume that the tubes have no effect on the

coupling of separate water chains in the membrane (the geometry of the mem-

brane is depicted in Fig. 2.1). Specifically this means that we do not account for

screening effects between the water wires. While this premise might seem bold at

first sight, it allows us to predict an upper limit for the strength of the coupling

between the water chains.
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In our simulation we model the interaction of the nanotubes with the water

chains by restricting the position of the water molecules to fixed sites along the

tube axis with a spacing of a = 2.65 Å between neighbouring particles, which

is the average distance between water molecules in ordered single-file chains ob-

tained from molecular dynamics simulations [3].

We will study the effects of this spatial confinement on the behavior of the

water molecules in more detail in the following Section.

2.2 The Dipole Lattice Model

In this section we will introduce the dipole lattice model to describe the behavior

of single one-dimensional water chains and give an overview of their physical prop-

erties. Then we will establish the Hamiltonian for water chains on a quadratic

lattice.

2.2.1 Isolated One-dimensional Water Chains

The water molecules in a carbon nanotube are represented by a dipole lattice

model. It has been shown [3] that the results obtained using this model are in

good agreement with the results gained by the implementation of computationally

more expensive empirical potentials, such as the TIP3P potential, in describing

the properties of single-file water chains in carbon nanotubes.

Due to the strong positional confinement inside a narrow nanotube, the ori-

entation of the hydrogen bonds is nearly aligned with the tube axis [2]. To mimic

this confinement, the orientation of the dipoles in our model is restricted to point-

ing up and down parallel to the tube axis. This reflects the fact that single-file

water chains exhibit tight nearest neighbour hydrogen bonds [3].

The dipole moment of the particles in an ordered chain has a fixed direction

parallel to the tube axis and a fixed magnitude µ, the sign of the vector determines

the orientation “up” or “down”:

pi =




0

0

±µ


 . (2.1)

Dipoles representing defects in the chain are orthogonal to this dipole moment

(see Subsection 2.2.3). The dipole-dipole interaction between dipoles in a single-

file chain is given by

Ψ (rij ,pi,pj) = −
3(rij · pi)(rij · pj) − r2

ijpi · pj

r5
ij

(2.2)
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in Gaussian units, where rij is the distance vector between the two point dipoles

and pi and pj are their respective dipole moments.

This approximation does not account for the rotational freedom of the mole-

cules around the tube axis. The OH bond which does not participate in the

hydrogen bonding with the next molecule in the chain is able to rotate without

disrupting the hydrogen bonds with the particle’s neighbours, which results in

increased rotational freedom in comparison to bulk water [4]. However, the im-

pact of these rotations on the interaction between the molecules is small and is

therefore neglected in our model.

2.2.2 Order in Single-file Water Chains

The dipole-dipole interaction potential (2.2) implies that dipoles with identical

orientation within a chain are energetically favored. We will refer to a configu-

ration where all dipoles in a chain have identical orientations as the “ordered”

state of the chain.

We know from statistical mechanics that such one-dimensional dipole chains

do not exhibit an order-disorder phase transition, as the potential for such a

transition to occur in one dimension at T > 0 has to decay slower than [15]

Ψij(r) ∝
1

r2
. (2.3)

This implies that in the limit N → ∞ long range order is destroyed by thermal

fluctuations.

Although there is no phase transition in the thermodynamic limit, one-dimen-

sional water chains exhibit ordering of the dipole moment of the particles over

large distances. Water wires in confinement show ordering up to a distance of

approximately 0.1 mm at room temperature [3]. This order is crucial for the

proton transport properties of water-filled carbon nanotubes and it is of great

interest in a wide range of fields, such as biology and engineering [9, 16].

2.2.3 Defects

The thermal excitations that destroy the long-range order in the dipole chain are

hydrogen bonding defects.

In the ordered state of a chain all dipoles point in the same direction. This

state in our model represents an arrangement in which each molecule forms OH

bonds with its nearest neighbours, donating one hydrogen bond and accepting

one. If we have a defect in our chain this is no longer the case.
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Figure 2.2: Schematic representation of defect configurations in a one-dimensional

water chain in a molecule representation (top) and in the dipole picture (bottom).

In case of the D-defect the defect molecule accepts two hydrogen bonds, in an

L-defect configuration it donates two hydrogen bonds. In the dipole picture both

defects are represented by dipoles pointing in a direction orthogonal to the tube

axis [3].

There are two possible configurations with atypical hydrogen bonding which

we consider a defect: a molecule can either donate two hydrogen bonds and

accept none or it donates none and accepts two hydrogen bonds. In reference to

defects in hexagonal ice, the former is called L-defect and the latter D-defect (see

Fig. 2.2). In both cases the dipole moment of the water molecule is on average

orthogonal to the tube axis. Thus, a defect is represented by a point dipole

orthogonal to the tube axis in the dipole picture. A defect in the chain connects

two ordered chain segments with opposite orientations.

The energetics of such defects are one of the key properties affecting the

behavior of water wires in carbon nanotubes [13]. However, in this work we aim to

study a basic model for the membrane and we will avoid the numerical challenges

associated with the inclusion of defects in our model. Furthermore, isolated tubes

exhibit order over large distances at room temperature and preliminary results

indicate that the arrangement of tubes on a quadratic lattice increases this effect,

thus justifying the omission of defect formation in our model.

This simplification facilitates the determination of an upper bound for the

critical temperature in membranes with a given geometry. The ordered state

of the membrane, i.e., the configuration with the lowest free energy, consists of

defect free chains in a specific pattern. By the exclusion of defect formation from

our model, the temperature for which a membrane with given length and spacing

of the tubes exhibits order is equal to or higher than the temperature one would
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Figure 2.3: Interaction between two chains on the lattice in the dipole picture.

The interaction energies between chain i and j is obtained by summing the dipole-

dipole interactions between the chains over k and l. To facilitate visualization

the interaction between the dipole at position k = 1 in tube i with all dipoles in

tube j is depicted. The distance vector between two dipoles belonging to different

chains r
ij
kl is given by the sum of the distance vector between the chains in the

xy-plane Rij and the vertical distance vector a(l − k)ez.

obtain in a model that allows for defects.

2.2.4 Modelling a Lattice of Single-file Water Chains

Since the dipole lattice model mimics the behavior of single one-dimensional

water chains well, we are confident that this model is also suitable to describe

the interaction between the parallel water chains found in a membrane.

As we do not allow for defect formation in the dipole chains, all dipoles in

a chain have identical orientation. We will utilize this property when establish-

ing the Hamiltonian for the lattice of dipole chains by summing the interaction

between two chains on the lattice over the individual chains. The resulting inter-

action Φ (Rij) between two tubes i and j aligned orthogonally to the xy-plane,

depicted in Fig. 2.3, is given by

Φ (Rij) =
∑

(k,l)

Ψ
(
r
ij
kl,pk,pl

)

=
∑

(k,l)

−
3
(
r
ij
kl · pk

) (
r
ij
kl · pl

)
−

(
rij
kl

)2
pk · pl

(
rij
kl

)5 , (2.4)

where the dipole-dipole interaction is summed over all particles in the tubes i
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and j and r
ij
kl is defined as

r
ij
kl = r

j
l − ri

k , (2.5)

where

ri
k = Ri + ak ez

r
j
l = Rj + al ez , (2.6)

where a is the dipole-dipole spacing in the individual tubes. This leads to

r
ij
kl = Rj + al ez − Ri − ak ez

= Rij + a (l − k) ez . (2.7)

Summing over the interactions of the tubes reduces the model to a two-dimen-

sional spin lattice with Hamiltonian

H ({s(r)}) =
∑

(i,j)

sisjΦ (si, sj ,Ri,Rj)

=
∑

(i,j)

sisjΦij (2.8)

where si and sj give the orientation of the tubes i and j containing L particles

each

si =
1

µL

L∑

l

pl · ez (2.9)

which restricts the possible values for si and sj to 1 or −1, respectively. The sum

is evaluated over all tube pairs on the lattice

∑

(i,j)

:=
1

2

∑

i

∑

j

where i 6= j . (2.10)

In accordance with conventions in statistical mechanics we will subsequently refer

to the single-file water chains on the two-dimensional lattice as “spins”.

2.3 The Charge Picture

The charge picture is an alternative way to describe the energetics of one-dimen-

sionally confined water chains. While it was originally devised to describe the

behavior of excess charges in a single confined water chain [5], the charge picture

will soon prove to be useful in describing the interaction of ordered chains with

each other. Its main advantages are a better insight in the nature of the inter-

actions as well as reducing the computational cost, thus making large systems

computationally accessible [3].



10 Chapter 2. Model

Figure 2.4: Two chains of opposite orientation in the charge picture. The inter-

action between the two tubes is given by the interaction of the Coulomb charges

at the chain ends.

Investigating the properties of proton transport through water filled carbon

nanotubes via molecular dynamics simulations, the interaction between an excess

charge and the end points of the water chain was calculated [5]. This interaction

was found to have Coulomb-like properties and the model was subsequently used

and refined to describe the formation and movement of defects in water chains in

the interior of carbon nanotubes [3].

Since we do not aim to describe the energetics of defects within the tube, it

seems promising to investigate how well the model of two Coulomb charges at

the end points of the tubes describes the interaction between multiple tubes in

the membrane. We will focus on the fact that the charge picture gives us the

opportunity to describe the interaction between the chains on the lattice in simple

terms, thus leading to a model for the corresponding states of the system.

The advantage of treating the system in the charge picture is obvious: In-

stead of summing over all dipoles located in the tube, we can simply calculate

the interaction energy between the two charges sitting at the end of each tube

(see Fig. 2.4). Regardless of the number of molecules in the water chain, the

calculation of the interaction between two chains is reduced to the interaction

between two pairs of Coulomb point charges.

In the charge picture, the interaction between two parallel water chains at a
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E
)

Φd(Rij,L=10)

Φc(Rij,L=10)

Φd(Rij,L=5)

Φc(Rij,L=5)

Figure 2.5: Comparison between the interaction energy E of two tubes at a

distance Rij in the charge picture and in the dipole picture. Except for very

small distances, the interaction energies computed in the charge picture agree

excellently with those obtained from the dipole-dipole interaction. Energy and

length are given in reduced units.

distance Rij from each other can be expressed as

Φ(Rij , L) = si sj 2


 1

Rij
− 1√

R2
ij + L2


 (2.11)

where L is the length of the water chain and Rij = |Rij |. Inserting this interaction

potential in Eq. (2.8) yields the Hamiltonian for the system in the charge picture.

The charge picture describes the energetics of an isolated single-file water

chain in an exact manner, interpreting the interaction as Coulomb-like. This

Coulomb-like behavior can be approximated with excellent accuracy by Coulomb

interactions. Fig. 2.5 provides an insight into the numerical accuracy of this

approximation for chain-chain interaction. For the investigated chain lengths

L = 5 and L = 10 the agreement with the calculation in the dipole picture from

Eq. (2.4) is remarkably good except for very small tube spacings.

For short distances the interaction in the charge picture is dominated by

the interaction of the neighbouring Coulomb charges. As shown in Fig. 2.6, for

larger distances between the tubes the contribution of the charges at a distance
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0.01 0.1 1 10 100
log(Rij)

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

lo
g(

E
)

2/Rij
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2
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3
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Figure 2.6: Interaction energy E of two chains with identical orientation with

length L = 5 at as a function of distance Rij in the charge picture. For very

short distances the interaction resembles Coulomb charge interaction (blue line),

for large distances it changes to dipole-dipole interaction (red line). Energy and

length are given in reduced units.

√
L2 + R2

ij becomes more important and the interaction resembles the interaction

of two dipoles with length L.

Our analysis suggests that the interaction between parallel dipole chains can

be approximated by the charge picture with good accuracy.

2.4 Corresponding States of the Membrane

In this section we will describe the interactions between the single-file water chains

in the membrane pores in the charge picture. Using this approach we can formally

derive the behavior of the interaction energy in our model as a function of the

tube length L and tube spacing d. This will allow us to apply our simulation

results to a wide range of lattice configurations and, in particular, it will give

us the opportunity to relate these results to membranes of a scale realized in

experimental work [7, 17].

Since the tubes are located on the sites of a quadratic lattice, we can express

the orthogonal distance between two tubes i and j on the lattice Rij as multiples
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of the tube spacing d

Rij = d




m

n

0


 , (2.12)

where m and n are integers. The translation invariance of the potential implies

that its value only depends on the absolute value of the distance vector Rij

Rij =
√

m2 + n2 d . (2.13)

This allows us to write Eq. (2.11), the interaction energy between two spins

si and sj in the charge picture, in the form

Φ(Rij , L) = si sj 2

[
1√

m2 + n2 d
− 1√

(m2 + n2) d2 + L2

]
(2.14)

or

Φ(Rij , L) = si sj
2

d


 1√

m2 + n2
− 1√

(m2 + n2) +
(

L
d

)2


 . (2.15)

Therefore, if the ratio between L and d is constant, the interaction energy between

two tubes is inversely proportional to d. If

L

d
=

L′

d′
(2.16)

holds for two different membranes, the relationship between the two interaction

potentials Φ and Φ′ on the respective lattices is given by

dΦ = d′Φ′ . (2.17)

Alternatively, one could keep the spacing between the tubes constant and vary

the length of the tubes. For a constant ratio between L and d the interaction is

given by

Φ(Rij , L) = si sj
2

L

L

d


 1√

m2 + n2
− 1√

(m2 + n2) +
(

L
d

)2


 (2.18)

hence

LΦ = L′Φ′ . (2.19)

So far we have shown that the dependence of the interaction potential on

different system sizes is mathematically very convenient to handle in the charge

picture. The interaction energy Φij between parallel water chains for a given

ratio between the length of the tubes and the distance between the tubes is
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inversely proportional to the length of the tube. If one attempts to simulate

large systems, it is therefore easily possible to calculate the interaction energies

with low computational cost.

However, a closer look at the canonical partition function reveals the true

relevance of the derived properties. The canonical partition function is given by

Z(β,L) =
∑

Γ

exp


−β

∑

(m,n)

Φ (d, L)




Z(β,L) =
∑

Γ

exp


−β

L

∑

(m,n)

LΦ (d, L)


 (2.20)

where
∑

Γ is the sum over all points in configuration space and
∑

(m,n) is the sum

over all spin pairs on the lattice according to Eq. (2.10).

If Eq. (2.16) holds, this leads to

Z(β,L′) =
∑

Γ

exp


− β

L′

∑

(m,n)

L′Φ
(
d′, L′

)

 (2.21)

and defining

β′ =
L′

L
β (2.22)

we obtain

Z(β′,L′) = Z(β,L) . (2.23)

If one calculates the distribution function of the order parameter for a system at

a given temperature, we can immediately derive an inverse temperature β′ for

which the distribution function is identical, for any system that obeys Eq. (2.16).

In terms of the temperature T Eq. (2.22) yields

T ′ =
L

L′
T (2.24)

which is by Eq. (2.17) equivalent to

T ′ =
d

d′
T . (2.25)

Therefore, a membrane composed of short tubes at a temperature T will behave

identically to a membrane of longer tubes at a lower temperature T ′, provided

that Eq. (2.16) is satisfied.

As we will focus our investigations on the phase transition of the system, this

property is of special interest for the critical temperature Tc. If Tc for one system

with a given ratio between tube length and tube spacing is known, the critical

temperature for all other systems with that same ratio can be easily calculated.
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In a similar manner our model can be adopted to incorporate a dielectric

constant εr to account for screening effects caused by the interaction with the

nanopore walls. Analogous to Eq. (2.20), the temperature of the corresponding

state is given by T̃ = εrT .

2.5 Phase Transitions

The phase behavior of lattice spin systems has been subject to extensive re-

search [18,19]. Arguably the most famous example for a lattice model exhibiting

a phase transition is the two-dimensional Ising model, which shows an order-

disorder transition at the critical temperature Tc in the absence of an external

field H. The analytical solution for this model was obtained by Onsager [20] and

renewed the research interests of physicists in the Ising model and similar mod-

els, which are considerable simplifications of physical systems. The possibility

of studying complex phenomena like phase transitions in a comparatively simple

system improves the understanding of the underlying principles and therefore

leads to improved models for more complex systems.

A phase transition of second order on a spin lattice is characterized by the

spontaneous breaking of the system’s symmetry. As opposed to a phase transition

of first order, the first derivatives of the free energy show analytic behavior at

the critical temperature Tc. The Helmholtz free energy is given by

FN (β, V ) = − 1

β
ln ZN , (2.26)

where ZN is the canonical partition function

ZN =
∑

ν

exp(−βEν) , (2.27)

where the sum is taken over all states ν. The derivative of the free energy per

particle

f(β, h) =
F (β, h,N)

N
(2.28)

with respect to the dimensionless external field h

h = βH (2.29)

is the response function of the system to changes in the external field

η(T, h) = −∂f

∂h
. (2.30)

The 2D Ising model shows a nontrivial phase transition of second order in the

absence of an external field and an additional parameter is needed to describe
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the phase behavior of the system [18]. This additional parameter is the order

parameter.

2.6 Order Parameter

Before we specify the order parameter for our system, we will precede with the

general properties we demand from our order parameter η:

η = 0 for T > Tc

|η| > 0 for T < Tc

(2.31)

Obviously, these mathematical properties are not sufficient to define an order

parameter which describes the degree of order in a system in a reasonable way.

The choice of the order parameter is motivated by the behavior of the system

and depends to a large extent on the intuition of the scientist trying to faithfully

describe the spontaneous breaking of symmetry which characterizes an order-

disorder transition [21].

Interpreting the membrane as a spin lattice, each single-file water chain is

represented by a spin which can either point “up” or “down”. As the interaction

between the spins renders configurations with spins of the same value next to

each other unfavorable, we expect the ground state in our model to resemble the

ground state in the antiferromagnetic two-dimensional Ising model1. The ground

state we observe in simulation is indeed equivalent to the ground state of the

antiferromagnetic two-dimensional Ising model, shown in Fig. 2.7: Neighbouring

spins on the lattice have opposite orientation. Thus we choose to implement the

order parameter η which is known from antiferroelectric and antiferromagnetic

systems: the staggered magnetization.

To calculate η, the lattice is divided into sub-lattices defined in the following

manner: Each lattice point belongs to one of the two sub-lattices and its four

nearest neighbours belong to the other sub-lattice. Each spin on the quadratic

lattice has a unique position which is described by the variable i in x-direction

and j in y-direction, respectively.

To obtain the staggered magnetization η, the sums over the two sub-lattices

are calculated and subtracted from another. Each of the two sub-lattices A and

B has a ferroelectric order parameter and the subtraction of those sub-lattices

1For a more detailed study of the behavior of our model in comparison to the two-dimensional

Ising model, please refer to Sec. 4.3.
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Figure 2.7: Top view on a membrane consisting of 400 tubes in the energetic

ground state. The spins on the two sub-lattices A and B are oriented in opposite

directions. Spins pointing “up” are represented by blues spheres, spins pointing

“down” by red spheres. Visualizations of lattice spin systems in this Section were

made using the VMD software package [22].

creates our antiferroelectric order parameter

η =
1

N




I,J∑

(i,j)ǫA

sij −
I,J∑

(i,j)ǫB

sij


 (2.32)

with the total number of spins

N = IJ (2.33)

and
∑

(i,j) defined analogously to Eq. (2.10).

Consequently, a system configuration where the spins on each of the sub-

lattices have identical orientations, but the sub-lattices are oriented in opposite

directions, maximizes |η|. In this energetically most favored state any two neigh-

bouring spins have values of opposite sign. For low temperatures T ≪ Tc the

system is predominately in this ground state, thus yielding a high value of |η|. For

higher temperatures, less ordered, i.e., energetically more expensive, states which

are entropically more favorable become more and more likely thus decreasing the

value of |η|.
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Figure 2.8: Flipping every spin of the left configuration a creates an energetically

equivalent configuration b with staggered magnetization ηb = −ηa. This is true

for any given configuration of spins on the lattice.

Since the interaction energy between two spins at a distance r on the lattice

only depends on their orientation relative to each other (see Eq. (2.8)), the sys-

tem is symmetric with respect to a flip of all spins on the lattice. Each state has

an equivalent state of identical energy and reversed polarization which can be

reached by said spin flip operation. Due to the symmetry of our spin system to-

wards this operation, known as Z2 symmetry, we cannot use the canonical mean

value of η as order parameter which we will illustrate by a little gedankenexper-

iment.

Let us imagine a system where for one half of the simulation run the system

is in state a and the other half of the runtime in state b as shown in Fig. 2.8. The

two states in Fig. 2.8 are energetically equivalent to each other but the mean

value of η after the simulation run equals zero, although the configuration of the

system is actually perfectly ordered in one of its two energetic ground states at

all times.

This is rarely a problem in the theoretical treatment of phase transitions as

the mathematically precise definition of the order parameter is given by [23]

η = lim
h→0+

lim
N→∞

1

N

〈
I,J∑

(i,j)ǫA

sij

〉
− lim

h→0−
lim

N→∞

〈
I,J∑

(i,j)ǫB

sij

〉
. (2.34)

When an external field is applied, the Z2 symmetry of the system is destroyed by

the interaction of the spins with the external field. In the limit N → ∞ for T < Tc

spontaneous breaking of the symmetry occurs and letting the fields amplitude

decay to zero causes one type of state, the states where a majority of the spins

on a sub-lattice is pointing in the direction favored by the interaction with the
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external field, to be more favorable than the other. Therefore, the canonical mean

of the staggered magnetization 〈η〉 will be nonvanishing for T < Tc. It should be

noted that the limits N → ∞ and h → 0 do not commute in this case. In fact,

lim
N→∞

lim
h→0+

1

N

〈
I,J∑

(i,j)ǫA

sij

〉
− lim

N→∞

lim
h→0−

〈
I,J∑

(i,j)ǫB

sij

〉
= 0 . (2.35)

This mathematical “trick” of breaking the symmetry is not necessary in physical

systems2 as for systems of sufficient size spontaneous breaking of the symmetry

occurs and the system arbitrarily adopts one of the two degenerate ground states.

For T < Tc the large free energy barrier separating the degenerate ground states

prohibits switches between those two states.

In our simulations we cannot reach the thermodynamic limit as this would

require an infinitely large system. Clearly, we will need to find a different function

from the canonical mean of the order parameter 〈η〉 to describe the degree of order

in our system.

One might suggest the canonical average of the absolute value of the staggered

magnetization 〈|η|〉 instead of 〈η〉 as an order parameter because it will yield the

desired value in the case described above, where the system switches between

two states with a high value for |η| at low temperatures. This choice immediately

leads to problems at temperatures T > Tc. At these temperatures the mean value

of a well chosen order parameter should be zero according to definition (2.31).

However, if the system is of finite size, which is a limitation hard to overcome

in computational simulations, we have to deal with fluctuations in the order

parameter of the system not only in the vicinity of the critical point but for

all temperatures. These fluctuations cannot cancel if 〈|η|〉 is used as the order

parameter and therefore its value will not vanish for T > Tc.

To solve this problem, we will compute the distribution function of the stag-

gered magnetization η:

p (η) =
∑

ν

exp [−βHν ] ηνδηην

Z
. (2.36)

We can obtain the value of η from the distribution by neglecting one arm of the

curve due to symmetry and taking the mean value of the resulting curve. By

implementing this method it is possible to study the behavior of η for various

temperatures and thus to obtain a phase diagram of the system.

2Actually, for antiferroelectric systems such an external field cannot even be realized in

experiment [18].
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Figure 2.9: A domain wall separating two perfectly ordered domains which are

shifted against each other. The spins pointing “up” were connected to each other

in the representation to make it easier to identify the domain walls.

The distribution function of the order parameter, and therefore the values for

η obtained by the procedure described above, is subject to finite size effects [24]

due to the strongly increased correlation length of observables in the vicinity of the

critical temperature which cannot be modelled accurately in a finite simulation

box. Attempting to correct the obtained data from these finite size effects can lead

to cumbersome and computationally expensive procedures. We choose the basic

method of comparing the distribution function of the order parameter with the

appropriate universal distribution function at the critical point. This approach

will be described in detail in Sec. 4.3.

However, one type of configurations cannot be detected by the order pa-

rameter we implemented, namely, configurations with phase separation. These

configurations are associated with the formation of domains, i.e., parts of the lat-

tice are in the anti-ferroelectrically ordered state but shifted against each other

so that their contributions to η cancel each other. Where those ordered parts

meet on the lattice, a domain wall is formed. Domain walls do not cross each

other, consequently they form closed curves on the lattice [18]. One particularly

stable configuration is formed by domain walls which run from one boundary of

the lattice to the other as shown in Fig. 2.9. It should be kept in mind, however,

that with the use of periodic boundary conditions those domain walls also take

on the shape of closed curves.

The occurrence of phase separation involving domains of ordered states will

be treated in more detail in Chapter 4.



Chapter 3

Methods

Monte Carlo simulation techniques are the natural choice for simulating systems

which have no natural dynamics [25]. This is clearly the case for our model

with its discrete degrees of freedom for the orientation of the chains’ dipole mo-

ments. Although this approximation describes the properties of one-dimensional

water chains sufficiently, it is important to note that the introduced restriction

in orientation destroys any natural dynamic in the system.

During our investigation of the model system we encountered challenges with

respect to the quality of the sampling of configurations in the system. Due to

the high barriers in the free energy landscape, the configuration space cannot be

sampled efficiently by use of the Metropolis Monte Carlo technique [26]. Also,

when we want to determine the critical point of our model, we aim to avoid

performing large numbers of simulations in a small temperature range in the

vicinity of Tc. The first three sections are devoted to the detailed description of

these problems and the methods we implemented to manage them. The influence

of finite size effects on our simulation results is investigated in the second part of

the Chapter.

3.1 Wang-Landau Sampling

The aforementioned formation of domains causes difficulties in our attempt to

describe the state of the system by the chosen order parameter. In a system with

two domains (see Fig. 2.9) we encounter a high free energy barrier separating

this configuration from the ordered state, thus making the transition unlikely to

occur in a simulation run on a reasonable time scale. However, on large time scales

such an event will occur. We will first take a look at the reason for the formation

of domain boundaries in a system and then introduce the Wang-Landau [27]

21
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algorithm which can be used to determine the significance of domain formation

for the low temperature phase of our model.

The formation of domains cannot be explained unless the density of states

is taken into account. Lattice configurations with separate domains are not the

energetic ground state of the system but their higher degree of degeneracy could

make these configurations the state with the lowest free energy. The probability

to find a system in a certain state ν, i.e., spin configuration, is given by

pν =
e−βEν

Z
, (3.1)

where Z is the canonical partition function

Z =
∑

ν

e−βEν , (3.2)

where the sum is taken over all configurations of spins on the lattice. When we

are interested in a group of states, such as states with a certain energy, we have to

take into account how many of these spin configurations have identical energies.

Introducing the density of states g(E), which is the degeneracy of the en-

ergy E, we obtain the probability to find the system in a state with energy E

p (E) =
g(E)e−βE

Z
. (3.3)

The contribution of the density of states can be interpreted as an entropic term

which depends on the size of the system. The behavior of the system in the

thermodynamic limit depends on the relationship between the increase in the

energy of the states in the limit N → ∞ and the increase in configuration space

volume.

In order to analyze the importance of the density of states for the behavior

of our system, we want the system configurations sampled during simulations to

be as broadly distributed in configuration space as possible. We will make use of

an algorithm devised by Wang and Landau [27], which is designed to cross high

barriers in the free energy landscape of a system thus sampling a large volume in

configuration space.

Although the Wang-Landau algorithm, also known as flat histogram sam-

pling, was originally used to calculate the microcanonical density of states, it has

been successfully applied to obtain probability distributions for reaction coordi-

nates [28]. As a result of a simulation run, the free energy profile of the system

can be obtained with remarkably reduced computational cost in comparison to

Metropolis Monte Carlo simulation.
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The general idea of the algorithm is to find an accurate estimate for the density

of states via a simulation which produces a flat histogram. Instead of using the

Boltzmann weight as the criterion whether moves are accepted or rejected, we

define a different Hamiltonian for the system:

H = H ′ + W (η) , (3.4)

where H ′ is the original Hamiltonian. W (η) is initially set to zero for all values

of η and every time the system visits a state with an order parameter value ηi,

W (ηi) is incremented by a modification term f > 0. W (η) is constantly changed

by these increments and each visit of a state with an order parameter value ηi

makes it less likely that a state with η = ηi is visited again. Consequently, the

system is driven to regions in configuration space which have not been sampled

during the run of the simulation.

The acceptance criterion for a state n if the system currently is in state o is

given by

p(o → n) = min {1, exp (−β [∆Eo→n + ∆Wo→n(η)])} (3.5)

where

∆Eo→n : = En − Eo

∆Wo→n : = W (ηn) − W (ηo) . (3.6)

As the simulation proceeds, the states of the system are biased depending on

their value of η. The modification factor f is decreased over time until it reaches

zero. At this point W (η) is a good estimate for the Landau free energy

W (η) ≈ −F (η) ∝ kBT ln [p(η)] (3.7)

where

p(η) =
∑

ν

pν δηην (3.8)

is the probability distribution for the order parameter η.

The implementation of this algorithm is surprisingly simple, especially for

models with discrete order parameters. During the simulation run two histograms

over the range of the order parameter are created, both initially set to zero for

all values of η. The bin size of the histograms is given by the smallest discrete

changes in the order parameter and the possible values for η range from −1 to

1. One of these histograms is W (η) which is incremented by f every time the

system is in a configuration with an order parameter η.
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The second histogram is increased by a constant factor for each visit and

therefore becomes flat with increasing time because the energetically favored

states are biased unfavorably by W (η).

As soon as the histogram of visited values of η fulfills a flatness criterion, it is

reset and the modification factor f is decreased. Repeating this step refines the

histogram of W (η) and the simulation run is continued until the increment is so

small that the changes in W (η) are negligible.

Using flat histogram sampling also helps decreasing the effect of critical slow-

ing down [27] in the vicinity of the critical point of the system, because the bias

drives the system from one peak in the probability distribution to the other.

For the system sizes investigated we achieved sufficient sampling of configuration

space in the vicinity of the critical point.

If one is interested in the simulation of much larger systems, it might still be

necessary to introduce an algorithm which is by design highly resistant towards

critical slowing down effects, i.e., cluster flip algorithms [29]. However these

algorithms come with their own disadvantages which will not be discussed in this

work.

3.2 Biased Sampling

Wang-Landau sampling is used in our simulation to determine the free energy

profile as a function of the order parameter η, which in turn contains all the

information to obtain the probability density p (η)

p (η) ∝ exp [−βF (η)] . (3.9)

The disadvantage of the algorithm is that the majority of computation time is

spent simulating a system with a different and constantly changing Hamiltonian.

If a sample of equilibrium configurations of the system is needed, it cannot be

obtained by flat histogram sampling. During the simulation run the system

is indeed not in equilibrium as the weight function in the acceptance criterion

is permanently altered. Therefore the algorithm does not satisfy the detailed

balance condition until the very end of simulation runs when the increment f is

negligible1 [28].

An efficient way to sample equilibrium configurations in our system, which

we will need to perform histogram reweighting, is to implement biased sampling

1At this point, the algorithm fulfills detailed balance within an accuracy of the order of

magnitude of f .
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MC. As the name of the algorithm suggests, we introduce a bias function w(x).

The acceptance criterion for an MC trial move which brings the system from the

old state o to the new state n is now given by [25]

acc (o → n) = min

{
1,

wo(x)

wn(x)
exp (−β [En(x) − Eo(x)])

}
. (3.10)

Our goal is to sample configurations which cover the whole range of the order

parameter η which leads us to

acc (o → n) = min

{
1,

w(ηo)

w(ηn)
exp (−β (En − Eo))

}
. (3.11)

Obviously, the average value of the above acceptance criterion is an indicator for

the efficiency of the algorithm, because rejected trial moves do not propagate the

system in state space. It is possible to improve the acceptance rate significantly

by choosing

w(η) =
1

p (η)
= exp (− ln [p (η)]) = exp [βF (η)] . (3.12)

Thus equation (3.11) becomes

acc (o → n) = min {1, exp (−β [∆Eo→n + ∆Fo→n(η)])} (3.13)

where

∆Eo→n : = En − Eo

∆Fo→n : = F (ηn) − F (ηo) . (3.14)

Therefore, Wang-Landau sampling provides us with the ideal weight function for

our biased simulation.

The distribution of the sampled states needs to be treated in a way that

restores the distribution one would obtain in an unbiased simulation. If we denote

the distribution obtained from the biased simulation by pw (η), unfolding of the

bias is given by

p (η) ∝ pw (η)

w (η)

∝ eβF (η)pw (η) . (3.15)

Evidently, the chosen weight function only affects the quality of the sampling

and therefore the computational efficiency of the simulation but not the obtained

distribution functions. Even if the weight function obtained by flat histogram

sampling is not very accurate in terms of its statistics, biased sampling is suitable

to refine the weight function, and thus our estimate for F (η), efficiently.
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If the weight function is chosen well, this algorithm achieves high compu-

tational efficiency and its sampling is evenly distributed in configuration space.

After correcting for the introduced bias, one obtains equilibrium configurations of

the system which makes this method perfectly suited to obtain data for histogram

reweighting.

3.3 Histogram Reweighting

The histogram reweighting algorithm developed by Ferrenberg and Swendsen [30]

is a powerful tool that is widely used to save computational cost by extracting a

maximum amount of data from each simulation run [31].

The algorithm is based on the idea that the knowledge of the probability

distribution of an observable for a certain temperature T makes it possible to

estimate the probability distribution of this observable at a different temperature

T ′.

A histogram Hβ(E, η) obtained from a simulation at an inverse temperature

β naturally suffers from statistical errors, but it is a good estimate for p(β,E, η):

Hβ(E, η)

N
=

1

Z(β)
exp (−βE) g(E, η) (3.16)

where N is the number of entries in the histogram and g(E, η) is an estimate for

the true density of states [32]. Now we can insert

g(E, η) =
Z(β)

N
exp (βE) Hβ(E, η) (3.17)

into the original definition of p(β,E, η)

p(β,E, η) =
g(E, η) exp(−βE)∑
E g(E, η) exp(−βE)

(3.18)

where g(E, η) is the true density of states.

We find that an estimate for the probability distribution p(β′, E, η) for an

arbitrary inverse temperature β′ is given by

p(β′, E, η) =
Hβ(E, η) exp [(β − β′)E]∑
E Hβ(E, η) exp [(β − β′)E]

. (3.19)

Therefore the probability distribution p(β,E, η) can be reweighted to an inverse

temperature β′.

In order to find the critical point for a certain system configuration by com-

parison with the distribution function of the matching universality class2 one has

2Please refer to Sec. 4.3 for details.
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a narrow range of temperatures where the desired probability density is produced.

In order to avoid multiple simulations within this narrow spread of temperatures

we implemented histogram reweighting, thus reducing computational cost signif-

icantly [33].

If one obtains the histograms in a Metropolis MC simulation, the range of

temperatures where histogram reweighting can be carried out is limited by the

quality of the sampling. If the portion of configuration space sampled at temper-

ature T does not overlap sufficiently with the part of configuration space sampled

at T ′, the reweighting will not be successful. Since we have obtained our data

from a biased simulation in which every value of η is equally probable, thus

greatly enhancing the sampling of configuration space, we are confident that the

range of temperatures accessible by reweighting is widened. However, as for all

sets of parameters we investigated the vicinity of Tc was roughly known from

preliminary calculations, it was not necessary to perform histogram reweighting

over a large range of temperatures.

3.4 Finite Size Effects

The box of particles where the simulation is executed is finite, in fact due to

restrictions in computational cost it is often small in comparison to the system

it is supposed to mimic. There are several methods available to avoid unphysi-

cal surface effects which would not occur in a system of macroscopic size. The

choice of method crucially depends on the range of the interaction in the model

which will be treated in Subsection 3.4.1. The approach we used based on these

considerations will be presented in Subsection 3.4.2.

3.4.1 Range of the Interaction Potential

The properties of the membrane are crucially influenced by the nature of the

interaction between the water wires. As we explained in Sec. 2.2, the water

molecules are modeled as point dipoles and the interaction potential Ψ (rij ,pi,pj)

between two molecules i and j is given by Eq. 2.2. We will study the dependence

of the interaction energy of one dipole with all other dipoles on the lattice on the

cutoff radius rc.

The size of the interaction range is of extraordinary importance for the mod-

elling of the system. If the interaction is of short range, we can introduce a cutoff

rc and, for each particle, neglect the interaction energy for larger distances r > rc.

We will analyze the dependence of the interaction energy per particle on rc with
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the constraint

pi = pj =




0

0

µ


 . (3.20)

This constraint guarantees that contributions to the interaction energy will not

cancel.

In a bulk system in three dimensions with a density ρ(r), the number of

particles ∆N contained in a spherical shell of thickness ∆r is

∆N = 4πρr2∆r . (3.21)

Thus the systematic error in the interaction energy per particle in three dimen-

sions resulting from the introduction of a cutoff is given by

Err = 4π

∫
∞

rc

ρ (r)Ψ (rij,pi,pj) r2dr . (3.22)

The systematic error introduced by the cutoff converges if and only if the

interaction decays fast enough for large distances compared to the increase in

the number of particles per shell. The error introduced by using a finite cutoff

for dipole-dipole interactions in a three dimensional bulk system diverges for the

chosen constraint, as the integrand in Eq. (3.22) is of order r−1 for dipole-dipole

interactions.

However, the system in question is not a three dimensional bulk system but

a system with periodicity in two dimensions and a finite length, the thickness

of the membrane, in the third. Thus, for large system sizes the thickness of the

membrane is small compared to the other dimensions and the geometry resembles

a quasi two dimensional structure. This implies that for large distances the

number of interaction partners in the membrane increases proportionally to the

lateral surface of a cylinder with height L

∆N = 2πLρr∆r , (3.23)

where L is the length of the tubes in the membrane, i.e., its thickness.

Consequently, the error introduced by the use of a cutoff in the interaction

potential is given by

Err = 2πL

∫
∞

rc

ρ (r) Ψ (rij ,pi,pj) rdr . (3.24)

The leading term in the integrand is of order r−2 for dipole-dipole interaction (2.2)

and the error is therefore finite.
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Figure 3.1: Interaction energy per tube E as a function of rc/d. Circles indicate

numerical results, showing good agreement with the function ∝ A0−A1/r shown

as a red line. The function value in the limit rc → ∞ is depicted by the dashed

blue line. E is given in reduced units.

The energy per particle in the system for a given cutoff rc should have the

functional form

1

N

∑

(i,j)

Ψ (rij ,pi,pj) ∝
∫ rc

d

r Φ(r)dr

∝
∫ rc

d

1

r2
dr

∝ 1

r
(3.25)

in Gaussian units, where N is the number of point dipoles in the system.

To evaluate the quality of our assumption we calculated the interaction energy

per tube for different values of rc. The interaction energy per tube is proportional

to the mean interaction energy per dipole in the tube with the advantage that

we do not have to concern ourselves with the question how the particle’s position

in the tube affects the magnitude of its interaction energy. The system contains

980 × 980 tubes with 32 water molecules each with a spacing of a = 2.65 Å

between the dipoles in the tube and a tube spacing of d = 13.25 Å.

We varied rc from 26.5 Å to 1298.5 Å. To avoid the effect of errors cancelling

each other, we kept all of the molecules on the lattice pointing in the same
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direction. Fig. 3.1 shows the numerical results for the interaction energy of one

tube with all other tubes in the membrane as a function of the cutoff radius. The

graph clearly shows that the predicted function fits the interaction energies very

well, even for small cutoffs.

Hence we conclude that the tubes on the lattice are coupled to each other via

short ranged interactions.

3.4.2 Multiple Image Convention

In order to increase the computational efficiency of simulations, the box in which

the simulation takes place is often small compared to the system it models. This

is especially troublesome for simulations of bulk material where this small sim-

ulation box leads to strong surface effects in simulation, while the influence of

surface effects for bulk material is negligible. Such surface effects are undesirable

and one strives to avoid them in simulation.

In many if not most cases the instrument of choice to overcome these effects are

periodic boundary conditions. In this method the simulation box is interpreted

as the primitive cell of an infinite periodic lattice. The interaction Φij of two

water chains i and j with a distance vector Rij in a simulation box of length λ

is then given by [25]

Φij =
∑

n

Φ (|Rij + nλ|) , (3.26)

where n is an arbitrary vector of integers. As our system is periodic in two

dimensions we only apply the periodic boundary conditions in these dimensions

and the z-component of n is always zero. Obviously, calculating the interactions

on this infinite lattice would require us to evaluate infinite sums. As this can

be a troublesome procedure itself, one usually chooses a convention to select the

interaction partners for any given particle depending on its position.

The most common choice is the nearest image convention (NIC). Using the

NIC, a spherical cutoff of length λ/2 is introduced and only tubes within this

cutoff radius are accounted for in the calculation. The interaction energy between

two tubes is then computed as the interaction between a tube and the other tube’s

nearest image. The interaction between two tubes is given by equation (3.26) with

the restriction

|Rij + nλ| <
λ

2
(3.27)

From a different point of view, the interaction between tube i and all other tubes

in the system is calculated within a sphere of diameter λ which is centered around

tube i on the infinite lattice created by the periodic boundary conditions.
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If we want to consider the applicability of this method to our model we have

to remind ourselves of the spatial properties of our system. The membrane has a

finite thickness which is small compared to its dimensions in the lateral directions

and we want our simulation box to resemble this shape. This instantly leads to

complications if the NIC is used. If the spatial characteristics of the system are

to be reflected by our model, the simulation box has to be of a size that makes

the thickness of the membrane small against the other dimensions. This leads

to simulation boxes of proportions which are not accessible in simulations within

the boundaries of reasonable computation time.

Summing up the requirements for the boundary conditions in our system we

need a method which allows us to model the spatial properties of the system while

still keeping our simulation box at a manageable size. One way to achieve this

is Ewald summation [34], which has the advantage of being applicable to long

range interactions. We have shown before that the interactions in our system are

of short range and therefore, if at all possible, we want to avoid dealing with the

complications of performing Ewald summation on a slab geometry [35,36].

As a consequence of these considerations, we implemented the multiple im-

age convention. We still use periodic boundary conditions in two dimensions,

thus replicating the simulation box infinitely in space, but we choose to include

multiple images of the tubes into the calculation of the interaction energy. The

interaction energy between two chains is given by equation (3.26) with the re-

striction

|Rij + nλ| <
mλ

2
, (3.28)

where m is the number of mirror boxes accounted for in each dimension.

Utilizing the fact that the particles have fixed positions on the lattice we

can avoid to calculate the interactions of all the mirror boxes at each step of the

simulation. At the start of each run we calculate the interaction energies between

the chains for all distances in the simulation box, including the interaction with

all the particle images in the mirror boxes. Now the interaction energy between

any two chains in the box is determined up to the orientation of the dipole

moment. The interaction energies Φij are tabulated and for each calculation

of the interaction energy in the simulation, the computational cost is reduced

to multiplying the value of the interacting spins with the tabulated interaction

energy.

Therefore, during the simulation we retain the computational efficiency of our

comparatively small simulation box. At the same time the larger cutoff, which

includes many mirror boxes of our simulation box, lets our interaction closely
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Figure 3.2: Relative change in the interaction energy E between two tubes at

a distance Rij as a function of the number of included mirror boxes m in each

direction for a lattice with L = 32 and d = 20.

resemble the geometric properties of a bulk membrane.

The effect of the inclusion of the mirror boxes in the computation of the

interaction energy on a lattice with N = 900 tubes is depicted in Fig. 3.2. We

calculated the change in the interaction energy divided by the interaction energy

for m = 0. For two tubes in close proximity on the lattice the relative change

in E by the inclusion of the mirror boxes is negligible as the interaction with

the chain in the simulation box is very large compared to the contributions of

the mirror chains. However, for two chains at a larger distance in the simulation

box, the interaction changes considerably by the inclusion of the mirror chains.

The change in interaction energy for the chosen lattice parameters declines for

m & 20. We will study the effect of this change in interaction energies on the

obtained critical temperatures in Sec. 4.5.

With the advantage of high computational speed we also have to accept the

shortcomings of a simulation in small simulation box. By replicating our small

box we only allow the system fluctuations with a wavelength compatible with

the periodic lattice [25]. In particular, the maximum wavelength of fluctuations

is the length of the simulation box which will distort the system behavior in the

vicinity of the critical point, where the correlation length grows rapidly.
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Numerical Results

We will start this Chapter with a short section about the “tricks of the trade”

we use to obtain data from our simulations and then introduce the units used

throughout this Chapter.

In the following Section we will study the importance of domain building for

the phase behavior of our system. The implementation of Wang-Landau sampling

avoids that the system gets trapped in a metastable state and allows us to study

its free energy profile.

We treated the subject of finite size effects in the previous Chapter, but

boundary effects are unfortunately not the only difficulties that arise from our

small simulation box. By definition, phase transitions only take place in the

thermodynamic limit and it is a challenging task to correct for effects which

influence the data obtained from simulations in a system of finite size. The

method used in this work to determine the critical point is a comparison with

the behavior of systems belonging to the same universality class which will be

introduced in Sec. 4.3. Using this method, we study the influence of system

size and the multiple image convention on the obtained estimate for the critical

temperature in Sections 4.4 and 4.5.

Subsequently, we investigate the accuracy of the estimates for the critical

point of corresponding states of the membrane, obtained by the relations derived

in Sec. 2.4. Taking these results into consideration, we obtain a phase diagram

for membranes with different ratios between tube length and tube spacing in the

final Section of this Chapter.

33
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4.1 Technical Aspects

In this Section we will give a short overview of the technical details involved in

our simulations and in data processing.

All lattice configurations are quadratic and the tubes are parallel to each

other. The spatial configuration of the lattice is determined by the length of the

tubes L and the lattice spacing d, which is the distance between a tube and its

nearest neighbours.

The single-file water chains are ordered, hence the problem is reduced to a two

dimensional lattice with a distance dependent coupling constant Φ (Rij) defined

in Eq. (2.4). These interaction energies are calculated for the fixed lattice posi-

tions using the multiple image convention and are subsequently tabulated. This

computation is executed in long double precision in order to keep the numerical

errors resulting from adding many small values to a number of higher magni-

tude at bay. We use these tabulated interaction energy values in all following

calculations for this spatial configuration of the lattice.

In the next step we find a temperature in the vicinity of the critical point via

analysis of the free energy curves as a function of the order parameter obtained

by Wang-Landau sampling. The free energy profile for this temperature is then

used in a biased Monte Carlo simulation where 1.4 × 107 sweeps, i.e., N Monte

Carlo trial moves where N is the number of tubes in the system, are computed.

The obtained histograms are then reweighted to locate the critical point of the

system using the technique described in Sec. 4.3.

Throughout the simulation reduced units are used for convenience. The unit

of length is the spacing between the dipoles in the tubes a = 2.65 Å. The length

of single-file water chains L is then equal to the number of particles residing in

the tube. The dipole moment is given in units of the average dipole moment in

direction of the tube axis of a single point dipole representing a water molecule in

the chain µ = 1.9975D. If we insert these units into the dipole-dipole interaction

from Eq. (2.2)

Ψ (rij,pi,pj) = −
3

a2µ2 (rij · pi)(rij · pj) − 1
a2µ2 r2

ijpi · pj

r5
ij

a5

= −a3

µ2

3(rij · pi)(rij · pj) − r2
ijpi · pj

r5
ij

(4.1)

we obtain the reduced unit1 of energy ε = µ2/a3. This implies the unit 1/ε for

1The unit of energy ε differs from the reduced unit of energy used in Ref. [3] which we shall

denote here as ε̃. The relation is then given by ε = ε̃/2. Thus β̃ = ε̃/ (kBT ).
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Figure 4.1: Free energy profile for a system containing 900 tubes of length L = 8

with a lattice spacing d = 5. The free energies are symmetric about zero and the

curves are shifted so that the free energy of the ordered state vanishes. It should

be noted that these free energy curves are affected by finite size effects and thus

are only suitable for qualitative analysis.

the inverse temperature β.

As reduced inverse temperatures are not a very intuitive measure, we shall

express the temperature in units of K, unless stated otherwise.

4.2 Domains Revisited

When we introduced the order parameter for our system in Sec. 2.6, we were

concerned about its inability to detect the formation of domains on the lattice.

When phase separation occurs on the lattice, the contributions of each domain

to the order parameter cancel, thus leading to low values of η. During some

preliminary simulation runs using the Metropolis Monte Carlo algorithm [26], we

noticed the formation of domains at low temperatures. One of the reasons for

implementing the Wang-Landau algorithm was that it allows us to determine the

true importance of this effect for the phase behavior of the system. Using Wang-

Landau sampling we ensure that the system does not get stuck in a metastable

state and we can determine the influence of configurations with separate domains
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on the low temperature behavior of the system.

The free energy landscape depicted in Fig. 4.1 for various temperatures pro-

vides insight into the behavior of the system. For low temperatures we observe

a high free energy barrier separating the two ordered states. For higher temper-

atures, the height of the barrier is diminished thus increasing the likelyhood of

crossings between the two ordered states due to thermal fluctuations. When the

temperature is increased further, the barrier vanishes and the free energy has a

minimum at η = 0 corresponding to a likely disordered state.

A study of configurations with vanishing order parameter shows that states

including domains of the antiferroelectrically ordered state are indeed sampled

by the chosen methods. However, the analysis of the free energy curves indi-

cates that the states in question are insignificant for the system behavior at low

temperatures.

4.3 Universality Class

We aim to make predictions about the phase behavior of a water filled mem-

brane with the data obtained from our simulations. However, the membrane is

a macroscopic object and the simulation is performed in a comparatively small

simulation box. Even considering that the interaction energies between the spins

are calculated for much larger systems by use of the multiple image convention,

this implies that the data obtained from the simulation might differ substantially

from the behavior of the physical system investigated. In particular, phase dia-

grams directly obtained from simulations tend to yield estimates for the critical

temperature which are too high (see Fig. 4.2) due to finite size effects.

This discrepancy will be substantial in the proximity of the critical tempera-

ture Tc which is the temperature range we are most interested in. To understand

how to deal with this difficulty we will take a look at the concept of universality

classes.

The basic idea behind universal behavior is that systems with different Hamil-

tonians show identical behavior at the critical point. Specifically, derivatives of

the thermodynamic potentials exhibit power law behavior in the vicinity of a

critical point of the system. Subsequently it is possible to define a set of crit-

ical exponents for the system and systems with identical critical exponents are

considered as part of the same universality class [37].

A function f(τ) of the reduced temperature

τ =
T − Tc

Tc
(4.2)
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Figure 4.2: Order parameter 〈η〉 as a function of temperature T for different sys-

tem sizes obtained by computing the average of the order parameter distribution

for η > 0. Each curve was computed for a lattice of tubes containing 32 particles

each with a tube spacing of d = 5. While the agreement for low temperatures

is good, finite size effects lead to differing values for higher temperatures. The

orange line depicts Tc obtained by the method to be introduced later in this

Section.

for τ → 0+ shows the scaling behavior [38]

f(τ) ∼ τλ (4.3)

with λ as the critical exponent. In the vicinity of Tc corrections to this pure

scaling behavior are to be expected.

Properties which influence the critical exponents of a system are known to

include the symmetry of the lattice, interaction range, spatial dimension and

symmetry of the ordered state [32]. If the properties of our model are com-

pared to those of the quadratic two-dimensional Ising model, one notices strong

similarities:

• Range of the interaction:

In Subsection 3.4.1 we have shown that the energy per particle in our model

remains finite in the limit N → ∞. Therefore the interaction is of short
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range which is evidently the case for the Ising model, which includes nearest-

neighbour interactions only.

• System dimensions:

The width of the membrane is negligible for large membranes which makes

it feasible to assume that it can be treated as a two dimensional system.

This assumption is strongly supported by the results obtained in Subsec-

tion 3.4.1. In general, if the data is obtained by simulations in a finite

system, the chosen boundary conditions lead to a universal shape and sym-

metry parameter [39]. For periodic boundary conditions however, this pa-

rameter is unity.

• Symmetry of the ordered state:

The ground state of the two models is identical and consequently both share

Z2 symmetry.

Hence we infer that our model belongs to the two-dimensional Ising universality

class. This insight provides us with a powerful tool to determine the critical

temperature Tc of our model to high accuracy.

For two systems belonging to the same universality class, the distribution

p (η̄) := p

(
η

〈η2〉

)
(4.4)

is identical at the critical point. Utilizing this we can obtain the critical temper-

ature for our configuration by comparing p(η̄) in our system with the universal

fixed point order parameter distribution for the appropriate universality class [33]

shown in Fig. 4.32. The best match between the order parameter distribution in

simulation and the corresponding universal form is determined by minimizing the

quadratic deviations between the two curves. This method has been successfully

applied in the study of binary mixtures [40,41].

In simulation, histogram reweighting allows us to produce order parameter

distributions of our system for different temperatures without additional compu-

tational effort. Therefore, we can precisely locate the temperature at which the

order parameter distribution in our model most closely resembles the universal

order parameter distribution at the critical point.

This temperature is the critical temperature Tc of the system without correc-

tions to the scaling behavior given by Eq. (4.3).

2We thank N. B. Wilding for generously providing us with the data for the universal order

parameter distribution which were used in Ref. [39].
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Figure 4.3: The universal fixed point order parameter distribution of the

quadratic two-dimensional Ising model [39]. The distribution was scaled to unit

variance.

In order to evaluate the suitability of this method to determine the critical

temperature of our model, we will study the influence of finite size effects on the

critical temperature obtained by this method. The significance of corrections to

scaling behavior are determined in the following Sections by analyzing different

system configurations.

4.4 Influence of System Size on Tc

In order to determine the critical temperature for a given membrane we need to

gain insight into the influence of the simulation box on the results obtained from

our simulations. In this Section we investigate the influence of the simulation

box size on the obtained values of Tc, determined by comparison of the order

parameter distribution in simulation with the universal two-dimensional Ising

order parameter distribution.

For reasons of computational efficiency one aims to keep the size of the sim-

ulation box as small as possible while still reproducing the quantities of interest

obtained for larger model dimensions. Specifically, the computation time needed

to perform as sweep of N trial moves in our biased Monte Carlo simulation is
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roughly proportional to N2, where N is the number of spins in the system.

To estimate the required size of the simulation box we choose a membrane

with fixed tube length and tube spacing on the lattice and perform simulations

using simulation boxes of different size, comparing the obtained estimates for the

critical point.

We chose a membrane with a tube length L = 32 and a tube spacing d = 20.

The size of the simulation box was varied from 576 spins for the smallest system

to 1600 for the largest. The simulations were performed at a temperature T =

55.88 K which was known from preliminary calculations to be in the vicinity of

the critical point.

The interaction energies for the distances on the lattice were tabulated and

the free energy profile for the initial temperature was calculated by using flat his-

togram sampling. This free energy profile was then used in a biased simulation

to create a histogram of the order parameter η and the corresponding energies

of the configurations. The resulting histogram was reweighted in a range be-

tween T = 56.06 K and T = 55.66 K, subsequently scaled to unit variance and

checked against the universal distribution of the order parameter. The compari-

son with the universal distribution at the critical point was performed by coarse

graining the histograms p (η̄) and calculating the square error at 224 supporting

points. The square deviations of the distributions obtained from simulations in

the vicinity of Tc from the universal order parameter distribution are shown in

Fig. 4.4. Corresponding order parameter distributions are depicted in Fig. 4.5.

The resulting values for T in Fig. 4.6 have the smallest deviation from the uni-

versal distribution in the investigated temperature range and are therefore our

estimates for Tc for the different system sizes.

Based on the results shown in Fig. 4.6, we conclude that the influence of

system size on the critical temperature is negligible for the studied range of sim-

ulation box dimensions. While our estimate for Tc is lower for the largest system

than for the other simulations, the difference is negligible. As a consequence,

we will perform all subsequent simulations on a lattice with 900 spins, which

reproduces the universal distribution with high accuracy and is still easily com-

putationally accessible.

One should keep in mind that it cannot be expected to achieve results which

are truly free of finite size effects by this method. In order to obtain this, a more

sophisticated method like the Binder cumulants technique [42] is needed.

Still, based on the findings in this Section, we are confident that the depen-

dence of the obtained critical points on system dimensions is not significant.
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Figure 4.4: Square deviation of the distributions p (η̄) obtained for N = 900

at different temperatures from the universal order parameter distribution at the

critical temperature Tc.
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Figure 4.5: Probability distribution of the order parameter p (η). The curve

for T = 55.66K is the distribution at the critical temperature Tc. For lower

temperatures, the peaks are more pronounced and the probability of the system

crossing from one state to the other is decreased. For higher temperatures, we

can see the opposite effect. These curves are not scaled to unit variance and are

affected by finite size effects.
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Figure 4.6: Numerical data obtained for different system sizes, indicated by cir-

cles, compared to the two-dimensional Ising universal fixed point order parameter

distribution at the critical point, represented by the solid line. Our simulation

results agree excellently with the universal order parameter distribution. The

numerical results fit the reference curve better for increasing system size, but the

overall error is small even for the simulation with 576 spins. Furthermore, the

deviation of the numerical data from the universal distribution has little effect

on the estimate for the critical point.
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4.5 Parametrization of the Multiple Image Conven-

tion

In this Section we will investigate the influence of the number of “mirror boxes”

m accounted for in the computation of the interaction energies on our estimate

for the critical point of the system.

We performed simulations using a simulation box containing N = 900 tubes

with L = 32 and a lattice spacing d = 20. The interaction potential Φ (Rij)

was calculated by explicit dipole-dipole interaction (see Eq. (2.4)). The critical

temperature was obtained by comparison of the order parameter distribution to

its universal form at the critical point.

The results in Fig. 4.7 show that simulations using the multiple image con-

vention yield a critical point different from data obtained by using the nearest

image convention. This meets our expectations, as the spatial configuration of

the membrane can be modelled more accurately using the multiple image conven-

tion, thus representing its “quasi-two-dimensional” properties. This also shows

during the evaluation of the critical point, where the distribution function for

the nearest image convention does not fit the universal distribution function as

well as simulations where the multiple image convention was implemented. In
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Figure 4.7: Critical temperature Tc as a function of the number of mirror boxes

m included in the computation of the interaction energies. The value for m = 0

corresponds to a simulation using the nearest image convention. The dashed line

is a guide for the eye.
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the studied system configuration only a small number of mirror boxes needs to

be included in the computation of the interaction energies to reach the value of

the critical point also obtained for larger m.

However, for tube lengths which are large in comparison to the tube spacing,

we expect that more mirror boxes need to be included.

4.6 Corresponding States

In Sec. 2.4 we used the charge picture to obtain information about corresponding

states on the lattice. In this Section we will compare the estimates for the critical

point given by relation (2.22) to the values we obtained directly from simulation.

As Eq. (2.22) is exact in the charge picture, any deviations of the estimates from

simulation results will be induced by the numerical error of the charge picture

approximation compared to the calculation performed in the dipole picture.

The simulations were performed in systems with a ratio between tube length

and lattice spacing of L/d = 1.6. We performed multiple simulations with this

ratio and varied the number of particles in the tubes from 8 to 128. In order to

compare the obtained numerical results with our predictions, we need to choose

one configuration as a starting point for the analytical estimates of the critical

point.

To this end we computed the relative numerical error in the interaction of two

tubes with length L and distance d computed in the charge picture compared to

the interaction energy in the dipole picture:

∆Φ

Φ
=

Φdipole
ij − Φcharge

ij

Φdipole
ij

(4.5)

where Φdipole
ij is defined according to Eq. (2.4) and Φcharge

ij according to Eq. (2.11).

The results in Fig. 4.8 show that the relative deviation between the dipole

picture and the charge picture decays for longer chains for a constant ratio L/d.

Consequently, we will choose the system with L = 128 particles and d = 80 as

reference and compute the deviation from the analytical estimate for βc when we

decrease the length of the tubes in the system.

Based on the results shown in Fig. 4.9 we conclude that the system behavior

agrees excellently with the predicted behavior. The deviation between the ana-

lytical prediction and the values directly obtained from simulation is too small

to be seen in this graph.

However, using the method described in Sec. 4.3, we can detect deviations

between the predicted values and the data obtained directly from simulation.
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Figure 4.8: Relative error of the interaction between two tubes in the charge

picture compared to the obtained value in the dipole picture. The ratio between

the tube length and the lattice spacing of the tubes is constant at L/d = 1.6.
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Figure 4.9: Numerical values (circles) for the different tube lengths L′ with con-

stant ratio L′/d′. The solid red line is the prediction from Eq. (2.22) with a slope

of unity with respect to the bottom axis. The reference state is a system with

L = 128 and d = 80.
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Figure 4.10: Distribution of the order parameter for various systems at the analyt-

ically predicted critical point based on Tc for the reference system with L = 128.

Although the critical points obtained directly from simulation for the other sys-

tems deviate only marginally from the predicted values, the order parameter

distributions of the systems at the predicted value for Tc differ substantially from

each other. The solid black line is the universal order parameter distribution.
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for each system.
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The distribution functions for different tube lengths at the estimated critical point

from Eq. (2.22) are shown in Fig. 4.10. This illustrates that the chosen method

is very sensitive to small deviations from the predicted values and therefore well

suited for a precise identification of the critical temperature.

The relative deviations of Tc directly obtained from simulation from the values

T ′

c predicted by Eq. (2.24)
∆Tc

Tc
=

T ′

c − Tc

Tc
(4.6)

are small for all investigated tube lengths (see Fig 4.11), which does not come as

a surprise due to the small deviation in interaction energies.

These results render the method of predicting the values of the critical point

by use of Eq. (2.24) as highly accurate. Consequently, this method can be used

to generalize the obtained results to a wide range of lattices with an identical

ratio L/d.

4.7 Phase Diagram

In this Section we will present the obtained estimates for the critical point of

lattices with different ratios between tube length and tube spacing. These results

are manipulated by the analytic relations obtained in Sec. 2.4 to fit any membrane

with an identical ratio L/d.

The data depicted in Fig. 4.12 show that all investigated membranes with a

tube spacing of d = 10 exhibit a critical point well below room temperature. The

curve flattens for large tube lengths, leading to similar critical points for large

values of L.

The flattening of the curve can be explained in the charge picture: When we

keep the spacing between the tubes in the membrane constant and vary the length

of the tubes, we alter the strength of the interaction between the diagonal charges

at a distance r =
√

L2 + d2. If the two tubes in question are oriented in opposite

directions and L is increased, the interaction between equal charges is decreased,

which increases the strength of the coupling between the tubes. However, if the

interaction with the diagonal charges is weak compared to the interaction with

the charges at the same tube end, i.e., for L ≫ d, increasing the length of the

chain further will only have marginal effects on the magnitude of the interaction

and thus on the critical point of the system.

We used the relations obtained in Sec. 2.4 to apply our results for different

ratios L/d to a wide range of lattices, shown in Fig. 4.13. The lower boundary

for the tube spacing on the lattice is roughly d = 3 in reduced units for a physical
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Figure 4.12: Critical temperature Tc of systems with a lattice spacing d = 10. The

number of dipoles per chain is varied from 2 to 200. As expected, the obtained

value for the critical point converges for large tube lengths.

system, lower values of d describe model properties rather than properties of

membranes.

The isolines for the critical temperature illustrate the aforementioned behavior

which can be seen in Fig. 4.14. For values of L/d & 5 the lines of constant Tc

only depend weakly on the ratio L/d and the critical temperature of the system

is determined by the absolute values of L and d.

This implies that the ratio L/d only has a marginal impact on the value of

the critical temperatures for large membranes.
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Figure 4.13: Critical temperatures Tc[K] as a function of tube length L and tube

spacing d. For each constant ratio L/d lattices with d ranging from 1 to 50 were

computed, intermediate values were interpolated. The white isolines characterize

critical temperatures of 30, 50, 100, 200, 300 and 500 K.
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Figure 4.14: Top view onto Fig. 4.13, colors represent Tc [K] for a membrane of

length L and lattice spacing d. Isolines are identical to Fig. 4.13.
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Chapter 5

Final Remarks

We investigated the properties of a water filled membrane of carbon nanotubes

using a dipole lattice model for the parallel water wires in the pores of the mem-

brane. Since filling-emptying transitions in the pores and defect formation in the

water chains were neglected for simplicity, we were able to reduce the problem to

a two-dimensional spin lattice.

This spin model exhibits remarkable properties, most notably the correspond-

ing states between lattices with an identical ratio between tube length and tube

spacing. This property stems from the nature of the interaction in our model and

is thus independent of the lattice geometry. Studying different lattice geometries

with the aid of this property seems to be a promising undertaking, specifically

on triangular lattices where the geometry leads to frustration in the system.

How do our results relate to “real world membranes”? Membranes realized

in an experimental setting have large tube spacings [7], which lead to low critical

temperatures for the lattice. Considering that the simplifications introduced to

our model, such as exclusion of defect formation in the chains, neglecting possible

screening effects and the placement of the tubes on a quadratic lattice, all lead to

critical temperatures which are higher or equal to those obtained from systems

without these simplifications, we conclude that antiferroelectric ordering at room

temperature cannot be expected in membranes which can currently be realized

in experiment.

In order to model the physical membrane more accurately, it will be necessary

to study the interaction between the walls of the nanotubes and the water chains

with a focus on screening effects between the water wires. If the screening can be

approximated with sufficient accuracy by the introduction of a dielectric constant,

our model can be easily modified to include such effects. However, if screening

occurs in the system, this will further decrease the coupling of the water chains,
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thus decreasing the critical temperature of the system further.

Our results indicate that membranes of experimentally feasible dimensions at

room temperature are characterized well by previous studies of individual water

chains in carbon nanopores [3, 13] due to the weak coupling between the water

chains in the membrane. By measuring the dielectric response of a water filled

membrane, the validity of this assumption can be evaluated in experiment.
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