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Introduction






1 Introduction

Is it possible to reanalyze classic meta-analysegyistate-of-the-art methods? Can
modern methods be applied to the reported origiiagh to answer the original research
questions? Will there be new or different conclasiarawn from the data when using
today’s methods?

This work aspires to give answers to the proposezstipns through a systematic
review of relevant literature and meta-analysiswileer, first of all an examination of the

termclassic meta-analysis needed, because it has not yet been defined.

1.1 Definition of the term classic meta-analysis

First associated with the term meta-analysis iseg®3¢é Glass: It was him who gave
the statistical procedure its name (Glass, 1976)@mnducted and published the first so
called meta-analysis with Mary L. Smith in 1977 (Hul997). In his renowned article,
“Primary, Secondary, and Meta-Analysis of Resea(@lass, 1976), he gave a definition:
“Meta-analysis refers to the analysis of analysese it to refer to the statistical analysis
of a large collection of analysis results from indual studies for the purpose of
integrating the findings” (Glass, 1976, p. 3). Typdaiore than 30 years later, meta-
analysis is still defined in the same manner: “Matalysis refers to the statistical
synthesis of results from a series of studies” éBstein, Hedges, Higgins, & Rothstein,
2009, p. xxi). Accordingly, meta-analysis can berseas a method to analyse and
statistically integrate results of several studies.

In this work, the wordclassicrefers to the period of time during which the tfirs
meta-analyses were published, starting in 1977 ®ithith and Glass’s meta-analysis on
the effectiveness of psychotherapy. It was not d¢hiy team who developed methods to
statistically integrate research findings around time. In the field of social psychology,
Rosenthal and Rubin integrated the results of 3d8ies on interpersonal expectancy
effects in 1978 and in the field of personnel p&yoby, Hunter, Schmidt, and Hunter
synthesised studies on the validity of employmeststin 1979 (Cooper, 2010). The end of
the period of classic meta-analyses is set at da& $982 for the reasons depicted and
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explained below. First, the development of pubiars concerning meta-analysis was
considered. Therefore an exemplary literature seavas executed in the electronic
literature database PsycINFO. The search tagta-analysisvas used in the title field and

search was restricted to the time span 1977 to {@8ieved July 4, 2011). Outcome of
the depicted literature search is shown in Figuremportant for the present work is that
the number of obtained results per year grows hagrdm 1982 onwards. The rapid

growth in number of articles concerning meta-analfrom 1982 on is the first reason for
setting the end of the period of classic meta-a®d\at that point.
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Figure 1 Results of an exemplary literature search ireteetronic literature
database PsycINFO with the search term meta-asdtysihe years 1977 to 1987.

The second reason is an important shift in stasistheory in 1983, when Larry Hedges
(1983) presented a random-effects model for théysisaof effect sizes. Statistical theory
prior to Hedges (1983) assumed fixed populatioaatffizes. Put in other words, the fixed-
effect model assumes that all studies have the sameffect size and therefore share one
common effect size as summary effect, whereas rnandom-effects model true effects
vary between studies. The summary effect hencenisestimate of the mean of a
distribution of true effects (Borenstein et al.09)) The advancement in statistical theory
11



with the publication of Hedges’ article in 1983\&s to justify setting an end to the period
of classic meta-analyses at the year 1982. Furtbresma characteristic of published

articles of classic meta-analyses can be seereimltience of forest plot and funnel plot.
In a funnel plot the relationship between study sind effect size is shown graphically, it
allows to check for publication bias visually (Bostein et al., 2009), and acquired its
name because it looks like a funnel (Light & Pillenn1984). A forest plot displays the

results of a meta-analysis graphically. Each inetldriginal study is presented in a

separate row showing its effect size and the cpomding confidence interval. The last

row shows the summary effect (Petticrew & RobeP3)6). Hedges and Olkin (1989)

already plotted the effect sizes for each inclugiedly on separate horizontal lines along
with the according confidence interval and candfae be seen as a precursor of today’s
forest plot.

To summarise the argumentation above and give apaom definition:
Classic meta-analyses are in this work defined amanalyses published between 1977
and 1982 using fixed-effect models and having ncoapanying funnel plots or forest
plots.

1.2 Previous reanalyses and replications of meta-alyses

After defining classic meta-analyses, which arepsispd to be reanalyzed, thought
should be given to reanalysis itself. In his aetion data analysis at three levels, Glass
(1978) described secondary analysis as “the reysisalof data for the purpose of
answering the original research question with bedtatistical techniques, or answering
new questions with old data” (Glass, 1978, p. 3erkEthough this definition refers to the
reanalysis of original research studies and noaraatlyses, it perfectly describes one of
the central intentions of the present work. Thegindl data of classic meta-analyses
reported in published articles is supposed to bealkyzed using state-of-the-art methods to
answer the original research questions.

Not exactly the same but related to reanalysibasact of replication. A replication
is the repetition of a research study to reassgesgsults (Bortz & Ddring, 2006). Shapiro
and Shapiro (1982), for example, conducted a rafpdio of Smith and Glass’s (1977)
meta-analysis. Shapiro and Shapiro (1982) wantecedssess the results and therefore

conducted their own meta-analysis with altered d@rs. An example for reanalysis is
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Rosenthal and Rubin’s (1982) work. Rosenthal an#iiR§1982) reanalyzed a meta-
analysis on cognitive gender differences condutigedyde (1981), applying advanced
statistical techniques to the original data ancemdling previously drawn conclusions.
Accordingly, an important difference between regsialand replication is the basis of data
used for analysis. For reanalysis existing old datased as basis. In a replication study
data will be collected anew and this new data eduss basis. The exact description of the
two terms is important because replication studeesvell as reanalyses will be taken into
account to see whether reanalysis of a meta-asalgsat all possible and to get an
overview of what has been done so far concerniagakysis of classic meta-analyses. The
reason to consider both is the similarity betwessamalysis and replication.

In the following, two examples are given to demaatst that reanalysis of meta-
analysis is possible. Reanalysis in this contextamsethat the same meta-analytical
techniques to integrate results were applied tostme set of studies by independent
scholars. Thus if correspondence existed betweendifierent analyses, reanalysis is
considered possible and reasonable.

The first example is a project in which four repléa scholars with good
methodological skills independently conducted aaragtalysis based on a nearly common
set of preselected studies (Schneider, 1990). Ttjeqt depicted had been initiated by the
National Institute of Education (NIE) to resolveetiproblem of inconsistent results
concerning the effects of desegregation on acadacheevement of African-American
students. Seven scholars met and agreed on thed aeexmon criteria for selecting studies
to include in the meta-analysis, which resultedaiset of 19 studies to be reanalyzed
(Schneider, 1990). Despite the intention of thenspes, individual scholars in the course
of work determined different subsets to be methogichlly adequate (Press, 1990). One
of the seven scholars was a methodological expea @ommented on the results of the
other scholars and two of the remaining six did ewiaw of factors other than
desegregation and critical discussion of the wdrthe other scholars respectively instead
of a meta-analysis (Schneider, 1990). When thelteesaf the four analyses were
compared, high degree of correspondence could blrdd. The small discrepancies
between the results were due to differences irsthedies included, the way of effect size
calculation and different control groups used (&mgyy 1990). Despite the fact that the
meta-analyses differed in methodological detailee bbtained integrated results were

notably similar (Cordray, 1990). The conclusion vadnafrom this project was that
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reanalysis is possible and reasonable, as was shywthe general correspondence
between the results of meta-analyses conductegémdiently by different scholars.

Cooper and Rosenthal (1980) had a different imentbut applied a similar
approach. Cooper and Rosenthal (1980) intendedrwpare conclusions drawn from an
identical set of studies after using a traditionalstatistical review procedure. For this
purpose, graduate students and faculty membersoivarsity were randomly assigned to
one of the approaches. Statistical reviewers hadetioeve p-levels from the original
studies and then calculate the overall probahiiging the unweighted Stouffer method for
independent studies, for which they got instrucibow to apply it. A total of 95% of the
statistical reviewers retrieved the corrg@elevels and 84% correctly combined thgse
levels (Cooper & Rosenthal, 1980). Of interest tlus work is the statistical condition
only. Even if modern methods for statistically grating research results (e.g., Borenstein
et al., 2009) differ from the one applied in thesd&ed study, it is an important finding
that a high correspondence between the resultsbbad obtained. Again this serves to
confirm the assumption that reanalysis of metayammalis possible and reasonable. Allen
and Preiss (1993) even go so far as to say thad th@ need to replicate any meta-analysis
for confirmation and consolidation of findings. Ehgrmore, Allen and Preiss (1993) stated
that it is important to replicate meta-analyseprevent misleading results.

Further support for the assumption that reanalgéisneta-analysis is possible
comes from Schmidt, Oh, and Hayes (2009), who tgaed meta-analyses using the same
meta-analytical technique to integrate resultshasdriginal meta-analyses (fixed-effect
model) and received results nearly identical to rdmults of the original meta-analyses.
Furthermore, Schmidt et al. (2009) reanalyzed tinesta-analyses using methods different
to the ones applied by the original meta-analysasiely random-effects models.

Schmidt et al. (2009) reanalyzed data from fivgdéameta-analytic studies. All of
them reported multiple meta-analyses and theretareompassed 68 separate meta-
analyses. The five studies were publishedPsychological Bulletinrbetween 1988 and
2006 and all employed a fixed-effect model. Schreidal. (2009) reanalyzed all of the 68
meta-analyses first applying the fixed-effect matalysis procedure and affirmed that the
obtained results were nearly identical to the tesof the original studies. Then the data
sets of the 68 meta-analyses were reanalyzed appiwio different random-effects meta-
analysis procedures. The goal was to compare thdtsewhen a fixed-effect model was
applied to data sets with the results when randffects models were applied to the same
data sets (Schmidt et al., 2009).
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Schmidt et al. (2009) reanalyzed meta-analysesighda between 1988 and 2006
using state-of-the-art methods (in this case randffetts models). The purpose of the
present work is similar, except that classic metahses are supposed to be reanalyzed
using state-of-the-art methods.

Classic meta-analyses had already been reanalymedin turn they had been
reanalyzed using methods to integrate resultswiea¢ modern in the period of 1977 to
1982. Landman and Dawes (1982) and Shapiro andirS8h@®82), for example, were
concentrated on replicating the first ever metayamma (Smith & Glass, 1977). The aim
was to reassess the results using methods thatstaeeof-the-art in the time of classic
meta-analyses. The two studies (Landman & Dawe’2;18hapiro & Shapiro, 1982) are
described in more detail below, together with otegamples of classic meta-analyses
being reanalyzed/replicated using statistical mdshaf that time.

The meta-analysis conducted by Smith and Glass7{1@as the first so called
meta-analysis and concerned the effectivenessyahptherapy (Hunt, 1997). Included in
the meta-analysis (Smith & Glass, 1977) were phbtisliterature as well as dissertations
and fugitive literature. Studies included had tonpare at least one therapy group to an
untreated or different therapy group. The effeeze sivas calculated by subtracting the
mean of the control group from the mean of thettneat group and dividing the result by
the standard deviation of the control group. In @83 effect sizes were calculated from
375 studies. There were more effect sizes thanestuimbcause some studies reported more
than one effect size. The overall result was tisicpotherapy is effective. An average
advantage of 0.68 standard deviation units of teatéd over the control group was
obtained across studies. When behavioral and nenimhl therapies were compared no
difference in effectiveness was found (Smith & G|ak977). Landman and Dawes (1982)
replicated Smith and Glass’s (1977) meta-analysifind out whether the same results
were obtained when only appropriately controlladists, studies with random assignment
of subjects to treatment or control group, werduided. For this purpose they randomly
selected 65 studies from the list of included staddf Smith and Glass’s (1977) meta-
analysis (which included 93 additional ones to tB&5 original ones) excluding
unpublished dissertations and books. Only studidggd to be appropriately controlled
and therefore only studies with high quality, 42 ofithe prior 65, were included for meta-
analysis. Furthermore, Landman and Dawes (1982k visterested whether placebo
effects contributed to the outcome, something Stk Glass (1977) had not examined.

For that purpose, all of the studies with placebatmls of the set of 42 studies were
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statistically integrated as a group. Moreover, lraad and Dawes (1982) were interested
whether statistical nonindependence of results dradnfluence on overall results. Two
procedures were utilized to examine this issue. Oh¢hem was to compare results
obtained when each effect size was the unit ofyarsalas Smith and Glass (1977) did, to
results obtained when each study was the unit alffyais. Calculation of effect sizes was
the same as in Smith and Glass’s (1977) meta-dsahs were the applied meta-analytic
procedures. Results obtained by Landman and Dal@82) supported Smith and Glass’s
(1977) results. The average effect size (BEBunits) for the 42 studies was similar and
even larger than that of the original meta-analy&iplacebo effect was observed, which
however was less than that of the treatment. Binadhindependence of results had no
influence on the overall result (Landman & Dawe382). Shapiro and Shapiro (1982) also
replicated Smith and Glass’s (1977) meta-analydig purpose of the replication was to
assess effectiveness of psychotherapy through ametigsis with conditions altered based
on criticism of Smith and Glass’s (1977) work. Ordijudies comparing two or more
treatment groups to a control group were includaehtrol groups had to be untreated or
minimally treated. More behavioral studies wereluded compared to Smith and Glass
(1977). Furthermore, dissertations were excluded aategories for characterizing
outcome measurement were refined. A total of 148iss were included and these studies
had been published between 1974 and 1979. Effees svere computed as specified in
Smith, Glass, and Miller (1980), in all 1828 effesirzes were calculated (Shapiro &
Shapiro, 1982). Smith et al. (1980) is an expansibismith and Glass’s (1977) work
(Smith et al., 1980). Shapiro and Shapiro (1982i)ckaled from their meta-analysis, that
psychotherapy was effective, which is consisterthwie findings of Smith and Glass
(1977). The obtained overall effect size (09D units) was even larger than that of the
original meta-analysis. Moreover, behavioral angnitive methods were found to be
superior and dynamic and humanistic methods wewadao be inferior (Shapiro &
Shapiro, 1982).

Both studies, Landman and Dawes (1982) as wellhapi® and Shapiro (1982),
are replication studies and therefore data setsyluoh the respective calculations were
based, differ from the data set of the original arealysis. The same applies to the study
of Eagly and Carli (1981), which is a meta-analggiacerning the same research question
as the original meta-analysis, but was based oiffereht sample of included studies.
Eagly and Carli (1981) had criticized the samplestifdies of Cooper's (1979) meta-

analysis of sex differences in influenceability antended to conduct a meta-analysis on
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this topic based on a broader sample of findings.efAample for reanalysis of a classic
meta-analysis using methods that had been stdteeddrt in that period of time (1977-
1982), is the work of Rosenthal and Rubin (1982)séhthal and Rubin (1982) reanalyzed
a meta-analysis on cognitive gender differencesdacted by Hyde (1981), applying
advanced statistical techniques to the originaladamd extending previously drawn

conclusions.

1.3 Present research project and problems to be egpted

As described above, on the one hand classic melgs@s had been reanalyzed
using statistical methods to integrate results tirate modern in the period of 1977 to
1982. On the other hand, older but not classic faptdyses had been reanalyzed using
state-of-the-art methods. Reanalysis of classi@araralyses using state-of-the-art methods
with the intention of answering the original resaquestions has not yet been undertaken
and is therefore attempted in this work. It is impot to emphasise that in the present
work, in contrast to replication studies, originalta reported for classic meta-analyses are
supposed to be reanalyzed. State-of-the-art methodbe field of meta-analysis are
presented in Borenstein et al. (2009), Cooper (ROLpsey and Wilson (2001) and
Petticrew and Roberts (2006), among others. Soéweed to execute calculations is
Comprehensive Meta-Analysis, version 2.2.030 (Bstein, Hedges, Higgins, &
Rothstein, 2005).

Problems that could arise when carrying out a rgaizaof meta-analyses are for
instance described by Schmidt et al. (2009). A<mlesd above, Schmidt et al. (2009)
conducted a reanalysis of five meta-analyses ustaig-of-the-art methods. Besides being
published inPsychological Bulletinbetween 1978 and 2006, a criterion for inclusion
among others was that meta-analyses presentedadbié¢a containing the most important
data on included original studies. Required infaramawere effect sizes, sample size and
other information necessary for coding of studiesthe surprise of Schmidt et al. (2009),
only few meta-analyses met this criterion. It westesl that the sample of meta-analyses
selected for reanalysis was typical of meta-analykat were published iRsychological
Bulletin the last 20 years concerning methods, except liegt presented all data required
for reanalysis. Schmidt et al. (2009) reported th&® of meta-analyses published in
Psychological Bulletiroetween 1978 and 2006 could be classified as usieg-effect
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models, random-effects models or both. Only fivedss could be found that met the

criteria of using a fixed-effect model and repagtoata needed for reanalysis (Schmidt et
al., 2009). That means that only around 3% (5 6ut69) of the meta-analyses screened
for inclusion were identified as appropriate.

Fricke and Treinies (1985) examined a sample ofn@ta-analyses published
between 1977 and 1984 and concluded that only I84meta-analyses) reported effect
size and sample size for each included originallystand therefore only 15% could be
reproduced without consulting the reports of priynaesearch. Press (1990) also
commented on the absence of relevant data in sepbrneta-analyses. It was noted that
many meta-analyses reported only effect sizespadfh other information such as standard
errors ought to be reported. Moreover, it was revemded that meta-analyses presented
data tables containing sample sizes (for treatmedtcontrol groups), effect size, values of
important background variables and standard effforseach treatment group) for each
included study (Press, 1990).

Jennions and Modller (2002) examined 44 meta-anslys¢he field of biology to
assess the relationship of magnitude of effect aim year of publication. A total of 81
meta-analyses (published between 1991 and 200tallyniseemed to be suitable for
inclusion, but 37 meta-analyses had to be excluethe basis of different criteria. Not
providing effect sizes for original studies was afethe exclusion criteria (Jennions &
Mdller, 2002). Around 54% (44 out of 81) of the meinalyses were found to be eligible
for inclusion. Problems similar to the ones desatibby Schmidt et al. (2009) concerning
the quality of reporting of meta-analyses seem toup also in fields other than
psychology, like in this case biology (Jennions &lMr, 2002). Furthermore, it became
obvious that meta-analyses published between 18@2@01 could still show deficiencies
concerning the reporting of effect sizes (Jenni&méoller, 2002).

Even on the level of primary research studies sinméporting problems can be
found, as described by Cooper (1979). In a metéysisaof sex difference in conformity,
12 of the 38 studies that were supposed to bedediun the meta-analysis provided no
statistics (Cooper, 1979). Cooper (2010) depickedftustration when purchased original
studies do not contain the necessary informatiod &aipsey and Wilson (2001)
emphasised that it was “distressingly common”(p) 8t information provided is not
sufficient to calculate effect sizes. Hence the egroblems concerning the quality of
reporting can be found at the level of meta-analyae well as at the level of original

studies. As Tom Cook in an Annual Meeting symposamsecondary analysis expressed
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it: “You can get the data if you have chutzpahfgou‘re sociometrically well-connected”
(Glass, 1978, p. 3).

It is to be expected that the same problems asibdedabove concerning reporting
guality will be encountered in the course of thisrkv One reason to believe this is that
even meta-analyses published after the end of ¢hedg of classic meta-analyses show
deficiencies in reporting (Schmidt et al., 200fnlens & Mdller, 2002). Another reason
is the occurrence of the same problems in anothea than psychology (Jennions &
Mdller, 2002). Finally, also the basis of meta-gsa, primary research studies display the
very same problem (e.g., Lipsey &Wilson, 2001).

Consequently, in the course of this work it is tfilevestigated, whether the
reporting quality of classic meta-analyses wouldvalfor reanalysis using state-of-the-art
methods. If so, the data could then be reanalyzitldl tlve intention of answering the
original research questions using modern metholdstekfter the question whether new or
different conclusions could be drawn from the oraidata using state-of-the-art methods
could be approached, comparing the original restudtghe results obtained through

reanalysis.
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2 Methods

2.1 Literature search

Meta-analyses published in peer-reviewed journadéween 1977 and 1982
reported in English language were located throudfierdnt literature search strategies.
There were no restrictions placed upon the seagarding the topic of the meta-analyses.
First, appropriate keywords (meta-analy*, quantigatsynthesis, statistical review,
research synthesis, integrating findings, quantgateview, combining results, integrative
review, research integration) were entered in ttie tields of the electronic literature
databases PsycINFO and Web of Science. Secondhliagbaphy (Fricke, 1982) was
screened for further classic meta-analyses. Thrdgdern books on meta-analysis and
systematic reviews (Borenstein et al., 2009; Cooé10; Lipsey & Wilson, 2001;
Petticrew & Roberts, 2006) and also older booksceomed with meta-analysis (Cook et
al., 1992; Cooper, 1984; Fricke & Treinies, 198%%s, McGaw, & Smith; 1981; Hunter,
Schmidt, & Jackson, 1982; Light & Pillemer, 1984odenthal, 1984; Smith, Glass, &
Miller, 1980; Treinies & Fricke, 1983; Wachter &r&t, 1990) were screened for classic
meta-analyses as well as an article (Chalmers, é&edgCooper, 2002) and a book (Hunt,
1997) on the history of meta-analysis. Finallyriested classic meta-analyses themselves

were read to search for possible further classi@raralyses mentioned therein.

2.2 Inclusion criteria

Besides being published in a peer-reviewed joubediveen 1977 and 1982 and
being reported in English language, a study hachéet four criteria to be included for
reanalysis. First, the study had to be a meta-aisalp definition is given by Borenstein et
al. (2009): “Meta-analysis refers to the statidtisgnthesis of results from a series of
studies” (p. xxi). The most common approach andahe Borenstein et al. (2009) and
others (e.g., Lipsey & Wilson, 2001) primarily fead on in their books, and therefore
also the one focused on in this work, is meta-aisiyf effect sizes. In this approach every
study of a set of studies contributes an estimétgome statistic, then the dispersion in

these effects is assessed and a summary effectl dmulcalculated as well. Other
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approaches are meta-analyses that compinealues or psychometric meta-analyses
(Borenstein et al., 2009). Meta-analyses that compivalues are explicitly excluded not
only because it is a different approach of metdyais but also because fpivalues effect
magnitude is confounded with sample size (Lipsey\Mson, 2001). Therefore, more
precisely the first criterion was that the study ba be a meta-analysis of effect sizes. The
other criteria concerned the information reported the meta-analysis. As already
mentioned above, Press (1990) recommended thatanatgses at least presented data
tables containing sample sizes (for treatment amdral groups), effect size, values of
important background variables and additionallyd#ad errors (for each treatment group)
for each included study. Contemporary guidelinesdporting of meta-analyses, PRISMA
Standards (Liberati et al.,, 2009) and MARS (APA lralbions and Communications
Board Working Group on Journal Article Reporting aigtards, 2008) give a
comprehensive account of the information that sthdne reported for a meta-analysis. To
be able to reanalyze a meta-analysis, one of thst mgportant pieces of information
needed is the effect size for every included pryimasearch study. The effect size is “a
value which reflects the magnitude of the treatnefect or (more generally) the strength
of a relationship between two variables, is thet wii currency in a meta-analysis”
(Borenstein et al., 2009, p. 3). Accordingly, tlee@nd criterion was that an effect size was
reported, or was computable from presented infaonator each included original study.
To enable the application of state-of-the-art méghtm data of classic meta-analyses, the
data need to meet the requirements of those methlaige, it is important that the effect
sizes intended to use for calculations could bealleahby modern meta-analysis software.
Definitely satisfying this requirement are the etfsizes common today. These are effect
sizes based on means (unstandardized mean difee@hcstandardized mean difference
(d, g), response ratioR)), effect sizes based on binary data (risk raR&®{( odds ratio
(OR), risk difference RD)) and effect sizes based on correlational datardlaion ¢))
(Borenstein et al., 2009). Therefore, the thirdecion was that reported effect sizes were
common today or at least possible to enter inteasheets of the software intended to
execute calculations, which in this case was Cohgeive Meta-Analysis, version
2.2.030 (Borenstein et al., 2005). The fourth doe® concerned other important
information needed to reanalyze a meta-analysisgustate-of-the-art methods. To
calculate the summary effect according to statdrefart methods of meta-analysis
(Borenstein et al., 2009), each included studyagtted. A more precise study is assigned

more weight than a study with poor precision beeaausnore precise study carries more
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information. This is because the larger the sarttpdemore variance decreases and hence
the more precise is the estimate of effect sizadi8s are weighted according to their
precision and therefore the assigned weight isnmherse of the variance of the respective
study. Obviously the variance for each study isessary to compute weights. For
computing the variance for each study the respecample size of the treatment and
control group is needed (Borenstein et al., 2008grefore other information needed to
reanalyze a meta-analysis was variance (or stanelaoa) for each original study, or
information to calculate variance. Press (1990) troaed that also values of important
background variables should be reported.

Additionally reported data on variables examinedthe original meta-analysis
could be useful to reproduce further analyses coimog these variables. The fourth
criterion was that variance (or standard error)dach included study, or information to
calculate variance, was reported. Any additionpbried data on variables examined in the
original meta-analysis was a plus. To summarisebove:

Four criteria had to be met by a study to be inetufbr reanalysis which were:

1. The study had to be a meta-analysis of effect sizes
2. An effect size was reported, or was computable fpoesented information,
for each included original study.
3. Reported effect sizes were common today or at lgassible to enter into
spreadsheets of the software intended to execlael&idons.
4. Variance (or standard error) for each included \tum information to
calculate variance, was reported.
After closer examination of the remaining studieattmet these four criteria, a fifth
criterion covering further requirements for reasaynot considered so far had to be
adopted.

2.3 A general overview of literature search results

Literature search described above yielded a tdtdlO@ articles which were all
published in peer-reviewed journals between 197@ 8882 and reported in English
language. As mentioned above, Borenstein et a09R0efined meta-analysis as follows:
“Meta-analysis refers to the statistical synthedisesults from a series of studies” (p. xxi).
When applying the definition of meta-analysis gi\®nBorenstein et al. (2009), 94 of the
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articles found could be classified as a meta-amalyf the 94 meta-analyses, only three
reported data for each included original study megufor reanalysis using state-of-the-art
methods. Examination of all 102 studies using the fnclusion criteria is described in the
following section.
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3 Results

An extensive literature search based on the siemtegnd rules stated above
resulted in a total of 102 articles. This preseotpas of literature comprises articles
published in peer-reviewed journals between 197 #8682 and reported in English
language. Each article was inspected to examinehehd met the four inclusion criteria.
The articles were examined in a stepwise procedzgarding the four criteria. First, all of
the 102 studies were assessed to see whether theyhenfirst criterion. The ones not
meeting it were excluded from reanalysis. The raingi studies were assessed whether
they met the second criterion. Again the ones rextmg it were excluded from reanalysis
and the other studies were assessed whether thiethenéhird criterion. Then the ones
meeting the third criterion were assessed whetteyr et the fourth criterion. At the end
of this procedure only those studies meeting alr feriteria remained, which were then
screened again for any further problems for reamlyA list of all articles and the
corresponding reasons for exclusion or inclusiontwafound in Appendix A.

3.1 Articles excluded from reanalysis

The first criterion was that the study had to beeta-analysis of effect sizes. In the
first step, all articles not presenting a meta-gsialwere excluded. To repeat the previous,
meta-analysis refers to the statistical integratibresults from a set of studies (Borenstein
et al., 2009). The most common approach and theBonenstein et al. (2009) and others
(e.g., Lipsey & Wilson, 2001) primarily focused montheir books is meta-analysis of effect
sizes. Other approaches are meta-analyses thatiimmlvalues or psychometric meta-
analyses (Borenstein et al., 2009). Applying thénden of meta-analysis given by
Borenstein et al. (2009), 94 studies could be tladsas meta-analysis and eight articles
had to be excluded because of not presenting aanelgsis. Kennedy (1978) evaluated
an education program where different educationaletsowere employed. It was a primary
analysis rather than a meta-analysis because Wesano statistical integration of results
from a set of studies dealing with the same tdpstead results from different educational
models were statistically integrated to gain insigko how they worked. In the same way

Hereford (1979) evaluated a program concerningkieder Plan. Results from different
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courses were statistically integrated instead sfilte from a series of studies. Kazrin,
Durac, and Agteros (1979) evaluated the efficacgsytchotherapy in a humorous way but
did not conduct a meta-analysis. Ladas (1980) dextra microanalysis of different
studies on the topic of note taking from lecturasrmo statistical integration of results was
performed. Berk and Chalmers (1981) discussedédhbelts of a series of studies on cost
and efficacy if inpatient care was substituted mbalatory care. Only a few papers had
reported enough data and it was concluded thdtdudata had to be collected for decision
making (Berk & Chalmers, 1981). Smith and Land (98lso described and discussed
results of different studies, in this case on tfffecé of low-inference teacher clarity
variables on student achievement and student pesnepf teacher effectiveness, but did
not perform a statistical integration of these ltssiCotton and Cook (1982) discussed the
results of a meta-analysis conducted by Johnsomyydea, Johnson, Nelson, and Skon
(1981) and drew different conclusions from the itssiHattie and Hansford (1982) shortly
depicted the results of a meta-analysis, which dessribed in more detail elsewhere, and
compared them to the results of a literature revi€lae article was excluded because the
meta-analysis used for the purpose of comparing tihe methods was described
elsewhere. In a second step, meta-analyses ugiiffeeent approach than that of effect
sizes were excluded. Of the 94 meta-analyses, 1I'@ wecluded because a different
approach had been used. Six studies had to bedextlecause they were psychometric
meta-analyses, which is also called the Hunter-Sthrapproach to meta-analysis
(Borenstein et al., 2009). Another five studies evereta-analyses that combinedalues
and/orZ scores, and thus were excluded too. Each of tmer dive studies was excluded
based on different reasons respectively. An apprahbiferent to the one required was
employed by Anonymous (1980). Again this served asason for exclusion. For each of
six trials on the benefits of aspirin after myogakdinfarction, Anonymous (1980)
compared the number of deaths among aspirin-taletthe expected number of deaths if
aspirin had no effect. The difference betweenwWeernumbers for each trial was calculated
and then the values were summed up to see whéirer were fewer deaths than expected
in aggregate. Also, Blanchard, Andrasik, Ahles, @redand O’Keefe (1980) employed an
approach different to the one required and theeetioe meta-analysis conducted had to be
excluded. Blanchard et al. (1980) had intendedampare the effects of psychological
treatments for headache to each other and to teetebf placebo using meta-analysis. To
answer the research question a measure called nperoprovement score had been

employed, where the end of treatment value wasattetd from the baseline value, the
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result then was divided by the baseline value dted that the total result was multiplied
by 100. For each of the included original studhgs percent improvement score had been
calculated for different dependent variables foche@&reatment condition respectively.
Furthermore, the average degrees of improvemenbbad calculated for each treatment
condition and then the conditions had been comp#wedach other (Blanchard et al.,
1980). Inglis and Lawson (1982) examined whethergtlwas an influence of sex on the
effects of unilateral brain damage on intelligertiest results. Only few of the original
studies had reported separate scores for maledeamales. Hence, the proportions of
males and females reported in the individual stidiere considered in a linear regression
analysis to answer the research question. Therb&mause no effect sizes were calculated,
this meta-analysis was excluded too. Tornatzkykdeth (1982) carried out a sign test for
a set of studies, wherein only the direction of fineings, in this case correlations, was
taken into account. Neither magnitude nor staissggnificance of the individual findings
was of interest in this approach. The reason falusion in this case again was the
application of an alternate approach. Finally, ¢heras the meta-analysis conducted by
Cooper (1979), which was a special case. In thim+aealysi<Z scores were combined to
answer the research questions, but interestingly @&lindexes were reported for each
included original study. It was pointed out thafieef sizes are important to describe the
strength of a relationship. The several hypothesse tested combining scores, but in
one case, when the size of the effect was in quedli indexes were averaged. Even
though effect size datal (ndexes) were reported for every original studgiuded in the
meta-analysis, the meta-analysis had to be exclbdeduse its focus was on combinihg
scores as a method to answer the research questicgwnmary, after examining whether
the 102 retrieved articles met the first criteriboould be concluded, eight studies had to
be excluded because of not reporting a meta-asal@dithe remaining 94 studies another
16 meta-analyses were excluded because of notiagplye required approach of meta-
analysis, namely meta-analysis of effect sizesréiibee, 78 meta-analyses were left to be
assessed whether they met the second criterion.

The second criterion was that an effect size wperted, or was computable from
presented information, for each included origirtatly. A total of 61 meta-analyses had to
be excluded because they did not meet the secdredam. For example, Smith and Glass
(1977), Rosenthal and Rubin (1978), and also Kari& Kulik (1982), among many others,
reported aggregate results only. There was nonmdton provided on the single original

studies that had been included in the meta-analgsia consequence, effect sizes for the
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included original studies were not available. Angse Guitar, and Howie (1980) did
provide information on each included original stualyd even information concerning
effect sizes, but not the required effect sizesndeves. Instead, Andrews et al. (1980)
reported the number of effect sizes that had batlated for each original study. Cohen
(1980) in turn reported major characteristics @& thcluded studies, like design features,
nature of feedback and outcome measures, but agaieffect sizes. Ide, Parkerson,
Haertel, and Walberg (1981) described the restiéaoh included study in detail, but only
sometimes provided data. Consequently, the effieetsghat had been the basis of the
meta-analysis were not available.

A different kind of problem, but also concerningpoeting of effect size data,
became obvious in the meta-analysis of IversonVdalberg (1982). In this case, the mode
of reporting effect sizes obstructed inclusionreanalysis. In the meta-analysis of lverson
and Walberg (1982) correlations were the unitsralygsis. Therefore these units would
need to be available to reanalyze the meta-analysis instead of reporting all the
correlations that had been used for computatidres authors reported type and range of
correlation for each included original study. Thifee sizes, namely correlations, used by
Iverson and Walberg (1982) for their meta-analgsisld not be determined based on the
given ranges of correlations. For this reason & w@ncluded that the meta-analysis did not
meet the second criterion and thus was excludeedsd tudies are only some of the total
of 60 meta-analyses that were excluded becausproating the required information on
effect sizes for each included original study. Tieeof all 102 articles that were assessed
whether they met the criteria required for reanalyand the respective reasons for
exclusion or inclusion can be found in Appendix @f. the prior 78 meta-analyses that
were assessed whether they met the second critdrfometa-analyses actually fulfilling
the second criterion remained. Those 17 meta-aeslyisus reported effect sizes (or
information to calculate them) for all original dtas included in the meta-analysis. In the
next step these were assessed whether they ntéirtheriterion.

The third criterion was that reported effect sinesve common today or at least
possible to enter into spreadsheets of the softiméeaded to execute calculations, namely
Comprehensive Meta-Analysis, version 2.2.030 (Bstein et al., 2005). Of the remaining
17 meta-analyses five had to be excluded becawsedid not meet the third criterion.
Meta-analyses conducted by Levy, Iverson, and Wglk¥980), Kavale (1981), Iverson
and Levy (1982), Mumford, Schlesinger, and Glasg8®) and Wampler (1982) were

excluded because of employing an effect size, wilegemean of the control group is
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subtracted from the mean of the experimental gangpthe result divided by the standard
deviation of the control group. It is applied where standard deviations of the (two)
groups are heterogeneous (Glass et al., 1981).Kirdsof effect size cannot be processed
by the meta-analysis software intended to execaiti®ulations. The exclusion of the five
mentioned meta-analyses left 12 meta-analyses tsdessed whether they met the fourth
criterion.

The fourth criterion was that variance (or standardr) for each included study, or
information to calculate variance, was reportedti@f12 remaining meta-analyses another
six meta-analyses had to be excluded because singisaformation. As already stated
above, some crucial information besides the eféér¢ is needed to conduct a meta-
analysis according to state-of-the-art methods.calwulate the summary effect, each
included study is weighted. The assigned weighthes inverse of the variance of the
respective study. Therefore, the variance for esdally is necessary to compute weights
and for computing the variance for each study #@spective sample size of the treatment
and control group is needed if a standardized mdiffierence was the effect size
(Borenstein et al., 2009). Hall (1978) examineddgerdifferences concerning the ability
to decode nonverbal cues. In a table, Hall (19€Rprted, if available, the size of the
tested sample as a whole, direction of the effedteffect size, in this case Cohed;sor
each included original study. As can be seen, EI78) did not report variance or
standard error for each included study. Furthermdrevas not possible to calculate
variance for each included study because Hall (L$%i&8 not reported separate sample
sizes for the treatment and the control group mly the size of the tested sample as a
whole. Hence, information to calculate variance wassing and as a consequence the
meta-analysis conducted by Hall (1978) had to belueled. The same problem was
encountered in the meta-analysis conducted by ARooper, and Kolditz (1980). Arkin
et al. (1980) compared two conditions and preseatgddex for each included original
study. As was the case in the meta-analysis of (48lf8), the size of the tested sample as
a whole per included study was reported insteath®frequired separate sample size for
each condition. Hence, this meta-analysis had t@tmuded, too. Also, Smith (1980)
compared two conditions and reported an effect @ndardized mean difference) for
each included study. The difference to the metdyaaa described above is that Smith did
not even report any sample size. The missing infdtion on separate sample sizes of the
examined groups served as a reason for exclusitreaheta-analysis. Based on the same

line of argument another two meta-analyses hadeteXcluded. Burger (1981) again
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compared two conditions, reporting the associatisttesize for each included study, but
additionally reported the sample size for one cimalionly. Hyde (1981) examined gender
differences as did Hall (1978), and in the same maameported the size of the tested
sample as a whole per included study only, bedigesffect size. Finally, a sixth meta-
analysis had to be excluded because informatioraloulate variance was missing.
Cooper, Burger, and Good (1981) examined gendfardiices concerning locus of control
beliefs of school children using meta-analysis. (@&cet al. (1981) gave an account of the
raw data that had been reported in the originadaeh studies included in the meta-
analysis. Besides information on authors, year gratle of school for each included
original study, Cooper et al. (1981) reported meanslifferent subscales for females and
males separately as well as separate sample swmederdnales and males. Thus,
requirements to calculate an unstandardized mefferatice D) were met; but data to
calculate its variance were missing. To calculae tariance oD, the sample standard
deviations of the two groups were necessary intadio the sample sizes in the two
groups (Borenstein et al., 2009). As can be semn the description of the data reported
by Cooper et al. (1981), data on the sample stdndiewiations of the two groups had not
been presented. Hence, the variancP abuld not be calculated and as a consequence the
meta-analysis had to be excluded. After exclusiosixometa-analyses because they were
not meeting the fourth criterion, six meta-analysssained.

After all 102 articles had been examined in a stepwrocedure regarding the four
criteria, it appeared that six meta-analyses nietfahe four. It was assumed that these six
classic meta-analyses could be reanalyzed usitgratdahe-art methods. However, closer
examination necessitated the adoption of a fifiteon covering any other requirement
for reanalysis not considered so far and therefooacerning any other problems
obstructing reanalysis. Another three meta-anallisésto be excluded because of specific
problems described in detail below.

Glass and Smith (1979) examined the relationshipwvden class size and
achievement. Included for meta-analysis were a wit&7 studies yielding 725 effect
sizes. Effect sizes were calculated as followseftenated mean achievement of the larger
class was subtracted from the estimated mean ashmvt of the smaller class; the result
was then divided by the estimated within-classdaath deviation. It was assumed that the
standard deviation was homogenous across the tassad. Therefore, the effect size
employed by Glass and Smith (1979) met the thifgr@on. In contrast to the effect size
employed by Glass and Smith (1979), the effect sixployed by Levy, Iverson, and

33



Walberg (1980) and others described above, assustaddard deviations to be
heterogeneous across different groups. This digiimds crucial to decide whether the
effect size could be processed by the software asgipto execute calculations. In their
article, Glass and Smith (1979) mentioned thaingdo report existed containing the entire
data set on which the meta-analysis was based.rdpmt (Glass & Smith, 1978) was
accessible online and could thus be accessed ebsilg appendix, the data set used by
Glass and Smith (1979) was found. Besides othernmdtion, the effect size and also the
separate sample sizes of the groups compared wpogted for each included original
study. All of the four criteria for inclusion seethéo be met and still no obstacle was
obvious. Only when attempting to enter the repodath into a spreadsheet the problem
became apparent. Parts of the document were ileeghfter an unsuccessful literature
search for a more legible version of the repos, ftrst author of the report, Gene V. Glass
(personal communication, April £42011), was contacted through E-mail for assistanc
However, unfortunately a different version could he made available. It is important that
reanalysis is based on exactly the same basist@fadahe original meta-analysis to enable
comparisons of the results. Because it was noibieat reconstruct the data basis for
reasons of illegible data the meta-analysis cortuby Glass and Smith (1979) had to be
excluded. A problem concerning reporting, especidie reporting of effect sizes,
obstructed inclusion of the meta-analysis condudigdKremer and Walberg (1981).
Kremer and Walberg (1981) examined the relationwbenh science learning and
achievement and three constructs, namely studetivation, home or family environment
and peer environment using meta-analytical teclesgorrelation was the effect size in
this case. The first criterion, employing meta-gs@l of effect sizes, and third criterion,
using a common effect size were thus obviously retseveral tables, Kremer and
Walberg (1981) reported study features, charatiesisof tested subjects along with
sample size and findings described verbally as agethedian correlation and box score for
each included original study. It appeared thatséheond criterion was also met because an
effect size had been reported for each includedirai study. However, Kremer and
Walberg (1981) explained that “mean correlationsenmmputed for each construct area
using the raw correlations reported in individualdses” (p. 14). In the presented tables
Kremer and Walberg (1981) had not reported theadleat raw correlations, which were
the basis of calculations but, among other inforomatonly one (or no) correlation for
each included original study, in most cases theiamedf reported correlations. All

correlations in all studies and also the mediametations though had been presented in
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leaf diagrams. In these diagrams correlations waranged according to the three
constructs. Again it appeared that the secondricnitewas met. However there was a
problem in that the correlations reported in thagdams could not be attributed to the
corresponding original studies. On the one handelaiions that had been the basis of
calculations were reported in diagrams, and orother hand, all other information on the
original studies, including the required sampleesiwas reported in tables. All of the
information necessary to reanalyze this meta-arsalysing the same basis of data was
reported in the article, but unfortunately non-rhatde. Therefore, this meta-analysis had
to be excluded. The last meta-analysis that hametexcluded was the one conducted by
Williams, Haertel, Haertel, and Walberg (1982). N&ihs et al. (1982) conducted a meta-
analysis to examine the effect of leisure-timeuisien on school achievement. Effect size
employed in this case was correlational. Hencefiteecriterion was met, it was a meta-
analysis of effect sizes. Williams et al. (1982paded mean and standard deviation of
correlations, and also the number of correlatidgneg had been coded, for each of the 23
included original studies. The second criteriorgttn effect size was reported for each
included original study, was thus met. Also, thiedtlcriterion was met, because the effect
size was correlational and therefore a common effiee. To calculate the variance of a
correlation, the sample size is needed besidesdhelation itself (Borenstein et al.,
2009). Williams et al. (1982) in their appendix oged the sample size for almost all of
the included studies, besides other informatione Tdurth criterion was thus met, too.
Furthermore, for each included study many differemtracteristics had been coded. On
the one hand, study characteristics such as locatig/ear of the study and on the other
hand sample characteristics such as age and selzelemdcoded. This was special as the
meta-analysis was conducted in a stepwise procetiugefirst step, study characteristics
were examined. For this analysis step, the repartean correlations per included original
study were used. In a second step, sample chasticterwere examined. In this case,
calculations were based on 274 single correlatielagded to sample characteristics, which
had not been reported in the article. Because #tessary data to reanalyze the second
step were missing, it was considered to only regaeathe first step of the meta-analysis,
for which data seemed to be available. But whilerapting to reanalyze the first step, new
problems appeared. Williams et al. (1982) had replathe results concerning the locations
of the included studies arranged according to reggia the USA and otherwise states in
general. The problem was to reconstruct the claasibn of regions in the USA employed
by Williams et al. (1982). Williams et al. (1982adsubdivided the USA into five regions.
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It was attempted to find out how regions in the U®Are commonly subdivided and
which locations fit to which region. For that reagbe website of the U.S. Census Bureau
was consulted. The U.S. Census Bureau howevereadivlte USA into four census regions
(U.S. Department of Commerce Economics and Stisdministration, U.S. Census
Bureau, n.d.). Even though other rather unoffioibsites had been screened for
information, where actually regions other than taséd by Williams et al. (1982) were
found, the classification employed by Williams dt &982) remained inscrutable.
Moreover, the number of correlations classified was23, as was the number of studies
included in the meta-analysis, but 20, even thoaightegory ‘not specified’ existed. This
phenomenon, that the number of correlations didcootespond to the number of included
original studies, appeared concerning other chamgtts, but in this case was
accompanied by an explanation of Williams et al9O8d). For example one of the
methodological characteristics was whether randampéing had been applied or not. A
total of 14 correlations had been classified ass"Yand another 10 correlations as ‘No’,
resulting in a total amount of 24 correlations. Taason for that could be found in a note
which explained that one of the included studies b@en treated as two separate studies.
Causing problems was the fact that only 23 colmiathad been reported instead of 24
correlations. On the study-level, the data setudhetl 24 data points, as described by
Williams et al. (1982). Hence, reanalysis basedhensame data set as the meta-analysis
conducted by Williams et al. (1982) seemed to beossible, because necessary
information was missing. The problems concerning tbgions of the USA described
above and further the problem of missing data abstd reanalysis. Finally, a third
problem that appeared should be described onlylyrigecause the problems described
above already served as a reason for exclusion.iridieded original studies had been
classified according to their research design dlseeisurveys or quasi-experiments.
Following the information given in a table, 20 sesgdhad been classified as surveys and
four as quasi-experiments. Three studies couldyehsi classified as quasi-experiments
but there were two further that made decision diffi because they were so similar. It is
important to note that the study that had beerntddeas two separate studies could be
classified as a survey. Even if this dilemma prdpalas to be resolved through discussion
with senior researchers, it could not be ensuratl ttre resulting decision was consistent
with the decision made by Williams et al. (1982). r@analysis based on the same
prerequisites could therefore not be ascertainétdgéther, the described problems made

the exclusion of the meta-analysis inevitable.
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After the stepwise examination of 102 articles atfigee remained to be included
for reanalysis using state-of-the-art methods &g fulfilling all of the required criteria.

In summary, 99 articles had to be excluded. Faigffit articles were excluded because no
meta-analysis had been conducted and another 6anatyses were excluded because of
not employing the required approach of meta-anglysamely meta-analysis of effect
sizes. Then a total of 61 meta-analyses were egdlincause effect sizes had not been
reported, or had not been computable from presemfeimation, for each included
original study. After that another five meta-analy$iad to be excluded because an effect
size not common today had been employed. Then agiaimeta-analyses were excluded
because of missing information concerning variafdeally, another three meta-analyses
had to be excluded because of specific problemguasg reanalysis. A total of three
meta-analyses met all of the inclusion criteria attbwed no reasons that would
necessitate exclusion. Thus, the meta-analysesuctedl by Sparling (1980), Desilva,
Hennekens, Lown, and Casscells (1981) and Stamgfeldhaber, Yusuf, Peto, and
Hennekens (1982) were included for reanalysis ustatg-of-the-art methods. Figure 2 (on
the following page) shows a flow chart of the ddwemt stepwise procedure. A list of all
articles and the corresponding reasons for exalusianclusion can be found in Appendix
A.

In the following section, a reanalysis of the thneeta-analyses included is
presented. Each of the meta-analyses is dealt sefarately. First, the original meta-
analysis and its results are described. Then, thignal set of data is reanalyzed using
state-of-the-art methods. Comparison of results aodclusions drawn from the

comparison are provided in the Discussion section.
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to be met to enable reanalysis using state-of-theathods.
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3.2 Reanalysis of included meta-analyses

In this section the actual reanalysis of the tlttassic meta-analyses using state-of-
the-art methods is presented. First an overviewnethods applied in all three cases is
given. Then, each meta-analysis is dealt with sgpbr. At first the original meta-analysis
is described, concerning the research questionsessktl, study characteristics of the
primary studies included for meta-analysis, andnie¢hods and results obtained. Next, the
original data set is reanalyzed using state-ofattenethods addressing the same research
questions and additionally publication bias and @oanalysis. For this the data presented
in the article of the original meta-analysis wesptered into spreadsheets. To avoid
transcription errors, the values were counterchetdg an independent observer. Results
obtained, when state-of-the-art methods were agpisere contrasted to the results of the
original meta-analysis in a table (see Tables C1ApRendix C). Comparison of the results of
the original meta-analysis and the respective lgaisaas well as conclusions drawn from this

comparison can be found in the Discussion sectidheopresent work.

3.2.1 Methods of analysis

The three classic meta-analyses were reanalyzet) s$ate-of-the-art methods
with the intention of answering the original resaquestions. In the present work, state-
of-the-art methods are meta-analytic proceduresdescribed in the books already
mentioned above (Borenstein et al., 2009; Coop@d,02 Lipsey & Wilson, 2001;
Petticrew & Roberts, 2006). Applied meta-analytiogedures, primarily followed the
instructions of Borenstein et al. (2009), which described below.

The objective of a meta-analysis is not only to pate a summary effect but also
to examine the pattern of effects. If it was todxpected that all of the studies share a
common effect size and therefore have the sameeffaet size, then true heterogeneity is
zero. Observed dispersion of effect sizes in thgeds only due to within-study error. If it
was assumed that the true effect sizes vary betteeistudies, the observed dispersion
includes true variance (real heterogeneity in éfég&es) and within-study (random) error.
Hence, besides computing the summary effect inrtant to examine the dispersion of
effect sizes (Borenstein et al., 2009). MeasureBetérogeneity computed in the present
work are Cochran’QQ statistic (df = number of studies minus one) and ftsvalue
(Borenstein et al., 2009) and thandex. TheQ statisticand itsp value are concerned with
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the null hypothesis that the true dispersion iscyazero. Thel? index reflects the
proportion of the observed variance that is truer@@stein et al., 2009). THeindex was
interpreted according to Higgins, Thompson, Deaksl, Altman (2003), wherein values of
12 of 25%, 50%, and 70% are described as low, mogleaatd high, respectively.

Associated with heterogeneity is the fundamentalisien of either applying a
fixed-effect or random-effects model. Borensteirdiges, Higgins, and Rothstein (2010)
recommended that the fixed-effect model was todsluf the studies are all “functionally
identical” (p. 105) and if it was aimed to calceldhe common effect size, which would
not be generalized to other populations than tleeafithe analysis. When it is not assumed
that all the studies share the same true effeef aizd it is aimed to generalize the findings
of the meta-analysis, the application of a randdi@ects model is appropriate. Borenstein
et al. (2009) warned that the decision should reotohsed on the result of the test for
heterogeneity. Borenstein et al. (2010) mentiorteat tt is sometimes practiced that a
statistically non-significant test for heterogeygeg used as evidence that the studies share
a common effect size. Because the test of heteettyeaften has poor power its result
could be misleading (Borenstein et al., 2010). @re(1998) however brought up the idea
of using both models in the same meta-analysigeveal the extent to which results are
dependent on the assumptions of the respective Imedethe present work the idea of
Overton (1998) was adopted and the data were ngagthlising both models.

Existent true variance could be explained by catas. For this, methods such as
subgroup analysis or meta-regression could be (Ba@nstein et al., 2009). In the course
of reanalysing the three meta-analyses, subgroafysie was applied if appropriate as
well as sensitivity analysis. Sensitivity analysisamines the robustness of the findings
(Borenstein et al., 2009) and in the present woak applied to examine the influence of
single studies on the overall result.

Furthermore, publication bias, when the sample tafliess included for meta-
analysis is not representative for all relevantdi&s (Borenstein et al., 2009), was
addressed using different approaches. First ondlveagisual inspection of funnel plots. In
a funnel plot the relationship between study sine aeffect size is displayed. Since
sampling error is random, the studies are disteithigymmetrically about the mean effect
size when there is no publication bias. Therefagrametry is a sign of publication bias.
As the visual inspection is a rather subjective rapph, other methods to test the
relationship between sample size and effect sizee e@ecuted. These were Begg and

Mazumdar’s rank correlation method and Egger’saggjon test (Borenstein et al., 2009).
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For the mentioned methods to make sense, a redsonatmber of studies and amount of
dispersion in the sample sizes is needed (Borenstail., 2009), which could be a problem in
the present work because meta-analyses to be yeadaincluded only a few studies.
Furthermore, th®uval-Tweedie trim-and-fill method was utilisedtest for publication bias.
The Duval-Tweedie trim-and-fill method aims to ddigh a symmetrical distribution of
studies, observed studies complemented by theallgtimissing ones, about an unbiased
estimate of the effect size utilising an iteratprecedure. Funnel plots generated by computer
programs that incorporate trim-and-fill include ebsed as well as imputed studies, so that a
change of effect size could be detected, when ietpstudies are included (Borenstein et al.,
2009).

Finally retrospective power analysis was carrietl ®&uncer, Craigie, and Holmes
(2003; see also Muncer, Taylor, & Craigie, 2002ygasted adapting a power criterion to
meta-analysis to ensure that only studies withi@afit power to detect the assumed effect size
are included. This ensures that a summary effgutaduced that is based on studies that have
sufficient power to support it. The power criterisnggested by Muncer, Taylor, and Smith
(1999, as cited in Muncer et al., 2002) is .8 fealth related meta-analyses and .5 for meta-
analyses in the social sciences. The procedurectwporate power analysis into meta-analysis
suggested by Muncer et al. (2003) was intendec toslked a priori but could also be employed
for evaluation of existing meta-analyses. The tattas undertaken in the present work,
following the instructions of Muncer et al. (200@8nhd using the statistical open-source
software package R, version 2.13.1 (R. Developr@ené Team, 2011) to execute calculations
concerning power. First, the power of each studiest for the original summary effect was
calculated, as well as the average power of theiegun the meta-analysis. Thereafter, studies
meeting the power criterion were meta-analyticaltgegrated anew and a new summary effect
was calculated. The power of each study to testthier new summary effect was again
calculated and studies meeting the power critewere combined into a new meta-analysis.
This iterative procedure ended when there was rthduchange in the effect size and power
calculated and thus the overall power of a metdyaisawas acceptable. The resulting new
summary effect was reported together with the aee@ower of the studies included in the
new meta-analysis. The average power of the studidstect the initial effect size could then
be compared to the result of the described itezgirecedure.

Software used to execute the meta-analytical catioms was Comprehensive
Meta-Analysis, version 2.2.030 (Borenstein et &Q005). The PRISMA Standards
described by Liberati et al. (2009) were used aslejnes for the depiction of the

conducted reanalyses and the according results.
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Reporting of results of the three reanalyses wagtsired in four parts respectively:
synthesis of results, additional analyses (subgraoglysis, sensitivity analysis), analyses
concerning publication bias, and finally computatiagegarding retrospective power analysis.
This structure was followed not only in the textt blso in the respective tables contrasting the
results of the reanalysis and the correspondingirai meta-analysis (Tables C1-C3,
Appendix C).

3.2.2 Reanalysis of Sparling (1980)

Summary of the original meta-analysis

The meta-analysis conducted by Sparling (1980) é@xaiinthe magnitude of sex
difference in maximal oxygen uptake (Y@ax). The goal was to calculate an overall
effect for three different expressions of ¥®nax: expressed in absolute terms
(liters/minute), relative to body weight (ml/mintikg BW) and relative to fat-free weight
(ml/minute*kg FFW). The reason for computing diffat expressions is that part of the
sex effect appears to be related to differencesdsst men and women in body weight and
body fatness. Primary research studies had todecparticipants of both sexes in late
adolescence or older and had to present measubeglpfcomposition as well as measures
of VO, max. A total of 13 studies were included for matatgsis. Measures of Vnax
were collected testing participants on either gdleor treadmill ergometer. In two studies
participants were tested on both, leading to 18ctfSize measures being the basis for
computations of the summary effect in case of, f@x expressed in absolute terms and
relative to body weight. In case of Y@ax expressed relative to fat-free weight the
computation of the summary effect was based onffe@tesize measures. The summary
measure in this meta-analysis was a point-bisedaklation (,p). The summary effect of
the sex difference in VOmax expressed in absolute terms (liters/minutey pe= .81
(r,[,b2 = .66), whereas expressed relative to body wemhtinute*kg BW) it was g, = .70
(rpb2 =.49). The summary effect of the sex differenc®©, max expressed relative to fat-
free weight (ml/minute*kg FFW) was,y= .59 tpbz = .35). The variance in VOmax
explained by sex was reduced when\fftax was expressed relative to body weight, even
more when expressed relative to fat-free weightisTimagnitude of sex difference in YO

max could be substantially reduced when variabihtyaerobic capacity due to disparities
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in body weight and body fatness was taken into @atcoAnother research question
addressed was, whether the sex difference betwaied men and women differed from
the sex difference between untrained men and womagan examined concerning the
three expressions of \\@nax. For this analysis a percentage differencevdmt men and
women was calculated (M-F/F*100) for the differexjpressions for each of the 15 units
of analysis. Of the 13 studies five involved pap@nts who were by definition trained
(males > 55 ml/minute*kg BW, females > 45, Sparlitg80, p. 548). An average value
was then calculated for the trained and untrainedigs per expression of \d@nax. For
liters/minute the value for the trained men and worwas 46% and 60% for the untrained
ones. For ml/minute*kg BW the values were 25% v&r80% and for in ml/minute*kg
FFW the values were 12% versus 13%. The sex difteren the trained groups was less
than the one in the untrained groups in the fingt tomparisons and similar in the last

comparison (Sparling, 1980).

The original data set presented in the article driihg (1980) is reproduced in
Tables B1 and B2, which can be found in AppendixRBanalysis of the original meta-
analysis yielded the following results. It needsb® noted that for each of the three
expressions of V@max separate meta-analytical calculations werewdrd, but were

based on the same group of studies.

Reanalysis
Synthesis of results

The results of the 13 included primary studies wstatistically integrated
employing the single study as unit of analysissteiomputations of the summary effect
were based on 13 effect sizes measures. An exoeptoe computations concerning the
expression of V@max relative to fat-free weight, where the basis wae effect size

measures.

When a fixed-effect model was employed, the summeéfact of sex differences in
VO, max expressed in absolute terms (liters/minuted mya= .809 @5% CI = 0.784-
0.832,p < .001). Employing a random-effects model the ltesasrp, = .810 P5% CI =
0.771-0.843p < .001). Both models yielded a significant andssabtial sex difference in
VO, max expressed in absolute terms. Between-studygtditgerogeneity was significant
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(Q=22.773df = 12,p = .03) and moderatd?(= 47.305). In Figure D1 and D2 (Appendix
D) the according forest plots of the fixed-effeEigure D1) and random-effects analysis
(Figure D2) can be found.

The summary effect of sex differences in ¥@ax expressed relative to body
weight (ml/minute*kg BW) when a fixed-effect modehs employed wais, = .729 05%
Cl = 0.695-0.761p < .001), whereas when a random-effects model waslayed the
result wasrp, = .720 @5% CI= 0.641-0.784p < .001). Again both models yielded a
significant and substantial sex difference in M@ax, in this case expressed relative to
body weight. But the magnitude of sex differences wmaller than when maximal oxygen
uptake was expressed in absolute terms. Thus thaitade of sex difference was smaller
when body weight was taken into account. Measurégt@rogeneity showed a significant
(Q =46.541df = 12,p < .001) and highlf = 74.216) effect heterogeneity across studies.
These results indicate a large amount of true ma€aln Figure D3 and D4 (Appendix D)
the according forest plots of the fixed-effect (g D3) and random-effects analysis
(Figure D4) can be found.

When a fixed-effect model was employed, the summeéfiact of sex differences in
VO, max expressed relative to fat-free weight was .607 5% Cl= 0.552-0.657p <
.001). When a random-effects model was employedéhelt wasp, = .599 5% CI =
0.524-0.664p < .001). For both analyses the overall result stdk significant. But the
magnitude of sex difference was again smaller twaen VQ max was expressed in
absolute terms or relative to body weight. Takingpiaccount body fatness reduced the
sex difference in V@max substantially. The test of effect heterogenaityss studies was
non-significant Q = 12.053,df = 8, p = .149) and lowIt = 33.624), indicating a reduced
amount of true variance compared to the resultsealda Figure D5 and D6 (Appendix D)
the according forest plots of the fixed-effect (g D5) and random-effects analysis

(Figure D6) can be found.

Additional analysis: Subgroup analysis

To explore whether the magnitude of sex differeimc®O, max for trained men
and women differed from that for untrained men aamen, subgroup analyses were
performed separately for the different expressiohsvO, max. Computations in the
original meta-analysis were based on a value cglkedentage difference, which was

existent for each expression of Y@ax for all 15 units of analysis. Subgroup anayse
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though are based on effect size measures and préksent work the study was assumed to
be the unit of analysis. Therefore, as in the a®dyabove, subgroup analyses for the three
expressions of VO max were based on differing numbers of effect sizeasures.
Computations were based on 13 effect size measwEpt for computations concerning
the expression of VEmax relative to fat-free weight, where the basis wme effect size

measures.

When the magnitude of sex difference in M@ax expressed in absolute terms was
compared for trained and untrained groups, no Bogmit differences@ (total between) =
0.001,df = 1,p = .975) were found, when a fixed-effect model wawployed. There were
also no significant difference®((total between) = 0.00Hf = 1, p = .974) found, when a
mixed-effects model was employed.

Also, no significant differences could be found whiee sex difference in Vnax
expressed relative to body weight was comparedrdmed and untrained groups, when a
fixed-effect model Q (total between) = 1.408if = 1, p = .235) was employed as well as
when a mixed-effects mode)((total between) = 0.002if = 1,p = .964) was employed.

The magnitude of sex difference in Y@ax when expressed relative to fat-free
weight was significantly different for trained amdtrained groups( (total between) =
4.507,df = 1,p = .034), when a fixed-effect model was employedheW a mixed-effects
model was employed, there were no significant ckfiees between the two grouf3 (
(total between) = 1.752f = 1,p = .186).

Analyses concerning publication bias

The conduction of three separate meta-analysethéthree expressions of YO
max again required three separate analyses congepuablication bias. The funnel plots
(Figures E1 to E6, Appendix E) were plotted with ttorrelation transformed to FisheZs
on the X axis and the standard error plotted or¥tlis. They include observed studies as
well as studies imputed by the Duval-Tweedie trimdill method, which was once based
on a fixed-effect model (Figures E1, E3 and E5}) "re other time based on a random-
effects model (Figures E2, E4 and E6).

Visual inspection of the funnel plots for ¥@nax expressed in absolute terms

(Figures E1 and E2), suggested asymmetry. Begg Madumdar’s rank correlation
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method p (2-tailed) = 1.000) and Egger’s regression tpst2ftailed) = .827) were non-
significant, indicating no publication bias. Thassts have lower power (Borenstein et al.,
2009), therefore the results must be interpretediaasly. Furthermore, it is important to
keep in mind that the tests were based on onlyetinr studies. The Duval-Tweedie trim-
and-fill analysis based on a fixed-effect modeli¢ated three missing studies. The
adjusted point estimate was, = .791 5% CIl= 0.765-0.814). The Duval-Tweedie trim-
and-fill analysis based on a random-effects moadicated three missing studies as well.
The adjusted point estimate wag = .788 5% Cl= 0.742-0.826). In both cases the
adjusted point estimate was reduced compared taunla€justed value. Both analyses
indicated three missing studies (almost one fooftlobserved studies), which made the
existence of publication bias rather plausible. Tbeclusion drawn from the above results
was that there was evidence of publication bias.

Visual inspection of the funnel plots for ¥Onax expressed relative to body
weight (Figures E3 and E4) suggested no asymmaAtsp Begg and Mazumdar’s rank
correlation methodp( (2-tailed) = .903) and Egger’s regression t@s{2-tailed) = .598)
indicated no publication bias. The Duval-Tweedimtand-fill analysis based on a fixed-
effect model indicated no missing studies. The Ddwveeedie trim-and-fill analysis based
on a random-effects model also indicated no missingies. It was concluded that there
was no evidence of publication bias.

Visual inspection of the funnel plot for MOnax expressed relative to fat-free
weight (Figures E5 and E6) suggested asymmetryg Bed Mazumdar’'s rank correlation
method p (2-tailed) = .175) and Egger’s regression t@s{2-tailed) = .509) were non-
significant, indicating no publication bias. Oncgam, the reason for non-significant
results could be low power of the test and the kgsaahple size (Borenstein et al., 2009).
The Duval-Tweedie trim-and-fill analysis based ofixed-effect model indicated three
missing studies. The adjusted point estimate s .520 5% Cl= 0.471-0.566). The
Duval-Tweedie trim-and-fill analysis based on adam-effects model indicated three
missing studies as well. The adjusted point esg@nvedsry, = .534 5% Cl = 0.441-
0.615). In both cases the adjusted point estimate neduced compared to the unadjusted
value. Both analyses indicated three missing ssuda&most one fourth of observed
studies), which made the existence of publicati@s bather plausible. Thus existence of

publication bias was assumed.
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Retrospective power analysis

Retrospective power analysis was conducted for @adhe three meta-analyses
separately. The basis for the calculations in eeate was once the summary effect
resulting from the fixed-effect analysis, and thbeo time the summary effect resulting
from the random-effects analysis. The assumptiopdover calculations was in all cases a
significance level of .05 (two-tailed). Furthermomgiven sample sizes were used. As
Sparling (1980) is a health-related meta-analyis, assumed power criterion was .8,

which was lowered to .7 (or even .6) when only stugly met a criterion of .8.

The summary effect of sex differences in M@ax expressed in absolute terms
when a fixed-effect model was employed was= .809 @5% CI = 0.784-0.832). The
mean power of the studies to detect this effea sias .716 with a standard deviation of
0.260 and a minimum of .240 and a maximum of .9R6trospective power analysis
yielded a summary effect of, = .801 P5% Cl= 0.768-0.829). The mean power of the
included studies to detect this new effect size Wa8 with a standard deviation of 0.047
and a minimum of .862 and a maximum of .999. Wheraradom-effects model was
employed the summary effect wag, = .810 5% Cl = 0.771-0.843), which is nearly
identical to the above result. The mean power efdtudies to detect this effect size was
.717 with a standard deviation of 0.259 and a mimmof .240 and a maximum of .999.
Retrospective power analysis yielded a summarycefdér,, = .798 95% CIl= 0.722-
0.854). The mean power of the included studiested this new effect size was .922 with
a standard deviation of 0.048 and a minimum of &3®a maximum of .999.

The summary effect of sex differences in ¥@ax expressed relative to body
weight when a fixed-effect model was employed was .729 5% Cl= 0.695-0.761).
The mean power of the studies to detect this effieet was .654 with a standard deviation
of 0.261 and a minimum of .204 and a maximum 0B8.Retrospective power analysis
yielded a summary effect of, = .718 5% Cl= 0.671-0.759). The mean power of the
included studies to detect this new effect size 884 with a standard deviation of 0.070
and a minimum of .831 and a maximum of .998. Wheraradom-effects model was
employed the summary effect wag=.720 95% CI= 0.641-0.784). The mean power of
the studies to detect this effect size was .64® waitstandard deviation of 0.261 and a
minimum of .200 and a maximum of .998. Retrospectpower analysis yielded a
summary effect of,, = .681 5% Cl= 0.502-0.804). The mean power of the included
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studies to detect this new effect size was .898 witstandard deviation of 0.094 and a
minimum of .810 and a maximum of .996.

The summary effect of sex differences in ¥@ax expressed relative to fat-free
weight when a fixed-effect model was employed was- .60705% Cl= 0.552-0.657).
The mean power of the studies to detect this effieet was .538 with a standard deviation
of 0.249 and a minimum of .156 and a maximum o#.98etrospective power analysis
yielded a summary effect of, = .594 Q5% Cl= 0.524-0.655). The mean power of the
included studies to detect this new effect size wd8 with a standard deviation of 0.161
and a minimum of .619 and a maximum of .980. Wheraradom-effects model was
employed the summary effect wag= .599 05% CI= 0.524-0.664). The mean power of
the studies to detect this effect size was .52% \aitstandard deviation of 0.248 and a
minimum of .153 and a maximum of .981. Retrospectpower analysis yielded a
summary effect of,, = .560 5% Cl= 0.344-0.720). The mean power of the included
studies to detect this new effect size was .745h witstandard deviation of 0.191 and a

minimum of .624 and a maximum of .965.

Summary of reanalysis

Results of the reanalysis suggested that the mafgiof sex difference in VO
max was largest when \\Omax was expressed in absolute terms. Taking intoumt
variability in aerobic capacity due to disparities body size and body fatness, the
magnitude of sex difference in ¥Onax was substantially reduced. Fixed-effect and
random-effects analyses both showed very simisulte The magnitude of sex difference
in VO, max differed significantly between trained andraimed groups only, when \\O
max was expressed relative to fat-free weight arftked-effect model was employed.
Analyses concerning publication bias performed dach of the three meta-analyses
separately showed evidence of publication biasnfeta-analyses where ¥Onax was
expressed in absolute terms and relative to fat-fveight; whereas no publication bias
was found for the meta-analysis where M@ax was expressed relative to body weight.
Interestingly, the respective adjusted point esimgfor when V@max was expressed in
absolute terms and relative to fat-free weight)gested a smaller magnitude of sex
difference compared to the unadjusted estimatesieMer, this did not cause a change of
the overall conclusion that taking into account yatze and body fatness substantially

reduced the magnitude of sex difference inVi@ax. Applying retrospective power
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analysis attenuated the originally obtained sumnefigcts (with a minimum reduction of
0.008 and a maximum reduction of 0.039), regardbésgshether fixed-effect or random-
effects analysis was employed and regardless atpeession of V@max; yet the overall
conclusion did not change.

In Appendix C, Table C1, the results of the reasialynd the corresponding original

meta-analysis conducted by Sparling (1980) wer¢rasted.

3.2.3 Reanalysis of Desilva, Hennekens, Lown, anasscells (1981)

Summary of the original meta-analysis:

Desilva et al. (1981) conducted a meta-analysi®xplore whether lignocaine
prevented ventricular fibrillation (VF) during aeutnyocardial infarction. A total of six
randomised clinical trials met the criteria for luion, which were the following. First,
acute myocardial infarction was present, secondpaaling dose of at least 50 mg
lignocaine had to be given intravenously and thicd, at least 24 hours an infusion of
lignocaine of not less than 1 mg/min had to be adstered. Further characteristics of the
included trials can be found in Table B3, Appen8jxwhere the original data set that was
presented in the article of Desilva et al. (198&asweproduced. The summary measure in
this meta-analysis was a risk ratRR). To statistically integrate the results of thals, a
summary relative risk and corresponding 95% conftéelimits were calculated applying
the Mantel-Haenszel method. Pooling the resultalla$ix trials, the summary effect was
RR = 0.53 95% CI = 0.28-0.98). Two trials (Mogensen, 1970; O’Brieraylor, &
Croxson, 1973) treated patients with left ventacufailure (heart failure) and shock,
whereas the other four trials excluded those p&tiaifhen the two mentioned trials were
excluded, the summary effect waR= 0.22 5% CIl= 0.09-0.55). The results indicated a
significant treatment effect of lignocaine in praetiag ventricular fibrillation. This effect
was even greater and again significant when the nvemtioned trials were excluded
(Desilva et al., 1981).

The original data set presented in the article e$iba et al. (1982) is reproduced
in Table B3, which can be found in Appendix B. Ragsis of the original meta-analysis

yielded the following results.

49



Reanalysis
Synthesis of results

When all six trials were pooled using a fixed-effewmdel, the summary effect was
RR=0.780 5% CI= 0.409-1.486p = .449). The closer the result is to zero, thaigeis
the benefit of lignocaine treatment in preventing &mpared to no treatment. Therefore,
the result favoured the treatment group receivigigolcaine, but not significantly. When a
random-effects model was employed, the summarycteR& = 0.704 95% Cl= 0.316-
1.567,p = .390) even more favoured the treatment groupabain was not significant.

Measures of heterogeneity showed a non-signifi@nt 6.608,df = 5, p = .251)
and low (2 = 24.340) effect heterogeneity across studiesidnre D7 and D8 (Appendix
D) the according forest plots of the fixed-effeEigure D7) and random-effects analysis

(Figure D8) can be found.

Additional analysis: Sensitivity analysis

In the following the robustness of the finding wassessed. Thus a sensitivity

analysis was conducted addressing the same isshe agginal meta-analysis.

The exclusion of the two trials which treated patSewith left ventricular failure
(heart failure) and shock yielded a summary eftéd@R= 0.630 95% CIl= 0.280-1.419,
p = .265) when a fixed-effect model was employedaiAghe summary effect was not
significant, but in this case more substantial théren all six trials had been included. It
was even more substantial and therefore even ragmifing the treatment group when a
random-effects model was employ&R= 0.511,95% Cl= 0.154-1.694p = .272), but as
before the result did not reach statistical sigaifice. More substantial in this context
means that the risk ratio was closer to zero. Tosec the result is to zero, the greater is
the benefit of lignocaine treatment in preventirfg &@mpared to no treatment.

Between-study effect heterogeneity was non-sigamficQ = 5.123,df = 3,p =
.163) and moderaté?(= 41.441).

Analyses concerning publication bias

Visual inspection of the funnel plots (Figures BW &8, Appendix E), with the
risk ratio (in log units) plotted on the X axis athet standard error plotted on the Y axis,
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suggested symmetry, as far as only six data paitdsv for a valid statement. They
include observed studies as well as studies imphyethe Duval-Tweedie trim-and-fill
method, which was once based on a fixed-effect in@ilgure E7), and the other time
based on a random-effects model (Figure E8). Begh Mazumdar’'s rank correlation
method p (2-tailed) = .452) and Egger’s regression t@s{2-tailed) = .080) were non-
significant, indicating no publication bias. Thassts have lower power (Borenstein et al.,
2009), and therefore the results must be intergregatiously. It is further important to
keep in mind that the tests were based on onlgtsidies. The Duval-Tweedie trim-and-
fill analysis based on a fixed-effect model indezhtno missing studies. The Duval-
Tweedie trim-and-fill analysis based on a randofeat$ model also indicated no missing
studies. The conclusion drawn from the above was there was no evidence of

publication bias.

Retrospective power analysis

It was intended to calculate a retrospective powmalysis with the following
assumptions: The basis for the calculations in ezde was once the summary effect
resulting from the fixed-effect analysis, and thbeo time the summary effect resulting
from the random-effects analysis. The assumption gower calculations was a
significance level of .05 (two-tailed). Furthermomgiven sample sizes were used. As
Desilva et al. (1981) is a health-related metayammsthe assumed power criterion was .8.

When all six trials were pooled using a fixed-effewdel, the summary effect was
RR= 0.780 5% CIl= 0.409-1.486). The mean power of the studieseted this effect
size was .170 with a standard deviation of 0.07d @minimum of .103 and a maximum
of .264. When a random-effects model was emploffelsummary effect wdBR= 0.704
(95% ClI= 0.316-1.567p = .390). The mean power of the studies to detestetfiect size
was .291 with a standard deviation of 0.139 andiramum of .160 and a maximum of
AT1.

As can be seen from the above results, the maxipawer for the fixed-effect and
random-effects analysis was .264 and .471 resmdgtimeaning that not a single study
met the power criterion of .8. All studies in thetaranalysis were so weak that no further
analysis could be undertaken.
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Summary of reanalysis

Results of the above reanalysis suggested thag thas a benefit of lignocaine
treatment in preventing ventricular fibrillationhi€ effect was even greater when the two
studies that treated patients with left ventriculaiture (heart failure) and shock were
excluded. Generally random-effects analyses yielsi@timary effects more substantial
(closer to zero) than the respective fixed-effe@lgses. It is important to add that none of
the results reached statistical significance. Poaraalysis found that all studies in the
meta-analysis had low statistical power to detdw tespective summary effects.

Furthermore, there was no evidence of publicatias.b

In Appendix C, Table C2, the results of the reasialyand the corresponding

original meta-analysis conducted by Desilva e{1#81) were contrasted.

3.2.4 Reanalysis of Stampfer, Goldhaber, Yusuf, Retand Hennekens (1982)

Summary of the original meta-analysis

The meta-analysis conducted by Stampfer et al. AL198s concerned with the
“effect of intravenous streptokinase on acute mydiedinfarction” (p. 1180). Mortality
results from a total of eight published randomidedls were therefore examined.
Participants were randomised to treatment or cbghaup. The treatment group received
intravenous streptokinase whereas the control groepeived either placebo or
anticoagulation. The end point was mortality withfalow-up period of 40 days.
Moreover, trials had to have a similar treatmerdtgeol. The loading dose had to be
uniform, which had to be followed by a continuon&usion therapy and therapy had to be
initiated within 24 hours of onset of symptoms.tRer characteristics of the included trials
can be found in Table B4, Appendix B, where thgioal data set that was presented in
the article of Stampfer et al. (1982) was reprodudéne summary measure in this meta-
analysis was a risk ratioRR), defined by Stampfer et al. (1982) as follows:h&T
proportion of deaths in streptokinase-treated ptieivided by that among the controls”
(p. 1180). To integrate the results, a weightedaye of the risk ratios of the respective
trials was calculated. The weight assigned to @éaghwas the inverse of the variance of
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the respective risk ratio. Furthermorex@atest of heterogeneity was applied. The result
was not statistically significanp(= .20), therefore a uniform effect was assumecde Th
weighted average of the risk ratios derived fromititluded trials waRR= 0.80 §5% CI

= 0.68-0.95p = .01). When two trials (Amery, Roeber, Vermeul&nyerstraete, 1969;
Heikinheimo et al., 1971) were excluded based atogpls differing from the others, the
weighted average of the risk ratios of the rema@rsix trials wasRR= 0.74 5% Cl=
0.62-0.89p = .001). Participants of four trials were from @oary-care units (CCU; Aber
et al., 1976; Bett et al., 1973; Dioguardi et 4071; European Cooperative Study Group
For Streptokinase Treatment In Acute Myocardiaatafion, 1979). The trials reported not
only risk ratios for the early weeks, but three ¢Abt al., 1976; Bett et al., 1973; European
Cooperative Study Group For Streptokinase Treatnhermicute Myocardial Infarction,
1979) out of the four trials also reported riskasitat six (three in case of Bett et al.,1973)
months. When risk ratios reported for the early kgefom all of the four trials were
pooled, the result waBR= 0.85 5% Cl= 0.66-1.10p = .23). When risk ratios reported
for longer follow-up periods were pooled, the réesusRR= 0.71 05% Cl= 0.56-0.91p

= .008). Generally the results suggested that ritgrtaeas reduced when intravenous
streptokinase therapy was applied after acute nmg@tanfarction (Stampfer et al., 1982).

The original data set presented in the articletafrpfer et al. (1982) is reproduced
in Table B4, which can be found in Appendix B. Ragsis of the original meta-analysis
yielded the following results.

Reanalysis
Synthesis of results

The statistical integration of all eight trials eioyng a fixed-effect model yielded
a summary effect dRR= 0.805 95% CI= 0.684-0.947p = .009), significantly favouring
the treatment group receiving streptokinase. Wheandom-effects model was employed,
the summary effect was attenuated and lost sigméie RR = 0.828,95% CIl = 0.661-
1.037,p = .100). The test of effect heterogeneity acrdsdiss was non-significant)(=
11.775,df = 7,p = .108) and th¢? index (? = 40.55) was moderate. In Figure D9 and D10
(Appendix D) the forest plots for the fixed-effd€igure D9) and random-effects analysis
(Figure D10) can be found.
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Additional analyses: Sensitivity analyses

In the following the robustness of the findings veasessed. Thus three sensitivity
analyses were conducted addressing the same ssties original meta-analysis.

When two trials (Amery, Roeber, Vermeulen, & Veaste, 1969; Heikinheimo et
al., 1971) were excluded because of differing pol® the statistical integration of the
remaining six trials employing a fixed-effect mogetldedRR = 0.743 95% Cl= 0.623-
0.886,p = .001). When a random-effects model was employedsummary effect waBR
= 0.745 05% CI= 0.605-0.916p = .005). Between-study effect heterogeneity was no
significant Q = 6.293,df = 5, p = .279) and lowerl{ = 20.547) than when all eight trials
had been included. The obtained summary effecte wignificant in both analyses and
even more favouring the treatment group than wHeeight trials had been included.
Moreover, exclusion of the two differing trials dimished effect heterogeneity across
studies.

When risk ratios reported for the early weeks fitbun four trials that included only
participants from coronary-care units (CCU) werelpd, employing a fixed-effect model,
the result wasRR = 0.857 95% CI = 0.667-1.100p = .226). When a random-effects
model was employed, the result was identical tordsailt obtained when a fixed-effect
model had been employed. The fixed-effect modehashematically a special case of the
random-effects model and 2, the between-studies variance, is zero, the mogeld
identical estimates (Borenstein et al., 2010). Deéwveen-studies varianc&?(= 0.00)
actually was zero in this case. Also théndex (2 = 0.00) andQ statistic(Q = 2.135,df =
3, p = .545) conformed to the above. The obtained teshlowed that the four trials were
homogenous as indicated by tlkeindex and between-studies variance. The treatment
group was still favoured, but less than when ghetrials had been included; additionally
the obtained result was non-significant.

When risk ratios reported for longer follow-up @eis from three out of the four
CCuU-trials were pooled, employing a fixed-effectdeb the result waRR= 0.722 95%

Cl = 0.571-0.913p = .006). When a random-effects model was emplogezlyesult was
RR=0.714 95% CI= 0.502-1.015p = .061). Measures of heterogeneity showed a non-
significant Q = 4.360,df = 2, p = .113) and moderaté? (= 54.133) effect heterogeneity
across studies. The fixed-effect analysis yieldedimmary effect significantly favouring

the treatment group, which was more substantiad gllassummary effects obtained before.
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The random-effects analysis yielded an even mobstantial summary effect favouring
the treatment group, but this effect was non-sigaift. When compared to the analyses

above, the major distinction to the present anslysis the length of the follow-up period.

Analyses concerning publication bias

Visual inspection of the funnel plots (Figures E®l&10, Appendix E), with the
risk ratio (in log units) plotted on the X axis athet standard error plotted on the Y axis,
suggested asymmetry, as far as eight data poioig &r a valid statement. They include
observed studies as well as studies imputed bythal-Tweedie trim-and-fill method,
which was once based on a fixed-effect model (ledt®), and the other time based on a
random-effects model (Figure E10). Begg and Mazuisdank correlation methog ((2-
tailed) = .386) and Egger’'s regression tgst(Z-tailed) = .423) were non-significant,
indicating no publication bias. These tests haweetopower (Borenstein et al., 2009),
therefore the results must be interpreted cautyo®sirthermore, it is important to keep in
mind that the tests were based on only eight ssudiée Duval-Tweedie trim-and-fill
analysis based on a fixed-effect model indicated tmissing studies. The adjusted point
estimate wasRR = 0.744 95% CI = 0.639-0.866). The Duval-Tweedie trim-and-fill
analysis based on a random-effects model indicated missing studies as well. The
adjusted point estimate wBR = 0.746 95% Cl= 0.591-0.941). In both cases the adjusted
point estimate was reduced (more favouring thetrtreat group) compared to the
unadjusted value. Both analyses indicated two mgssiudies (one fourth of observed
studies), which made the existence of publicati@as ather plausible. The conclusion

drawn from the above was that there was evidengpailaication bias.

Retrospective power analysis

It was intended to calculate a retrospective powmalysis with the following
assumptions: The basis for the calculations in ezmde was once the summary effect
resulting from the fixed-effect analysis, and thbeo time the summary effect resulting
from the random-effects analysis. The assumption gower calculations was a
significance level of .05 (two-tailed). Furthermomiven sample sizes were used. As
Stampfer et al. (1982) is a health-related metdyaisathe assumed power criterion was .8.
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When all eight trials were pooled using a fixedeetfmodel, the summary effect
was RR= 0.805 5% CI= 0.684-0.947). The mean power of the studieseted this
effect size was .279 with a standard deviation 408 and a minimum of .142 and a
maximum of .453. When a random-effects model wapleyed, the summary effect was
RR=0.828 95% Cl= 0.661-1.037). The mean power of the studieseted this effect
size was .233 with a standard deviation of 0.09anunimum of .123 and a maximum of
.376.

As can be seen from the above results, the maxipawer for the fixed-effect and
random-effects analysis was .453 and .376 resmdgtimeaning that not a single study
met the power criterion of .8. All studies in thetaranalysis were so weak that no further

analysis could be undertaken.

Summary of reanalysis

Generally, the results favoured the treatment greapiving streptokinase and thus
suggested benefitting effects of intravenous sbiepase therapy applied after acute
myocardial infarction. Sensitivity analyses showeslt two trials with differing protocols
had a great impact on the overall result. Exclusidrthese two trials yielded a more
substantial summary effedRR closer to zero). Furthermore, statistical intagrabf the
results from the four CCU-trials reported for tteelg weeks yielded a summary effect less
favouring the treatment group than when all eights had been included. However, when
results reported for longer follow-up periods frahmee CCU-trials were integrated, the
treatment group was even more favoured than irgtichy any other result. Overall, fixed-
effect and random-effects analyses vyielded veryilaimsummary effects, with two
exceptions. When all eight trails were pooled, fiked-effects analysis yielded a more
substantial, and significant, summary effd@R(closer to zero). When risk ratios reported
for longer follow-up periods from three out of tfeair CCU-trials were pooled, the fixed-
effect analysis yielded a significant, but slighligs substantial summary effect than the
random-effects analysis, whose summary effect Was tmore substantiaRR closer to
zero), but non-significant. Assessment of publaratiias provided evidence of publication
bias. Interestingly, the adjusted point estimateggested a more substantial summary
effect RR closer to zero). Power analysis found that altigs in the meta-analysis had
low statistical power to detect the respective samyneffects.
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In Appendix C, Table C3, the results of the reasialynd the corresponding original

meta-analysis conducted by Stampfer et al. (19&2§wontrasted.
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4 Discussion

The present work sought to clarify whether it isgible to reanalyze meta-analyses
published between 1977 and 1982 using state-o&theiethods. A literature search for
classic meta-analyses reported in English languag@ published in peer-reviewed
journals between 1977 and 1982 yielded a totalO@f drticles. Requirements needed to be
fulfilled for reanalysis using modern methods weesstablished; four criteria were
determined a priori and an additional fifth criteriwas determined after all articles had
been screened. A total of 99 articles had to béudrd as a result of not meeting all five
criteria. Thus three classic meta-analyses remaaretl were then reanalyzed with the

intention of answering the original research questiusing state-of-the-art methods.

4.1 Comparison of reanalyses and original meta-anges

Reanalysis of the meta-analysis conducted by $a(li980) yielded results only
partially consistent with the original meta-anatydBased on summary effects that were
very similar to the ones obtained in the origin@taanalysis, it was likewise concluded
that sex difference in VOmax could be substantially reduced when taking atcount
variability in aerobic capacity due to disparitiss body size and body fatness. This
conclusion could be drawn regardless of whethekedfeffect or random-effects model
was employed. In contrast to the original metaisiwas the conclusion that was drawn
concerning the comparison of sex differences imé&and untrained groups. The original
meta-analysis concluded that the magnitude of #éxrehces was similar for trained and
untrained groups when VW0Onax was expressed relative to fat-free weight,foubd that
the magnitude of sex differences was smaller fn&d than untrained groups when /O
max was expressed in absolute terms or relativeotly weight. Reanalysis on the other
hand showed that the magnitude of sex differenne¥@, max differed significantly
between trained and untrained groups only when Max was expressed relative to fat-
free weight (but only when employing a fixed-effenbdel). No significant differences
between trained and untrained groups were foundnw¥®, max was expressed in
absolute terms or relative to body weight. Methtmsissess differences between trained

and untrained groups were not the same in the naligneta-analysis and reanalysis.
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Additional findings concern publication bias, whigkas not examined by the original
meta-analysis. Evidence of publication bias wasébtor the meta-analyses where YO
max was expressed in absolute terms and relatit&t-foee weight, whereas no evidence
of publication bias was found for the meta-analygiere VQ max was expressed relative
to body weight. Even when considering the adjugtetht estimates, which were all
slightly smaller than the unadjusted values, theralV conclusion did not change. In
addition, applying retrospective power analysis dat change the overall conclusion.
Therefore the results of the reanalysis suggestedsame conclusion as drawn from the
original meta-analysis concerning the reductiosex difference in V@max when taking
into account body weight and body fatness. A caiolu contrary to the original meta-
analysis was suggested by the present reanalyss wltomes to the comparison of sex
differences in V@ max between trained and untrained groups.

The meta-analysis conducted by Desilva et al. (128 its reanalysis yielded
consistent conclusions with important constricticdBammary effects of both the original
meta-analysis and the reanalysis suggested that Wees a benefit of lignocaine treatment
in preventing ventricular fibrillation. Both anabs agreed that this effect was even greater
when the two studies that treated patients with uehtricular failure (heart failure) and
shock were excluded. Still, there were two impdrtdifferences between the original
meta-analysis and its reanalysis. The summary tefiggculated by Desilva et al. (1981)
were favouring the treatment group to a greategrégxhan the summary effects calculated
in the present reanalysis, regardless of whetliieed-effect or random-effects model was
employed. Furthermore, Desilva et al. (1981) fouhese summary effects to be
significant, whereas in the present reanalysis nmnsary effect was found to be
significant. Therefore, the results of the preseanalysis suggest treatment effects that are
smaller and moreover non-significant compared ¢orésults of the original meta-analysis.
Power analysis in the course of reanalysis revealadall studies in the meta-analysis had
low statistical power to detect the respective samyneffects. Moreover, the present
reanalysis found no evidence of publication bias.

Reanalysis of the meta-analysis conducted by Semgpfal. (1982) yielded results
largely consistent with the original meta-analysi®eanalysis supported the overall
conclusion of the original meta-analysis that mdgtavas reduced when intravenous
streptokinase therapy was applied after acute nmgi@danfarction. Between-study effect
heterogeneity of the eight trials was non-signiiica both, the original meta-analysis and

reanalysis. Statistical integration of these etglals yielded a significant summary effect
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(nearly) identical to the original meta-analysisemha fixed-effect analysis was employed.
This effect was attenuated and lost significanceerwla random-effects model was
employed. The three sensitivity analyses yieldatmary effects that were very similar
comparing the respective fixed-effect and randofeetd analyses. Moreover, these
summary effects were very similar to the respectimamary effects of the original meta-
analysis. Furthermore, if summary effects of thesgevity analyses were significant in the
original meta-analysis, the corresponding summalfeces of the reanalysis were
significant as well. The same applied to non-sigaiit summary effects respectively. The
only exception to that concerned the statisticegration of the three CCU-trials reporting
results for longer follow-up periods. Here the suamyneffects were still very similar
altogether, but significant in the original andefiikeffect analysis and non-significant in
the random-effects analysis. Additional analysesceming publication found evidence of
publication bias. Nevertheless the adjusted pdtitnates, being even closer to zero than
the unadjusted values, as well supported the csinriuof benefitting effects of
intravenous streptokinase therapy applied afteteayocardial infarction. Power analysis
in the course of reanalysis revealed that all s&th the meta-analysis had low statistical

power to detect the respective summary effects.

4.2 Feasibility and results of reanalysing classimeta-analyses

The intention of the present work was to find outether reanalysis of classic
meta-analyses using state-of-the-art methods wall possible, and further whether new
or different conclusions could be drawn from theioal data using modern methods.
With the obtained results at hand, answering th&e@aesearch questions can now be

approached.

Reanalysis of classic meta-analyses using statiees&t methods was possible if
certain prerequisites were met. These concernall@ning criteria. First and foremost the
study to be reanalyzed needed to be a (classi@-aratlysis and in the case of the present
work, it needed to be a meta-analysis of effea@ssiFurthermore, an effect size needed to
be reported, or had to be computable from presemtfimation, for each included
original study. Those reported effect sizes neaddze common today or at least possible

to enter into spreadsheets of the software interiddegkecute calculations. In addition,
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variance (or standard error) for each includedystmdinformation to calculate variance,
had to be reported. Beyond that, the quality obriepg had a great impact on the decision
whether reanalysis was possible or not.

Reanalysis of classic meta-analyses using statieesft methods could yield
results that were different and results that were,rbut also results that were consistent
with the results of the original meta-analysis. rBfiere conclusions drawn from the
original data using modern methods could extendiradict or confirm conclusions drawn
by the original meta-analysis. If a more generawaer in terms of rates indicating if the
majority of conclusions drawn by the original metalyses were confirmed or rather
contradicted was intended, an amount of reanalpsetar larger than three would be

required.

4.3 Relation of results to previous research

Only three classic meta-analyses could be reamilyzeing state-of-the-art
methods. If only meta-analyses of effect sizes weresidered, only three out of 78 classic
meta-analyses were eligible for reanalysis, whglequivalent to about 4%. This small
amount of meta-analyses appropriate for reanalysiisg state-of-the-art methods was to
be expected and is consistent with other rese@chmidt et al. (2009) reanalyzed five
meta-analytic studies that had been publishdélsychological Bulletirbetween 1988 and
2006 using state-of-the-art methods. One of thkusnan criteria was that meta-analyses
presented data tables containing data on includgthal studies (effect sizes, sample size
and other information necessary for coding of @sidi Schmidt et al. (2009) were
surprised to find only few meta-analyses meeting ¢hiterion. Only around 3% (5 out of
169) of the meta-analyses screened for inclusiore Viieally identified as appropriate.
Therefore, Schmidt et al. (2009) encountered the wame problem when trying to
reanalyze meta-analyses as was encountered imgkernp work. It is remarkable that after
the period of classic meta-analyses and apparaptlyntil the year 2006 data on studies
included for meta-analysis was still not entirefported. There is evidence that the same
problem occurred in another field other than psiming as the study conducted by
Jennions and Moller (2002) demonstrated. JenniodsMller (2002) examined 44 meta-
analyses of the field of biology to assess thetiogiahip of magnitude of effect size and

year of publication. Initially 81 meta-analyses eed to be eligible for inclusion. Not
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providing effect sizes for original studies was aifdhe exclusion criteria. A total of 37
meta-analyses was excluded, thus nearly every deoata-analysis (46%, 37 out of 81)
had to be excluded.

Results obtained in the present work concerningqtinedity of reporting data for
primary research studies included in a meta-arglgsid related to that the exclusion of a
large amount of meta-analyses, seem to be alignthdother research. The development
of reporting guidelines for reporting meta-analysesecent years, such as the PRISMA
Standards (Liberati et al., 2009) and MARS (APA lralbions and Communications
Board Working Group on Journal Article Reportingu&tards, 2008), represents a crucial
step to enhance reporting quality and thus to enaalnalysis. The present work as well as
other research such as Schmidt et al. (2009) shoatdreporting guidelines specifying
the items of a meta-analysis that ought to be tedare of great importance.

Results obtained through reanalysis of each oftkinee classic meta-analyses
showed, as already described above, that conckisicawn from the original data using
modern methods could extend, contradict or conftonclusions drawn by the original
meta-analysis. Other reanalyses or replicationissudf classic meta-analyses as well
showed results confirming, contradicting or extegdihe conclusions of the original meta-
analysis. Landman and Dawes (1982) as well as &hapd Shapiro (1982) replicated the
meta-analysis conducted by Smith and Glass (19ther than in the present work, meta-
analytic calculations were in each case basedsamgle of studies different to that of the
original meta-analysis and moreover statisticatpdures applied were similar to those of
the original meta-analysis. Nevertheless both stidssessed the same research question
as in the original meta-analysis besides additianastions. Both replication studies
supported Smith and Glass’s (1977) conclusion dng tconfirmed it. Furthermore,
Shapiro and Shapiro (1982) found that behaviordl ewgnitive methods were superior,
whereas dynamic and humanistic methods were foanketinferior. Smith and Glass
(1977) however did not find a difference in effgehess between behavioral and
nonbehavioral therapies. Hence, the result obtalmedhapiro and Shapiro (1982) is
contrary to that of Smith and Glass (1977) andefoee contradicting it. Rosenthal and
Rubin (1982) in turn reanalyzed the original data &f the meta-analysis conducted by
Hyde (1982) applying advanced statistical techrsquesults extended the conclusions
drawn by the original meta-analysis.
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4.4 Limitations and future directions

Limitations of the present work were already intkchfurther up. Only three
classic meta-analyses could be reanalyzed usinge-atdhe-art methods. This
circumstance raises two questions and one prolférst, it is to be asked whether the
applied search strategy was apt to discover alararalyses published in peer-reviewed
journals between 1977 and 1982. The reason foewaclassic meta-analyses meeting the
criteria required for reanalysis could be seennnngomplete list of all meta-analyses that
could potentially have been taken into account.oBécquestion concerns the criteria
established to decide whether a study was eligitslereanalysis or not. Were criteria
appropriate to filter out all classic meta-analyiest could have been reanalyzed using
state-of-the-art methods? Attention was paid thiérea were just as strict as to exclude
classic meta-analyses not meeting the basic regamts necessary for reanalysis. The
problem mentioned above addresses the possibilityeaeralisation of findings. Since
only three classic meta-analyses could be reandlyze generalisation could be made
concerning the question whether conclusions orilyirdrawn by classic meta-analyses
had been predominantly confirmed or rather conttadithrough reanalysis using state-of-
the-art methods. To generalise results, a larget faore representative) amount of classic
meta-analyses ought to be reanalyzed.

Extending the sample of meta-analyses eligibleréanalysis within the present
circumstances is difficult because many classi@raetlyses did not report enough data to
be reanalyzed. One possibility is to detect a aetuamount of published classic meta-
analyses fulfilling requirements for reanalysistthas not yet discovered. Other than that,
it might be suggested having a closer look at ##ndion of the period of classic meta-
analyses. The end of the period of classic meth/semwas in the present work set at the
year 1982. One reason for that was the presentafian random-effects model for the
analysis of effect sizes by Hedges in the year 1988reover, it was stated that a
characteristic of classic meta-analyses was theralesof forest and funnel plot, which
have not been employed until later. The funnel plas introduced in 1984 by Light and
Pillemer and a precursor of today’s forest plotesgypd in 1989 in a book of Hedges and
Olkin. A suggestion for future research is to egtehe period of classic meta-analyses
until random-effects models were actually employ@hd not only theoretically
introduced) and forest and funnel plots were abtyainted in published meta-analyses.
Hence one can assume that more meta-analyses lmou&hnalyzed and more conclusive

statements could be made about the obtained results
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Notwithstanding these additional considerations,fghesent work represents a first
step that was taken to reanalyze early meta-armlys the intention of finding out
whether the application of today’s statistical noeth on reported data yielded new and
different insights. Further research could contirthe present work by extending the
period of classic meta-analyses as suggested abl/examine whether and, if so, when
the quality of reporting meta-analyses changed ifsigntly. Meta-analyses published
during the extended period that meet requiremeetessary for reanalysis could be
reanalyzed using state-of-the-art methods. In texfrisne the present work could also be
continued in the opposed direction. Studies emplpyprecursors of meta-analytical
techniques published before 1977 could as well X&méed concerning quality of
reporting. If possible these studies could alsodamalyzed using state-of-the-art methods.
Therefore the present work could be seen as a lasisstarting point for a series of

investigations along the lines of thought indicatede.
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Appendices

Appendix A: List of articles screened for inclusion

A list of all articles and the corresponding reasdior exclusion or inclusion in

alphabetical order for every year of publicatidayigng chronologically backwards

11%

Nr. | Study Reasons for exclusiantlusion

1 Chalmers, T. C., Matta, R. J., Smith, H., & Meta-analysis using a different
Kunzler, A.-M. (1977). Evidence favoring | approach than that of effect size
the use of anticoagulants in the hospital
phase of acute myocardial infarctidhew
England Journal of Medicine, 297091-

1096.

2 Smith, M. L., & Glass, G. V. (1977). Meta: Effect sizes were not reported o
analysis of psychotherapy outcome studigsnot computable from presented
American Psychologist, 3252-760. information for each included

original study.

3 Hall, J. A. (1978). Gender effects in Missing information concerning
decoding nonverbal cueBsychological variance.

Bulletin, 85,845-857.

4 Kennedy, M. M. (1978). Findings from the No meta-analysis was conducte(
follow through planned variation study.
Educational Researcher, 3;11.

5 Rosenthal. R., & Rubin, D. B. (1978). Effect sizes were not reported or
Interpersonal expectancy effects: The first not computable from presented
345 studiesBehavioral and Brain Sciences,information for each included
3, 377-415. original study.

6 Tittle, C. R., Villemez, W. J., & Smith, D. | Effect sizes were not reported or
A. (1978). The myth of social class and | not computable from presented
criminality: An empirical assessment of theinformation for each included
empirical evidenceAmerican Sociological | original study.

Review, 43643-656.

7 Cooper, H. M. (1979). Statistically Meta-analysis using a different
combining independent studies: A meta- | approach than that of effect size
analysis of sex differences in conformity
researchJournal of Personality and Social
Psychology, 37131-146.

8 Glass, G. V., & Smith, M. L. (1979). Metat Specific problems obstructing
analysis of research on class size and reanalysis (illegible version of th
achievementEducational Evaluation and | related report containing the
Policy Analysis, 12-16. required data).

9 Hereford, S. M. (1979). The Keller Plan | No meta-analysis was conducte

within a conventional academic
environment: An empirical "meta-analytic'

study.Engineering Education, 7@50-260.
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10 | Hunter, J. E., Schmidt, F. L., & Hunter, R] Meta-analysis using a different
(1979). Differential validity of employment| approach than that of effect sizes.
tests by race: A comprehensive review and
analysisPsychological Bulletin, 86721-

735.

11 Kazrin, A., Durac, J., & Agteros, T. (1979).No meta-analysis was conducted.
Meta-meta analysis: A new method for
evaluating therapy outcom&ehaviour
Research and Therapy, 1397-399.

12 Kulik, J. A., Kulik, C.-L. C., & Cohen, P. A. Effect sizes were not reported of
(1979). A meta-analysis of outcome studiesiot computable from presented
of Keller's personalized system of information for each included
instruction.American Psychologist, 3307- | original study.

318.

13 Kulik, J. A., Kulik, C.-L. C., & Cohen, P. A. Effect sizes were not reported of
(1979). Research on audio-tutorial not computable from presented
instruction: A meta-analysis of comparativeinformation for each included
studiesResearch in Higher Education, 11, original study.

321-341.

14 Schmidt, F. L., Hunter, J. E., Pearlman, K|. Meta-analysis using a different
& Shane, G. S. (1979). Further tests of the approach than that of effect sizeg.
Schmidt-Hunter bayesian validity
generalization procedurBersonnel
Psychology, 32257-281.

15 Schwab, D. P., Olian-Gottlieb, J. D., & Effect sizes were not reported or
Heneman, H. G. (1979). Between-subjectsnot computable from presented
expectancy theory research: A statistical | information for each included
review of studies predicting effort and original study.
performancePsychological Bulletin, 86,

139-147.

16 Uguroglu, M. E., & Walberg, H. J. (1979).| Effect sizes were not reported of
Motivation and achievement: A quantitativenot computable from presented
synthesisAmerican Educational Research| information for each included
Journal, 16,375-389. original study.

17 | Andrews, G., Guitar, B., & Howie, P. Effect sizes were not reported or
(1980). Meta-analysis of the effects of not computable from presented
stuttering treatmendournal of Speech & | information for each included
Hearing Disorders, 45287-307. original study.

18 | Anonymous (1980). Aspirin after Meta-analysis using a different
myocardial infarctionLancet, 1,1172-1173.| approach than that of effect size

19 | Arkin, R. M., Cooper, H. M., & Kolditz, T. | Missing information concerning
A. (1980). A statistical review of the variance.
literature concerning the self-serving
attribution bias in interpersonal influence
situations.Journal of Personality, 48135—

448.
20 Blanchard, E. B., Andrasik, F., Ahles, T. A.Meta-analysis using a different

Teders, S. J., & O’Keefe, D. (1980).

approach than that of effect size
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Appendix B: Datasets of the original meta-analyses

Reproduced datasets that had been presentedarntities of the classic meta-analyses

Table B1
Dataset 1 presented in Sparling (1980)

Study Sex n Activity Status Age years Heigluim  Weight kg Fat %
Von Dobeln (1956) M 35 Physical education, students and teachersdiStiv. = 26.1+4.7 177.9+6.9 69.4+8.2 10.6
F 34 Physical education, students and teachergjiSwe 22.6+3.3 169.6+3.8 62.8+6.5 20.3

Hermansen and Andersen

(1965f M 14 National-level cross-country skiers, Norwegia 27.7+3.1 1748%+6.3 66.7+5.0 10
F 5 National-level cross-country skiers, Norwegian 25.1+59 169.0+5.7 61.6+6.2 20.9
Cotes, Davies, Edholm, Healy,
and Tanner (1969) M 23 Factory workers, fairly heavy work, British 52 176 71.4 13.9
F 20 Factory workers, fairly light work, British 23 162 55 27.2
MacNab, Conger, and Taylor
(1969f M 24 Physical education/recreation students, Canad 20.0+1.2 179.3+6.1 76.1+8.8 12.7
F 24 Physical education/recreation students, Canadi 18.7+0.6 165.8+5.3 59.2+5.9 23.4
Dill, Myhre, Greer, Richardson,
and Singleton (1972) M 11 High school students, American 179415 376 73.1x164 145
F 10 High school students, American 16.7+1.1 3666.3 53.8+8.2 21.7
Davies, Mbelwa, Crockford,
and Weiner (1978) M 62 Activity level not stated, African 22.7+2.71659+6.7 58.0x5.7 11.6
F 32 Activity level not stated, African 27.0+95 535+57 50.1+7.3 26.1

*Von Dobeln, W. (1956). Human standard and maximetiabolic rate in relation to fatfree body massta Physiologica Scandinavica Supplementum]37A.

2 Hermansen, L., & Andersen, K. L. (1965). Aerobiorkvcapacity in young Norwegian men and womkrurnal of Applied Physiology, 2825-431.

% Cotes, J. E., Davies, C. T. M., Edholm, O. G.,Iigd. J. R., & Tanner, J. M. (1969). Factors riglgtto the aerobic capacity of 46 healthy Britishles and females, ages 18 to 28 yersceedings of the Royal
Society of London Britain, 1781-114.

4MacNab, R. B. J., Conger, P. R., & Taylor, P.1960). Differences in maximal and submaximal waakacity in men and womedournal of Applied Physiology, 2844-648.

°Dill, D. B., Myhre, L. G., Greer, S. M., Richardsal. C., & Singleton, K. J. (1972). Body compasitand aerobic capacity of youth of both seMedicine and Science in Sports198-204.

% Davies, C. T. M., Mbelwa, D., Crockford, G., & Wiet, J. S. (1973). Exercise tolerance and body ositipn of male and female Africans aged 18 to 8@rg.Human Biology, 4531-40.
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Mayhew (1976) M 24 High school track athletes, American 16.79¢0 176.0£49 61.2+7.6 8.2
F 21 High school track athletes, American 16.58:0.168.9+59 56.4+5.7 17.2

Dill, Soholt, McLean, Drost,

and Loughran (197%) M 14 High school athletes, American - 178.0+5.87.3+9.4 11.8
F 12 High school athletes, American - 166.0+7.87.7% 6.7 27.4

Kitagawa, Miyashita, and

Yamamoto (1977) M 39 University students, Japanese 19.3+0.8 1U¥B0 62.0+£6.7 13.1
F 33 University students, Japanese 18.7+0.3 146 53.2+51 21.6

Diaz, Hagan, Wright, and

Horvath (1978Y M 7 Activity level not stated, American 28.6 177 4.7 12
F 5 Activity level not stated, American 29 163 59.2 22.6

Daniels, Vogel, and Kowal

(1978)* M 30 First-year West Point cadets, American - - 677.6 13.1
F 30 First-year West Point cadets, American - - 75%76.0 23.8

Vogel and Patton (1978) M 92 Untrained Army recruits, American 21.0+£4.0- 720+11.0 158
F 92 Untrained Army recruits, American 200+20 - 59.0+7.0 27.9

Sparling (1979} M 34 Trained runners, American 266 +£4.0 18068 70.3+6.8 10.8
F 34 Trained runners, American 25.0+46 162.5%+6 52.9+6.8 19.8

Note.Adapted from “A meta-analysis of studies comparimaximal oxygen uptake in men and women,” by P. farlhg, 1980Research Quarterly for Exercise and Sport,

51, p. 545.

" Mayhew, J. L. (1976)Relative contributions of body composition, sektttematological parameters and aerobic capacitgridurance running performance of male and fematgemdent track athletg®octoral

dissertation, University of lllinois).

8 Dill, D. B., Soholt, L. F., McLean, D. C., Drodt, F., & Loughran, M. T. (1977). Capacity of youmgles and females for running in desert hidadicine and Science in Sports137-142.
® Kitagawa, K., Miyashita, M., & Yamamoto, K. (197 ®aximal oxygen uptake, body composition, and mgmerformance in young Japanese adults of botsséapanese Journal of Physical Education, 235-

340.

° Diaz, F. J., Hagan, R. D., Wright, J. E., & Holhya®. M. (1978). Maximal and submaximal exercisdifferent positionsMedicine and Science in Sports, 204-217.
" Daniels, W. L., Vogel, J. A., & Kowal, D. M. (19).Fitness levels and response to training of women.f ArmyToronto, Canada: Defence and Civil Institute ofiEsnmental Medicine.

2vogel, J. A., & Patton, J. F. (1978). Evaluatidriimess in U.S. Army. Toronto, Canada: Defencd @ivil Institute of Environmental Medicine.

13 Sparling, P. B. (1979Biological determinants of the sex difference statice run performance among trained runn@sctoral dissertation, University of Georgia).
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Table B2
Dataset 2 presented in Sparling (1980)

% Difference

Study Test Units Male Female (M-F)/F x 100 t p r r2
Von Dobeln (1956} Bicycle I/min 390+0.56 3.04+0.54 28 6.5 0.001 0.62 0.39
Ergometer ml/min-kg BW  56.5 6.9 48.7 + 8.8 16 4.1 0.001 0.45 0.2
ml/min-kg FFW 63.3 £ 6.6 60.6 +£ 10.2 4 1.3 ns - -
Hermansen and Andersen
(1965)° Bicycle I/min 4.8 £0.53 3.3+0.43 45 5.2 0.001 0.78 0.61
Ergometer mi/min-kg BW 71.0+6.8 55.0+3.1 29 4.8 0.001 0.76 0.58
ml/min-kg FFW 80.7 £ 7.5 67.8+3.4 18 3.3 0.01 0.63 0.39
Cotes, Davies, Edholm, Healy,
and Tanner (196%) Bycicle I/min 3.43+053 2.14+0.38 60 8.9 0.001 0.81 0.66
Ergometer ml/min-kg BW 485+7.9 39.2+6.5 24 4.1 0.001 0.54 0.29
ml/min-kg FFW 55.8 £ 8.7 53.5+7.4 4 <1.0 ns - -
MacNab, Conger, and Taylor
(1969}’ Treadmill [/min 3.92+058 2321041 69 11 0.001 0.85 0.73
ml/min-kg BW 51.7+5.1 39.1+5.1 32 .68 0.001 0.78 0.62
ml/min-kg FFW 59.4 +5.9 50.4+6.0 18 7.1 0.001 0.72 0.52
Bicycle I/min 352+061 212+041 66 9.3 0.001 0.81 0.66
Ergometer ml/min-kg BW  46.5+6.3 35.7+5.6 30 6.3 0.001 0.68 0.46
ml/min-kg FFW 53.3 £ 6.6 46.9+7.2 14 5.1 0.001 0.6 0.36

4 \von Dobeln, W. (1956). Human standard and maximetiabolic rate in relation to fatfree body massta Physiologica Scandinavica Supplementum137A.

® Hermansen, L., & Andersen, K. L. (1965). Aerobiarkvcapacity in young Norwegian men and womiurnal of Applied Physiology, 2825-431.
16 Cotes, J. E., Davies, C. T. M., Edholm, O. G., liei. J. R., & Tanner, J. M. (1969). Factors rigigtto the aerobic capacity of 46 healthy Britishles and females, ages 18 to 28 yensceedings of the Royal

Society of London Britain, 17@1-114.

" MacNab, R. B. J., Conger, P. R., & Taylor, P.1960). Differences in maximal and submaximal waRarity in men and womedournal of Applied Physiology, 2844-648.
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Dill, Myhre, Greer, Richardson,

and Singleton (1979 Bicycle [/min 3.21+£0.49 1.92+0.27 67 7.4 0.001 0.86 0.74
Ergometer mil/min-kg BW 45.2+6.4 35.9+3.3 26 4.1 0.001 0.81 0.65
ml/min-kg FFW 52.9 +5.0 46.0 £ 4.7 15 3.3 0.01 0.6 0.36
Davies, Mbelwa, Crockford,
and Weiner (1973 Bicycle I/min 276+0.39 2.00+2.4 83 10 0.001 0.72 052
Ergometer ml/min-kg BW  47.0+£5.2 40.2+4.8 17 6.1 0.001 0.54 0.29
ml/min-kg FFW 53.4 5.6 52.8+6.0 1 <1.0 ns - -
Mayhew (1976} Treadmill I/min 3.89+045 2.70+0.34 44 9.9 0.001 0.83 0.69
ml/min-kg BW  63.8 +5.7 475141 34 0.8 0.001 0.85 0.73
ml/min-kg FFW 69.8 £6.1 50.1+7.4 18 45 0.001 0.63 0.4
Dill, Soholt, McLean, Drost,
and Loughran (1977 Treadmill I/min 3.63+£0.60 2.13+0.50 70 6.6 0.001 0.8 0.64
ml/min-kg BW  54.0 £ 8.7 36.9+4.1 46 6 0.001 0.77 0.6
ml/min-kg FFW 61.0 + 8.3 51.1+6.9 91 3.1 0.001 0.53 0.29
Kitagawa, Miyashita, and
Yamamoto (1977 Treadmill l/min 3.22+0.56 2.08+0.21 55 10.9 0.001 0.79 0.63
ml/min-kg BW 51.8 + 6.6 39.2+3.0 32 10 0.001 0.77 0.59
ml/min-kg FFW 59.7 + 6.9 50.0 £ 3.9 91 7.1 0.001 0.65 0.42

8 Dill, D. B., Myhre, L. G., Greer, S. M., Richardsal. C., & Singleton, K. J. (1972). Body compasitand aerobic capacity of youth of both sekéedicine and Science in Sports188-204.

¥ Davies, C. T. M., Mbelwa, D., Crockford, G., & Wer, J. S. (1973). Exercise tolerance and body ositipn of male and female Africans aged 18 to &8rg.Human Biology, 4531-40.

2 Mayhew, J. L. (1976)Relative contributions of body composition, seléttematological parameters and aerobic capacitgridurance running performance of male and fematdesgent track athletg®octoral
dissertation, University of lllinois).

2 pill, D. B., Soholt, L. F., McLean, D. C., Drogk, F., & Loughran, M. T. (1977). Capacity of youmgles and females for running in desert haticine and Science in Sports187-142.

% Kitagawa, K., Miyashita, M., & Yamamoto, K. (197 Rjaximal oxygen uptake, body composition, and mgmerformance in young Japanese adults of boisséapanese Journal of Physical Education, 21,
335-340.
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Diaz, Hagan, Wright, and

Horvath (1978F Treadmill [/min 3.78+0.37 24147 57 5.2 0.001 0.85 0.73
ml/min-kg BW  50.7 £4.2 40.5+8.7 25 2.5 0.05 0.62 0.38
ml/min-kg FFW 57.5+4.2 52.3+10.8 10 1.1 ns - -

Bicycle [/min 3.68+042 221+0.38 67 5.7 0.001 0.87 0.76
Ergometer ml/min-kg BW 49.8 £+4.8 377738 32 3 0.05 0.69 0.47
ml/min-kg FFW 56.4 +4.8 48.6 £ 9.2 61 1.7 ns - -

Daniels, Vogel, and Kowal

(1978f* Treadmill [/min 419+054 264+0.31 58 134 0.001 0.87 0.75
ml/min-kg BW 59.4 +5.9 46.0+5.1 29 9.2 0.001 0.77 0.59
ml/min-kg FFW 68.3 +5.7 60.0 +5.2 41 5.7 0.001 0.6 0.36

Vogel and Patton (1978) Treadmill I/min 3.36+£048 2.25+0.32 63 20.1 0.001 0.83 0.69
ml/min-kg BW  50.8 + 3.5 38.1+3.5 33 20.1 0.001 0.83 0.69
ml/min-kg FFW 60.4 + 3.7 52.9+3.5 41 115 0.001 0.65 0.42

Sparling (1979% Treadmill [/min 429+047 2.75+0.40 56 14.6 0.001 0.87 0.76
ml/min-kg BW  61.0 £4.9 519+5.1 18 7.5 0.001 0.68 0.46
ml/min-kg FFW 68.6 +5.5 65.1+5.6 5 2.6 0.05 0.31 0.09

Note.Adapted from “A meta-analysis of studies comparimaximal oxygen uptake in men and women,” by P.arlihg, 1980Research Quarterly for Exercise and Sport,

51, p. 546.

% Diaz, F. J., Hagan, R. D., Wright, J. E., & Hotvya®. M. (1978). Maximal and submaximal exercisdifferent positionsMedicine and Science in Sports, 204-217.
% Daniels, W. L., Vogel, J. A., & Kowal, D. M. (19¥&itness levels and response to training of wome.§ Army Toronto, Canada: Defence and Civil Institute ofiEznmental Medicine.

%Vogel, J. A, & Patton, J. F. (1978). Evaluatidriimess in U.S. Army. Toronto, Canada: Defencd &ivil Institute of Environmental Medicine.
% Sparling, P. B. (1979pBiological determinants of the sex difference tafice run performance among trained runr@sctoral dissertation, University of Georgia).

83



Table B3

Dataset presented in Desilva et al. (1981)

Study Exclusions % older Mean age Blinded Onset- Bolus Infusion Duration Cross- Toxic Lignocaine  VF VF Statistical
than 70 (untreated, admission overs effects level (mg/ml) incidence incidence significan
years lignocaine) interval in in ce
(untreated, untreated lignocaine
lignocaine) group group

Bleifeld, AV block  Not stated 60.1(61.0; Not < 5h -34%; 100 14- 120h No 7% slight Not 2/48 (4.2%) 0/41 (0%) NS

Merx, Shock 59.0) stated <24h-63%; mgi.v. 42mg/kg/ CNS; determined

Heinrich, VT,VF <48h - 82%j; min more 2nd

and Effert Severe LV (unknown - degree

(1973f"  failure 18%) AVB on

days 2
and 3in
lignocaine
group

Bennett, AV block 8.2 (8.0; 57.0 (56.8; No <3h-36%; 60 mg 1lmg/min 48h Yes- None Not 71125 5/131 NS

Wilner, VT,VF 8.4) 57.2) <12h - 72%; i.v. 31% determined  (5.6%) (3.8%)

and Shock <24h -

Pentecost HR<50 100%

(19707%  Severe LV

failure
Mogensen Shock 27 (24; 29) 63.7 (63; Not <6h -58%; 75mg 2mg/min 24h Yes- 39% 1,0-5,6 at 1h  1/37 (2.7%) 0/42 (0%) NS
(1970¥° AV block 64.3) stated  <12h - 72%; i.v. 65% slight
>12h - 28% CNS

" Bleifeld, W., Merx, W., Heinrich, K. W., & EffertS. (1973). Controlled trial of prophylactic treamt with lidocaine in myocardial infarctioBuropean Journal of Clinical Pharmacology,#,9-126.

% Bennett, M. A., Wilner, J. M., & Pentecost, B.(1.970). Controlled trial of lignocaine in prophyisxof ventricular arrhythmias complicating myocaidnfarction.Lancet, 2909-911.

2 Mogensen, L. (1970). Ventricular tachyarrhytmias fignocaine prophylaxis in acute myocardial iofam. Acta Medica Scandinavica Supplementum, 3i80.
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O'Brien, VT,VF Not stated Not stated75 mg 2.5mg/min 48h No CNS: 4.0 at 24h;  5/146 71154 Not stated
Taylor, and Other Y 36% 5.5 at 48h (3.4%) (4.5%)
Croxson  cardiac asystole
(1973§°  arrest (duration

unstated)

in7

lignocaine

patients

and 2

untreated
Lie, AV block 0 <2h-47%; 100 3mg/min  48h No 15% 1.5-6.4 11/105 0/107 (0%) p< .03
Wellens,  Shock <6h - 100% mgi.v. slight (10.5%)
Van VT,VF CNS Transient
Capelle, HR<50 VF-2
and Durrer Age>70 patients
(1974¥* LV failure
Church and LV failure  Not stated <4h 50,75 2mg/min 48h Yes- 21% Not stated 3/44 (6.8%) 4/42 (9.5%) Not stated
Biern Arrhythmia mg i.v. 23%  brady-
(1972f* s AV block 64% cardia or

Shock lignocaine hypo-
68% tension
untreated

Note. Adapted from “Lignocaine prophylaxis in acute mgdtial infarction: An evaluation of randomised fsia by R. A. Desilva,C. H.
Casscells, 1981,ancet, 2p. 857.

%0 OrBrien, K. P., Taylor, P. M., Croxson, R. S. (B97Prophylactic lignocaine in hospitalized patsewith acute myocardial infarctiohedical Journal of Australia Supplementum38;37.

Hennekens, B. Lown, and

*lie, K. I, Wellens, H. J., Van Capelle, F. J.D&rrer, D. (1974). Lidocaine in the prevention dhpary ventricular fibrillationNew England Journal of Medicine, 291324-1326.

32 Church, G., & Biern, R. (1972). Prophylactic lidowain acute myocardial infarctio@irculation, 45-46,11-139.
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Table B4
Dataset presented in Stampfer et al. (1982)

Trial Duration of Loading dose Infusion dose Period Placebo Follow-up  Mortality - Mortality - Risk Ratio Two-tailed p
symptoms (thousands of (thousands of (hours)  controls? period drug group controls (no. (95% value
(hours) V) V) (days) (no. dead/total) Confidence

dead/total) Limits)

1st 72 1250 104 72 No HS 20/83 (24.1%)  15/84 (17.9%) 1.35(0.74-2.45) .32

European

trial, (Hospital

1969° stay)

2nd 24 250 100 24 No HS 69/373 (18.5%) 94/357 (26.3%) 0.70 (0.53-0.92) .01

European

trial,

1971

Finnish 72 600 Varied Varied No 42 22/219 (10.0%) 17/207 (8.2%) 1.22 (0.67-2.24) .51

study,

1971°

Italian 12 250 150 12 No 40 19/164 (11.6%) 18/157 (11.5%) 1.01 (0.55-1.85) .97

study

(ccu),

1971°

2nd 12 250 200 25 Yes HS 13/102 (12.7%) 29/104 (27.9%) 0.46 (0.26-0.81) .007

Frankfurt

study,

19727

3 Amery, A., Roeber, G.,Vermeulen, H. J., & Versteadl. (1969). Single-blind randomised multiceritél comparing heparin and streptokinase treatrirerecent myocardial infarctiodcta Medica Scandinavica
Supplementum, 505;35.

% European working party. (1971). Streptokinasesizent myocardial infarction: A controlled multicentrial. British Medical Journal, 3325-331.

* Heikinheimo, R., Ahrenberg, P., Honkapohja, Hsalb, E., Kallio, V., Konttinen, Y., ... Siitonen, (1971). Fibrinolytic treatment in acute myocardidhrction.Acta Medica Scandinavica, 188;13.

% Dioguardi, N., Lotto, A., Levi, G. F., Rota, M.td®o, C., Mannucci, P. M., ... Agostoni, A. (1971)r@rolled trial of streptokinase and heparin intaanyocardial infarctiorLancet, 2891-895.

7 Breddin, K., Ehrly, A. M. Fechler, L., Frick, DK@nig, H., Kraft, H., ... Wylicil, P. (1973). Die Kaeeitfibrinolyse beim akuten Myokardinfarieutsche Medizinische Wochenschrift, 8&1-873.
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Australian 24 250 100 17 No 40 21/264 (8.0%) 23/253 (9.1%) 0.88 (0.50-1.54) .64
trial

(Ccuy),

1973%

Australian 24 250 100 17 No 90 26/264 (9.8%) 32/253 (12.6%) 0.78 (0.48-1.27) .31
trial

(ccu),

1973

British 24 250 100 24 Yes 42 43/302 (14.2%) 44/293 (15.0%) 0.95 (0.64-1.40) .79
study
(CCL),
1976°

British 24 250 100 24 Yes 6mo 48/302 (15.9%) 52/293 (17.7%) 0.90 (0.63-1.28) .55
study

(Ccu),

1976

European 12 250 100 24 Yes 21 18/156 (11.5%) 30/159 (18.9%) 0.61 (0.36-1.04) .07
Study
Group
(ccu),
1979°

European 12 250 100 24 Yes 6mo 25/156 (16.0%) 50/159 (31.4%) 0.51 (0.34-0.77) .001
Study
Group
(ccu),
1979

Note. Adapted from “Effect of intravenous streptokinase acute myocardial infarction: Pooled results frlandomized trials,” by M. J. Stampfer, S. Z. Goloéia S.
Yusuf, R. Peto, and C. H. Hennekens, 1982w England Journal of Medicine, 3(¥.,1181.

% Bett, J. H. N., Castaldi, P. A., Hale, G. S., $bi, J. P., Mclean, K. H., O'Sullivan, E. F., ...«abaum, M. (1973). Australian multicenter triabteptokinase in acute myocardial infarctibancet, 157-60.

% Aber, C. P., Bass, N. M., Berry, C. L., CarsonHPM., Dobbs, R. J., Fox, K. M., ... Stock, J. P(FR76). Streptokinase in acute myocardial infarctiA controlled multicenter study in the Unitechigdom.
British Medical Journal, 21100-1104.

40 European cooperative study group for streptokim@sgment in acute myocardial infarction. (19 yeptokinase in acute myocardial infarctibiew England Journal of Medicine, 30797-802.
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Appendix C: Reanalyses contrasted to original metanalyses

Table C1
Results of Sparling (1980) contrasted to resulteeahalysis
Sparling (1980) Reanalysis
Synthesis of results summary rep=.81 FEM
Sex differences in VO max| effect rob=.809 95% CI= 0.784-0.832p < .00])
expressed in  absolute terms REM
(liters/minute) rpp=.810 @5% Cl=0.771-0.843p < .00)
heterogeneity - Q=22,773,
df=12,p=.03
12 =47.305
Synthesis of results summary effect rop=.70 FEM
Sex differences in VO max rob=.729 95% CI= 0.695-0.761p < .00])
expressed relative to body weight REM
(ml/minute*kg BW) rp=.720 5% Cl= 0.641-0.784p < .00)
heterogeneity - Q=46.541,
df=12,p<.001
[2=74.216
Synthesis of results summary effect pp= .59 FEM

Sex differences in VO max
expressed relative to fat-free weig
(ml/minute*kg FFW)

ht

rop=.607 ©5% Cl= 0.552-0.657p < .007)

REM
rop= .599 ©5% Cl= 0.524-0.664p < .00)

heterogeneity - Q=12.053,
df=8,p=.149
[2=33.624
Additional analysis Trained men vs. Percentage difference: 46% FEM:

Subgroup analysis

trained women

rop=.810 05% Cl= 0.762-0.849p < .00
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(liters/minute) MEM:
rop=.811 ©5% CI= 0.701-0.883p < .00])
Untrained men vs. Percentage difference: 60% FEM:
untrained women rop=.809 ©5% CI= 0.777-0.836p < .00])
MEM:
rop=.809 ©5% CI= 0.777-0.836p < .00])
Comparison/ 46% versus 60% FEM:
heterogeneity (Q (total between) = 0.00df = 1,p = .975)
MEM:
(Q (total between) = 0.008f=1,p =.974)
Additional analysis Trained men vs. Percentage difference: 25% FEM:
Subgroup analysis trained women rob=.699 5% CI= 0.629-0.757p < .00])
(ml/minute*kg BW) MEM:
rob=.718 ©5% Cl= 0.559-0.826p < .00])
Untrained men vs. untrained women  Percentage diftar. 30% FEM:
roo=.743 ©5% Cl=0.702-0.778p < .00])
MEM:
b= .722 95% CI= 0.621-0.799p < .00])
Comparison/ 25% versus 30% FEM:
heterogeneity (Q (total between) = 1.408f = 1,p = .235)
MEM:
(Q (total between) = 0.0028f = 1,p = .964)
Additional analysis Trained men vs. Percentage difference: 12% FEM:
Subgroup analysis trained women ron=.518 5% Cl= 0.404-0.617p < .00)
(ml/minute*kg FFW) MEM:
rob=.536 95% CIl= 0.356-0.678p < .00])
Untrained men vs. untrained women  Percentage diftar: 13% FEM:
rop=.645 95% Cl= 0.582-0.700p < .00))
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MEM:
o= .645 05% Cl= 0.582-0.700p < .00)

Comparison/
heterogeneity

12% versus 13%

FEM:
(Q (total between) = 4.50df = 1,p = .034)

MEM:
(Q (total between) = 1.758f = 1,p = .186)

Analyses concerning publication
bias
(liters/minute)

Visual inspection of the funnel plo
suggested asymmetry.

Is

Begg and Mazumdar's rank correlati
method p (2-tailed) = 1.000)

Egger’s regression tegi (2-tailed) = .827)

Duval-Tweedie trim-and-fill method (bas
on FEM):

Three missing studies, adjusted point estin
roo= .791 5% CI= 0.765-0.814)

(1)
o

nate

Duval-Tweedie trim-and-fill method (bas
on REM:

Three missing studies, adjusted point estir
oo = .788 P5% Cl= 0.742-0.826)

(1)
o

nate

Analyses concerning publication
bias
(ml/minute*kg BW)

Visual inspection of the funnel plo
suggested no asymmetry.

Is

Begg and Mazumdar's rank correlati
method p (2-tailed) = .903)

Egger’s regression tegi (2-tailed) = .598)

Duval-Tweedie trim-and-fill method (base
onFEM):

2d

No missing studies
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Duval-Tweedie trim-and-fill method (based

onREM):
No missing studies

Analyses concerning publication
bias
(ml/minute*kg FFW)

Visual inspection of the funnel plots

suggested asymmetry.

Begg and Mazumdar's rank correlation

method p (2-tailed) = .175)

Egger’s regression tegi (2-tailed) = .509)

Duval-Tweedie trim-and-fill method (based

onFEM):
Three missing studies, adjusted pq@
estimatery, = .520 5% Cl= 0.471-0.566)

Duval-Tweedie trim-and-fill method (based

onREM):
Three missing studies, adjusted pg
estimater,, = .534 05% Cl= 0.441-0.615)

Retrospective power analysis
(liters/minute)

FEM:

rop=.801 ©5% CI= 0.768-0.829)
The mean power of the included studieg
detect this new effect size was .923 wit
standard deviation of 0.047 and a minimun
.862 and a maximum of .999.

REM

roo=.798 @5% Cl= 0.722-0.854)
The mean power of the included studies
detect this new effect size was .922 wit
standard deviation of 0.048 and a minimun
.859 and a maximum of .999.

int

int

to
h a
n of

to
h a
n of

Retrospective power analysis
(ml/minute*kg BW)

FEM:

rop=.718 5% Cl= 0.671-0.759)
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The mean power of the included studiej‘ to
detect this new effect size was .884 with a

standard deviation of 0.070 and a minim
of .831 and a maximum of .998.

LM

REM
rop= .681 ©5% Cl= 0.502-0.804)

The mean power of the included studies to
detect this new effect size was .893 with a

standard deviation of 0.094 and a minim
of .810 and a maximum of .996.

LM

Retrospective power analysis -
(ml/minute*kg FFW)

FEM:
rop=.594 @5% Cl= 0.524-0.655)
The mean power of the included studies

to

detect this new effect size was .743 with a

standard deviation of 0.161 and a minim
of .619 and a maximum of .980.

LM

REM
roo=.560 ©5% Cl= 0.344-0.720)
The mean power of the included studies

to

detect this new effect size was .745 with a

standard deviation of 0.191 and a minim
of .624 and a maximum of .965.

LM

Note FEM = fixed-effect analysis; REM = random-effeatsalysis; MEM = mixed-effects analysis.
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Table C2

Results of Desilva et al. (1981) contrasted to tesaf reanalysis

Desilva et al. (1981) Reanalysis

Synthesis of results summary RR = 0.53 95% CI = 0.28-| FEM
All six trials included effect 0.98) RR=0.780 95% Cl= 0.409-1.486p = .449)
for meta-analysis REM

RR=0.704 95% Cl=0.316-1.567p = .390)

heterogeneity - Q = 6.608,

df =5,p=.251

12 =24.340
Additional analysis summary RR = 0.22 95% CI = 0.09-| FEM
Sensitivity analysis effect 0.55) RR=0.630 5% CI=0.280-1.419p = .265)
Four trials included for meta- REM
analysis RR=0.511 95% CI=0.154-1.694p = .272)
(excluded: Mogensen, 197Dheterogeneity - Q=5.123,
O’Brien, Taylor, & Croxson df=3,p=.163
1973) 12=41.441

Analyses concerning
publication bias

Visual inspection of the funnel plots suggestethsetry

Begg and Mazumdar’s rank correlation metho@@-tailed) = .452)

Egger’s regression tegt (2-tailed) = .080)

Duval-Tweedie trim-and-fill method (based BEM):
No missing studies

Duval-Tweedie trim-and-fill method (based BEM):
No missing studies
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Retrospective power analysis - All studies in the meta-analysis were so weak (maxn power for,
the fixed-effect and random-effects analysis w&64.and 0.471
respectively) that no further analysis could beartaken.

Note FEM = fixed-effect analysis; REM = random-effeatsalysis; RR = risk ratio.
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Table C3

Results of Stampfer et al. (1982) contrasted talte®f reanalysis

Stampfer et al. (1982) Reanalysis
Synthesis of results summary RR=0.80 95% Cl= FEM
All eight trials included effect 0.68-0.95p=.01) RR=0.805 95% Cl= 0.684-0.947p = .009)
for meta-analysis REM
RR=0.828 95% Cl=0.661-1.037p = .100)
heterogeneity Chi-square test afQ =11.775,
heterogeneity df=7,p=.108
p=.20 12 =40.55
Additional analysis summary RR = 0.74 95% CI = 0.62-| FEM
Sensitivity analysis effect 0.89,p=.001) RR=0.743 95% Cl= 0.623-0.886p = .001)
Six trials included for meta- REM
analysis RR=0.745 95% Cl= 0.605-0.916p = .005)
(excluded: Amery, Roebefheterogeneity - Q=16.293,
Vermeulen, & Verstraete, df=5,p=.279
1969; Heikinheimo et all, 2= 20547
1971) '
Additional analysis summary RR=0.85 95% Cl= FEM
Sensitivity analysis effect 0.66-1.10p=.23) RR=0.857 §5% CIl=0.667-1.100p = .226)
Four CCU-trials included for REM
meta-analysis (only  risk- RR=0.857 5% Cl=0.667-1.100p = .226)
ratios reported for earlyheterogeneity - Q=2.135,
weeks were pooled) df = 3,p=.545
[2=0.00
(T2 =0.00)
Additional analysis summary RR=0.71 95% ClI= FEM
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Sensitivity analysis
Three of the four CCU-trial
included for meta-analysis

effect

[72)

0.56-0.91p = .008)

RR=0.722 5% Cl= 0.571-0.913p = .006)

REM
RR= 0.714 §5% Cl= 0.502-1.015p = .061)

(only risk ratios reported fq
longer
were pooled)

follow-up  periods

rheterogeneity

D

Q =4.360,
df=2,p=.113

[2=54.133

Analyses concerning
publication bias

Visual inspection of the funnel plots suggestedranetry.

Begg and Mazumdar’s rank correlation metho@(tailed) = .386)

Egger’s regression tegt (2-tailed) = .423)

Duval-Tweedie trim-and-fill method (based BEM):
Two missing studies, adjusted point estinfRie= 0.744 95% Cl=
0.639-0.866)

Duval-Tweedie trim-and-fill method (based BEM):
Two missing studies, adjusted point estinfRie= 0.746 95% Cl=
0.591-0.941)

Retrospective power analysis

All studies in the meta-analysis were so weak (maxn power for,
the fixed-effect and random-effects analysis was3.4nd .376
respectively) that no further analysis could beartaken.

Note FEM = fixed-effect model; REM = random-effectsaeti RR = risk ratio.
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Appendix D: Forest plots

Forest plots for the fixed-effect and random-efeatalyses of the respective reanalyses

Figure D1

Sparling (1980) Fixed-effect analysis (absolute terms)

Study name Subgroup within study Statistics for each study Correlation and 95% CI
Lower Upper
Correlation limit limit Z-Value p-Value

von Dobeln (1956) Bicycle 0,620 0,449 0,747 5,890 0,000 -—a—
Hermansen (1965) Bicycle 0,780 0,505 0,911 4181 0,000 ——
Cotes (1969) Bicycle 0,810 0,674 0,893 7128 0,000 —
MacNab (1969) Combined 0,831 0,755 0,885 11,304 0,000 -+
Dill (1972) Bicycle 0,860 0,681 0,942 5,487 0,000 —_—
Davies (1973) Bicycle 0,720 0,606 0,805 8,658 0,000 -
Mayhew (1976) Treadmil 0,830 0,709 0,903 7,700 0,000 —s
Dill (1977) Treadmil 0,800 0,508 0,906 5,269 0,000 —_—
Kitagawa (1977) Treadmil 0,790 0,683 0,864 8,900 0,000 —
Diaz (1978) Combined 0,860 0,682 0,942 5493 0,000 —_—
Daniels (1978) Treadmil 0,870 0,791 0,921 10,065 0,000 -
Vogel (1978) Treadmil 0,830 0,779 0,870 15,985 0,000 a
Sparling (1979) Treadmill 0,870 0,797 0,918 10,748 0,000 -

0,809 0,784 0,832 31,334 0,000 ¢

-1,00 -0,50 0,00 0,50 1,00
Figure D2
Sparling (1980) Random-effects analysis (absolute terms)
Study name Subgroup within study Statistics for each study Correlation and 95% Cl
Lower Upper
Correlation limit limit Z-Value p-Value

von Dobeln (1956) Bicycle 0,620 0,449 0,747 5,890 0,000 T
Hermansen (1965) Bicycle 0,780 0,505 0,911 4181 0,000 ———
Cotes (1969) Bicycle 0,810 0,674 0,893 7,128 0,000 —
MacNab (1969) Combined 0,831 0,755 0,885 11,304 0,000 L 3
Dill (1972) Bicycle 0,860 0,681 0,942 5,487 0,000 —
Davies (1973) Bicycle 0,720 0,606 0,805 8,658 0,000 —
Mayhew (1976) Treadmill 0,830 0,709 0,903 7,700 0,000 —
Dill (1977) Treadmill 0,800 0,598 0,906 5,269 0,000 —a
Kitagawa (1977) Treadmill 0,790 0,683 0,864 8,900 0,000 —
Diaz (1978) Combined 0,860 0,682 0,942 5,493 0,000 —
Daniels (1978) Treadmill 0,870 0,791 0,921 10,065 0,000 =
Vogel (1978) Treadmil 0,830 0,779 0,870 15,985 0,000 |
Sparling (1979) Treadmill 0,870 0,797 0,918 10,748 0,000 e

0,810 0,77 0,843 21,281 0,000 ¢

-1,00 -0,50 0,00 0,50 1,00
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Figure D3

Sparling (1980) Fixed-effect analysis (relative to body weight)

Study name Subgroup within study Statistics for each study Correlation and 95% CI
Lower Upper
Correlation limit limit Z-Value p-Value

von Dobeln (1956) Ergometer 0,450 0,239 0,621 3938 0,000 ——
Hermansen (1965) Ergometer 0,760 0,467 0,903 3,985 0,000 +—
Cotes (1969) Ergometer 0,540 0,286 0,723 3,821 0,000 —_—
MacNab (1969) Cormbined 0734 0,623 0,816 8,891 0,000 -
Dill (1972) Ergometer 0,810 0,582 0,920 4,782 0,000 —_—
Davies (1973) Ergometer 0,540 0,379 0,669 5763 0,000 ——
Mayhew (1976) Treadmil 0,850 0,741 0,915 8,141 0,000 —
Dill (1977) Treadmil 0,770 0,545 0,891 4,893 0,000 —_—
Kitagawa (1977) Treadmill 0,770 0,655 0,850 8,475 0,000 —
Diaz (1978) Combined 0,656 0,314 0,848 3337 0,001 _—
Daniels (1978) Treadmill 0,770 0,642 0,856 7,703 0,000 —a
Vogel (1978) Treadmil 0,830 0,779 0,870 15,985 0,000 a1
Sparling (1979) Treadmil 0,680 0,527 0,790 6,685 0,000 ——

0,729 0,69 0,761 25,832 0,000 ¢

-1,00 0,50 0,00 0,50 1,00
Figure D4
Sparling (1980) Random-effects analysis (relative to body weight)
Study name Subgroup within study Statistics for each study Correlation and 95% Cl
Lower Upper
Correlation fimit [imit Z-Value p-Value

von Dobeln (1956) Ergometer 0,450 0,239 0,621 3938 0,000 —Il—
Hermansen (1965) Ergometer 0,760 0,467 0,903 3,985 0,000 ——
Cotes (1969) Ergometer 0,540 0,286 0,723 3,821 0,000 ——
MacNab (1969) Combined 0,734 0,623 0,816 8,891 0,000 i
Dill (1972) Ergometer 0,810 0,582 0,920 4782 0,000 —
Davies (1973) Ergometer 0,540 0379 0,669 5,763 0,000 ——
Mayhew (1976) Treadmil 0,850 0,741 0915 8,141 0,000 &+
Dill (1977) Treadmil 0,770 0,545 0,891 4,893 0,000 —i
Kitagawa (1977) Treadmil 0,770 0,655 0,850 84715 0,000 —&
Diaz (1978) Combined 0,656 0314 0,848 3,337 0,001 ——
Daniels (1978) Treadmil 0,770 0,642 0,856 7,703 0,000 —
Vogel (1978) Treadmil 0,830 0,779 0,870 15,985 0,000 1
Sparling (1979) Treadmil 0,680 0,527 0,790 6,685 0,000 —-

0,720 0,641 0,784 12,036 0,000 &

-1,00 0,50 0,00 0,50 1,00
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Figure D5

Sparling (1980) Fixed-effect analysis (relative to fat-free weight)

Study name Subgroup within study Statistics for each study Correlation and 95% CI
Lower Upper
Correlation fimit fimit 1-Value p-Value

Hermansen (1965) Ergometer 0,630 0246 0,843 2,966 0,003 —_—
MacNab (1969) Combined 0,664 0,533 0,765 7593 0,000 —
Dill (1972) Ergometer 0,600 0,221 0,819 2,941 0,003 —_—
Mayhew (1976) Treadmil 0630 0413 0,779 4805 0,000 e
Dil (1977) Treadmill 0,530 0,179 0,761 2,830 0,005 e
Kitagawa (1977) Treadmill 0,650 0,492 0,766 6,440 0,000 ——
Daniels (1978) Treadmil 0,600 0,408 0,741 5233 0,000 14—
Vogel (1978) Treadmil 0,650 0,558 0,726 10,431 0,000 e 3
Sparling (1979) Treadmill 0,310 0,017 0,511 2,584 0,010 ——

0,607 0,552 0,657 16,688 0,000 [

-1,00 -0,50 0,00 0,50 1,00
Figure D6
Sparling (1980) Random-effects analysis (relative to fat-free weight)
Study neme Subgroup within study Statistics for each study Correlation and 95% Cl
Lower Upper
Correlation fimit [imit 1-Value p-Value

Hermansen (1965) Ergometer 0,630 0,246 0,843 2,966 0,003 —_—
MacNab (1969) Combined 0,664 0,533 0,765 7593 0,000 —
Dill (1972) Ergometer 0,600 0221 0,819 2,941 0,003 S
Mayhew (1976) Treadmil 0,630 0413 0,779 4,805 0,000 -+
Dill (1977) Treadmil 0,530 0,179 0,761 2,830 0,005 —_—
Kitagawa (1977) Treadmil 0,650 0,492 0,766 6,440 0,000 —i—
Daniels (1978) Treadmil 0,600 0,408 0,741 5233 0,000 -
Vogel (1978) Treadmill 0,650 0,558 0,726 10,431 0,000 e 3
Sparling (1979) Treadmil 0,310 0077 0,511 2,584 0,010 —i—

0,599 0,524 0,664 12,403 0,000 @

-1,00 050 0,00 0,50 1,00
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Figure D7

Desilva et al. (1981) Fixed-effect analysis

Study name Statistics for each study Risk ratio and 95% Cl

Risk Lower Upper

ratio limit limit Z-Value p-Value
Bennett (1970) 0,682 0,222 2,091 -0,670 0,503 ——
Mogensen (1970) 0,295 0,012 7,018 0,756 0,450
Church (1972) 1,397 0,332 5,872 0,456 0,648 I
O'Brien (1973) 1,327 0,431 4,089 0,493 0,622
Bleifeld (1973) 0,233 0,012 4,726 0,948 0,343 *
Lie (1974) 0,043 0,003 0,715 2,193 0,028 *

0,780 0,409 1,486 -0,756 0,449 q

0,01 0,1 1 10 100
favours treatment group favours control group
Figure D8

Desilva et al. (1981) Random-effects analysis
Study name Statistics for each study Risk ratio and 95% Cl

Risk Lower Upper

ratio [imit limit Z-Value p-Value
Bennett (1970) 0,682 0,222 2,091 -0,670 0,503 ——
Mogensen (1970) 0,295 0,012 7,018 -0,756 0,450 &
Church (1972) 1,397 0,332 5,872 0,456 0,648 —ii—
O'Brien (1973) 1,327 0,431 4,089 0,493 0,622 ——
Bleifeld (1973) 0,233 0,012 4,726 -0,948 0,343 s
Lie (1974) 0,043 0,003 0,715 2,193 0,028 l

0,704 0,316 1,567 -0,859 0,390 q

0,01 0,1 1 10 100

favours treatment group favours control group
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Figure D9

Stampfer et al. (1982) Fixed-effect analysis

S_ludynﬂ Follow-up period Statistics for each study Risk ratio and 95% CI

Risk Lower Upper

ratio [imit fimit Z-Value p-Value
Amery (1969) HS 1,350 0,742 2,45 0,983 0,326 ——
European working party (1971) HS 0,700 0,531 0,922 2,535 0,011 B
Heikinheimo (1971) 42,000 1,220 0,667 2231 0,646 0,518 ——
Dioguardi (CCU) (1971) 40,000 1,010 0,551 1,852 0,032 0974 ——
Breddin (1973) HS 0,460 0,261 0812 -2,679 0,007 ——
Bett (CCU) (1973) 40,000 0880 0501 1544 0,445 0,656
Aber (CCU) (1976) 42,000 0,950 0,642 1,405 0,257 0,797 _-I
European Study Group (CCU) (1979) 21,000 0,610 0,359 1,037 -1,826 0,068 —

0,805 0,684 0947 -2,610 0,009 ¢

0,01 0,1 1 10 100
favours treatment group favours control group
Figure D10

Stampfer et al. (1982) Random-effects analysis
Study name Follow-up period Statistics for each study Risk ratio and 95% CI

Risk Lower Upper

ratio [imit fimit Z-Value p-Value

Amery (1969) HS 1,350 0,742 2,456 0,983 0,326 -
European working party (1971) HS 0,700 0,531 0,922 2,535 0,011 B
Heikinheimo (1971) 42,000 1,220 0,667 2,231 0,646 0518
Dioguardi (CCU) (1971) 40,000 1,010 0,551 1,852 0,032 0,974 I
Breddin (1973) HS 0,460 0,261 0,812 -2,679 0,007 —
Bett (CCU) (1973) 40,000 0,880 0,501 1,544 -0,445 0,656
Aber (CCU) (1976) 42,000 0,950 0,642 1,405 -0,257 0,797 T
European Study Group (CCU) (1979) 21,000 0,610 0,359 1,037 -1,826 0,068 —H

0,828 0,661 1,037 -1.647 0,100 q

0,01 0,1 1 10 100

favours treatment group favours control group
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Appendix E: Funnel plots

Funnel plots for all reanalyses including obsersadlies as well as studies imputed by the
Duval-Tweedie trim-and-fill method, which was ornza&sed on a fixed-effect model and the

other time based on a random-effects model

Funnel Plot of Standard Error by Fisher's Z
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Figure E1 Sparling (1980); absolute terms; fixed-effect mlod

Funnel Plot of Standard Error by Fisher's Z
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Figure E2 Sparling (1980); absolute terms; random-effeaisieh
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Funnel Plot of Standard Error by Fisher's Z
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Figure E3 Sparling (1980); relative to body weight; fixefleet analysis.
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Figure E4 Sparling (1980); relative to body weight; randeffects analysis.
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Funnel Plot of Standard Error by Fisher's Z

0,0
[ ] @)
0,1 4
O
O
O
g 021 »)
5 o
5 o
2]
0,3 1
04 =
-
-2,0 -1,5 -1,0 -0,5 0,0 0,5 1,0 15 2,0
Fisher's Z
Figure E5 Sparling (1980); relative to fat-free weight;dokeffect analysis.
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Figure E6 Sparling (1980); relative to fat-free weight; dam-effects analysis.
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Funnel Plot of Standard Error by Log risk ratio
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Figure E7 Desilva et al. (1981); fixed-effect analysis.

Funnel Plot of Standard Error by Log risk ratio
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Figure E8 Desilva et al. (1981); random-effects analysis.
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Funnel Plot of Standard Error by Log risk ratio
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Figure EQ Stampfer et al. (1982); fixed-effect analysis.

Funnel Plot of Standard Error by Log risk ratio
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Figure E10 Stampfer et al. (1982); random-effects analysis.
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Zusammenfassung

Ziel der vorliegenden Arbeit war einerseits die tppéfung der Moglichkeit
klassische Meta-Analysen (1977-1982) mittels Stdttine-Art Methoden zu reanalysieren.

Es wurden dafur a priori vier Kriterien aufgestelitelche eine klassische Meta-
Analyse erfullen musste, um mittels modernen Megnogkanalysiert werden zu kdnnen. Die
Studie musste Effektstarken metaanalytisch integmie Effektstarken mussten fur jede
inkludierte Primarstudie berichtet werden (oderebbBenbar sein), berichtete Effektstarken
mussten heute gebrauchlichen entsprechen (oderMain-Analyse Software verwertbar
sein) und zuletzt musste die Varianz (oder Staridaker) fur jede inkludierte Primarstudie
berichtet werden (oder berechenbar sein). Zusktmligrde nach Durchsicht aller in Frage
kommenden Studien ein flnftes Kriterium aufgestellelches spezifische, Uber die vier
genannten hinausgehende Voraussetzungen beinhaltete

Andererseits sollten jene klassischen Meta-Analyseriche alle notwendigen
Voraussetzungen erflllten, reanalysiert werden.wlasden zu diesem Zweck die in der
Originalstudie berichteten Daten herangezogen undemme Methoden zur Beantwortung
der urspringlichen Forschungsfragen darauf angestedtel war, Schlussfolgerungen der
Reanalyse mit jenen der Originalstudie zu verglemclum zu tberprifen, ob die Anwendung
von State-of-the-Art Methoden neue oder andereuSsfblgerungen zuliel3.

Lediglich drei von 78 Kklassischen Meta-Analysen ikdn alle notwendigen
Voraussetzungen, um mittels State-of-the-Art Me#htodeanalysiert werden zu kdnnen. Die
Reanalysen erbrachten teils Ergebnisse, die mit daspringlich gezogenen
Schlussfolgerungen tbereinstimmten, teils diesen aitersprachen oder sie erweiterten.

Die vorliegende Arbeit stellt einen ersten Schutr, herauszufinden, ob die
Anwendung moderner Methoden auf Originaldaten frilMeta-analysen neue oder andere
Einsichten erbringt. Darauf aufbauend konnten emies vor 1977 publizierte Studien,
welche Vorlaufer meta-analytischer Methoden anwesrdeund andererseits nach 1982
publizierte Meta-analysen bezlglich Reanalysiemraarkberprift und bei Vorliegen der

notwendigen Voraussetzungen reanalysiert werden.
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