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1 Introduction

e twenty-irst century has brought a rapid change in technologies. Whether it is the advent of

high-speed Internet connections, the penetration of smart phones and tablet devices, or the now

almost completed switch from analog to digital television broadcast: technology is evolving faster

every year, and this evolution also changes the way we perceive our environment. e entertain-

ment industry bases its income on products that try to please the human mind—oen enough by

providing a pleasing visual experience that sets off the current generation of products from the

previous. Some examples of this include:

— e switch from SDTV to HDTV: Standard-deinition television was something most peo-

ple felt accustomed to. Terrestrial television standards such as PAL and NTSC had been

introduced in the 1960s, popularized in the decades thereaer [37] and are still in use. Yet,

with high deinition TV, the market demanded more: soon, broadcasters would acquire and

deliver content in HDTV, and people would buy HDTV equipment for their home.

e primary goal of HDTV is to provide better visual idelity by increasing the spatial (and

temporal) resolution of the signal.

— Digital Cinema: Filming for cinema on analog equipment is still common today, but has

oen been superseded by digital acquisition, production and playback [52]. In cinemas that

support digital playback, even analog movies are shown digitally. One of the reasons for this

change is found in logistics, but the digital medium provides visual beneits: higher temporal

and spatial resolution as well as no lickering or dust.

— 3D Vision: Providing viewers with a third dimension is not new—in fact, 3D cinema tech-

nologywas already established in the irst half of the 20th century [29]. However, with today’s

digital technology, 3D vision promises to add value to existing services such as TV or cin-
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Introduction

ema. By adding the depth dimension, the visual experience is enhanced by a new feeling of

immersion.

A great challenge with all such technologies is to quantify how users experience them. Whilst qual-

itative descriptions may provide sufficient answers to higher level questions about the service qual-

ity, these measurements can only be taken from a small number of users, or—with a larger number

of users—are hard to evaluate. For example, a television provider could conduct a trial of a TV ser-

vice with a predetermined number of users, collecting their opinion through diaries [17] or other

repeated questionnaires. Without speciic quantitative measurements of experienced quality, it is

virtually impossible to answer the questions of howmuch a service can be improved, whether its im-

provement paid off (even in a literally inancial sense), or in which conditions the service becomes

unacceptable. e quality, as rated by the users, can become a direct Key Performance Indicator

(KPI) for businesses.

Methods for measuring the service quality as well as the experienced quality from a user’s perspec-

tive have existed even before the digital age. Documents released by the International Telecommu-

nication Union (ITU) describe procedures to assess the subjective quality of television pictures [6]

or multimedia applications in general [5]. ey describe technical considerations (partly still based

on analog viewing equipment) as well as rating methodologies and procedures for data analysis.

When reporting results from subjective quality tests, scores given to one stimulus are typically aver-

aged across all observers. is is called the Mean Opinion Score (MOS). Observers may be rejected

from further data analysis when their scores differ from the sample mean by a certain amount, i.e.,

when they are statistical outliers. eMOS then gives a simple estimate of the perceived quality of a

stimulus. Averaging the results from multiple viewers ensures that there is one single value that can

be reported and interpreted, which allows for easier understanding or processing in mathematical

models, but also for human beings.
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e meaning of the MOS value can be explained according to the scale it was measured with.1 e

score’s variability, commonly expressed through the statistical conidence interval (CI), is reported

along with it. e CI gives researchers an estimate of how close the measured MOS may be to

the “true population MOS, and it can be used to facilitate comparisons between different stimuli

in order to decide whether they show signiicant statistical differences. Naturally, the CI becomes

lower as we increase the number of participants in a subjective experiment, but in practice, there

are oen (inancial or logistic) limitations as to how many observers can be recruited and tested.

In this thesis, I will focus on a speciic aspect of subjective experiments: the conidence of the

human observers themselves. In previous experiments I had carried out at the University of Vienna

(described in [11, 14, 13, 30, 36, 41, 42, 44]), I noticed that some observers struggled to decide for

a rating when forced to give one. In contrast to the conidence interval—a measure of “reliability

across all observers—the conidence of the subjects can however not be directly deduced from the

acquired data. Whether users feel conident or not while they are taking a test may have an impact

on their opinion scores. In fact, averaging across all observers hides their individuality and masks

any personal factors that might inluence their votes.

is work is based on the preliminary research done by Ulrich Engelke et al., who measured ob-

server conidence in image quality experiments [16]. We follow the principal ideas and extend them

to the domain of video quality, enriching the existing data by adding several thousand quality and

conidence scores, comparing existing indings with ours.

e primary research questions treated in this work include the following:

— How can and should the conidence of human observers in subjective tests be measured?

— Which factors have an impact on the conidence?

— How can conidence ratings be used for data evaluation?

1 For example, the scores might be collected on a numeric interval scale from 0 to 10, or an ordinal scale from “Bad to
“Excellent.
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Introduction

In Chapter 2, we will describe what the term “quality means, look at the history and current de-

velopments in multimedia quality evaluation and describe the most important procedures for con-

ducting subjective tests. Based on these methodologies, Chapter 3 will explain more about the

motivation behind assessing observer conidence. What is conidence and how does it inluence

the behavior of users in tests? Why is measuring the conidence necessary? In this chapter we will

also deine speciic hypotheses.

To answer the research questions stated above, seven experiment sessions were carried out at the

University of Vienna and the Institut de Recherche en Communications et Cybernétique de Nantes

in France (IRCCyN). ese experiments, including the video material and test conditions, are de-

scribed in detail in Chapter 4. e results of these experiments will be analyzed in Chapter 5 in-

cluding recommendations on how to perform subjective experiments, considering the evaluated

data. e thesis will be concluded in Chapter 6.
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2 Multimedia Quality Evaluation

In this chapter, we will address the two main dimensions according to which one can quantify the

quality of amultimedial presentation or service, Quality of Service (QoS) andQuality of Experience

(QoE).e link between these concepts is oen evaluated throughmeans of subjective experiments,

which are oen carried out according to standardized procedures. We describe the meaning of

QoS and QoE, list the most common evaluation methods and give an outlook on mixed method

approaches that have recently been proposed as an alternative to many standardized procedures.

2.1 What is “Quality”?

e deinition and understanding of the term “quality is essential to the topics discussed within

this thesis. On amore general level, an agreed-upon deinition of quality is necessary in the domain

of multimedia evaluation.

In the beginnings of analog broadcasting, it had already become clear that merely delivering the

service was not enough to satisfy the audience. Due to technical constraints, perfect idelity could

never be guaranteed in the signal chain that went from the broadcaster to the consumer’s living

room. Factors such as the terrestrial transmission or the quality of the TV set itself would inluence

the way humans perceived the services. Even with the change from analog to digital, these issues

ensue, albeit in different characteristics. With consumers oen paying for today’s entertainment

services, they expect a certain minimum level of positive experience, of which quality is one of the

contributing factors. is raises the question of how “quality can be deined.
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Figure 1: End-to-end Quality of Service as deined in [3].

2.1.1 Quality of Service

In the Recommendation E.800 [3], the ITU deines “quality as follows:

“ e totality of characteristics of an entity that bear on its ability to satisfy stated

and implied needs. 
To generalize this, in [3], the “Quality of Service is deined as:

“ Totality of characteristics of a telecommunications service that bear on its ability

to satisfy stated and implied needs of the user of the service. 
eneeds of the user may be of any kind, however it is the responsibility of the telecommunications

provider to map these descriptions to actual preference values. In other words: e characteristics

mentioned here have to be measurable, which means that there must be a kind of objective met-

ric behind them. “Objective in this case refers to data that is not based on human interpretation

(although the term “quality itself is still not formally deined without taking into account the sub-

jective nature of the human being).

To efficiently measure the quality of a service, one could use metrics deduced from network param-

eters, such as a signal to noise ratio (expressed as Peak Signal to Noise Ratio, PSNR), an average

transmission bit rate (in Bits per second), the packet loss ratio in IP-based networks (in percent),

etc. ese measurements are oen permanently and continuously available to the service providers

and result in objective, quantiiable data. We summarize them asQuality of Service (QoS)measure-

ments.
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What is “Quality”?

ese metrics—in a irst instance—only apply to the service itself, e.g., a TV broadcast, a Voice-

over-IP telephone network, etc. To be precise, the metrics oen only apply to individual compo-

nents of a service (see Figure 1). ey can be efficiently monitored and provide an estimate of the

actual service quality when interpreted correctly. For example, a mobile television service provider

might monitor the average throughput of their streams. e monitoring system might alert the

provider when the throughput, i.e., the average data sent per time, drops below a certain level that

would leave the customer unsatisied. Howwould the provider ind out how the satisfaction of their

typical customer and the throughput are related? e user satisfaction is part of their experience of

the service—thus, the provider also needs to be able to measure the experienced quality.

2.1.2 Quality of Experience

Beyond the objective QoS measurements there is the concept of Quality of Experience (QoE).

Bringing together the deinition of “quality from the previous Section with the notion of (user)

“experience gives us a rough idea of what is meant by QoE: the totality of factors inluencing the

experienced quality from a user’s—and not a system’s—perspective.

Today, there is still no standardized deinition of QoE. e term is missing both a globally accepted

formal deinition as well as a framework in which it can be situated. e ITU [4] deines QoE as:

“ e overall acceptability of an application or service, as perceived subjectively

by the end user. 
However, the notion of acceptability only seems to address one dimension of QoE, disregarding

other factors. Recent discussions within the domain of multimedia quality evaluation have brought

up new deinitions that might lead to a more commonly accepted standard, which deine the term

QoE as follows [7]:

7
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“ Quality of Experience (QoE) is the degree of delight or annoyance of the user of

an application or service. It results from the fulillment of his or her expectations with

respect to the utility and / or enjoyment of the application or service in the light of the

user’s personality and current state. 
As mentioned before, there is no inherent ground truth as to what the values acquired in objective

QoS measurements mean for the customer experience. For example, a network operator will not

be capable of translating the average transmission bit rate to a quantiiable index of customer expe-

rience, unless there is speciic data that allows such a mapping, factoring in all other components in

the signal chain—from the source video to the users’ viewing context. To gather this data, ratings

have to be acquired from real human observers. is is usually done in psychophysical experiments

(also called “subjective experiments in the following).

2.2 Subjective Experiments

Subjective experiments in multimedia quality evaluation are carried out to provide real-life feed-

back from a certain number of human observers to a selection of stimuli that are usually prepared in

advance of the experiment. e primary goal is to acquire data about the users’ (subjective—hence

the name) experience with those stimuli. e possible methodologies are countless and depend

on the goals of the assessment, but usually follow standardized forms (see also Section 2.3). Psy-

chophysical experiments traditionally aim at gathering data in a controlled environment, so as to

produce repeatable results and eliminate the number of confounding variables between and during

individual test sessions.

8



Subjective Experiments

2.2.1 Experiment Participants

Participants in subjective experiments are also referred to as “observers, “assessors, or “listeners,

depending on the context.2

In general, the audience of such tests should be representative of the audience the test material will

see in realistic conditions. Trial studies or surveys may help to narrow down the potential target

audience to a speciic population. For example, in a study targeting short video clips or television

consumed onmobile devices, observersmight be selected to be between 23 and 35 years of age [10].

Test persons are usually required to be naive in the sense of being non-experts in the domain of

the test setting, so as not to introduce bias. In some circumstances, e.g., when time or monetary

resources are limited, expert viewers could replace a set of naive observers [30, 5]. With naive

observers, however, it is advisable to select participants who have not conducted other experiments

in the ield of quality assessment recently.

e number of observers needed for an experiment again depends on the overall goals and available

resources. From a statistical standpoint, choosing to include more observers will result in sample

data that ismore representative of the reality. On the other hand, the time needed to conduct a study

oen linearly increases with the number of observers. Personnel trained with the conduction of

experiments is rarely available for longer periods of time—an experiment therefore does not always

beneit from including more observers than necessary to prove the research question that was set

earlier. ITU recommendation BT.500-13 [6] for example requires 15 observers but allows for fewer

in case of exploratory studies. In [5], an absolute minimum of four observers is speciied, but it is

also mentioned that there is “rarely any point in going beyond 40. According to [53], the inclusion

of 15 observers already results in considerably low standard deviation. Finally, studies have shown

that 24 subjects may lead to inter-experiment dataset correlations of .żŹ and higher [33].

2 e general terms “observers or “assessors can be applied to multi-modal experiments that involve both audio and
video stimuli or multimedia content.
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2.2.2 Test Material Selection

Similar to human observers, the test material shown to them should constitute a representative

sample of the reality. e experiment designers will select individual video or audio clips from a

pool of sources, which are usually freely available movies, television shows, or dedicated resources

published by the research community.3 e length of individual samples will change depending

on the purpose of the experiment. For example, a study on long-term quality effects in television

might only show a single stimulus with a duration of 30 minutes. Likewise, an experiment focusing

on Internet-based video clips would only show excerpts of a few minutes. Finally, if the goal of

the study is to focus on technical aspects (i.e., with the intent of minimizing the inluence of the

narrative content of the source), short clips of ten seconds or even still images could be used.

On the one hand, the source material selection can aim at providing a broad range of content and

characteristics. is allows to predict the inluence of the conditions under study on various con-

tent types. On the other hand, content may be chosen to be relevant to the system under test.

For many types of studies, the content can be grouped into “genres such as animated movies,

documentations, action movies or sports. However, it is oen sought to describe the difference

between sources in a quantitative manner, referring to speciic, objectively measurable character-

istics. When we look at video, two dimensions of information are coded: the spatial information

(SI), which denotes what can be seen at a speciic point in time, and the temporal information (TI),

which describes the motion of the spatial information over the course of individual pictures. In

general it can be said that the more temporal and spatial information has to be coded, the higher

the necessary transmission bandwidth will be. Vice-versa, under a constrained bandwidth sce-

nario, higher SI and TI will lead to decreased quality. is underlines the importance of SI and TI

calculation for video quality measurements.

3 Such resources along with test results can be found on http://dbq.multimediatech.cz/, published through the
Qualinet project, or at http://stefan.winkler.net/resources.html.
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In [5], the calculation of SI and TI is explained in detail. SI is calculated based on the Sobel ilter

applied to the luminance plane of every frame (Fn). e SI is the maximum standard deviation σ

over all frames of the source:

SI = max
time

{σspace [Sobel(Fn)]} (2.1)

e TI is based on the location difference M(i, j) of a pixel at position i, j which is deined as the

difference of Fn(i, j) − Fn−(i, j). Again, the maximum of all standard deviations of M, over all

frames, is taken as the TI value for the source:

TI = max
time

{σspace [M(i, j)]} (2.2)

For visual inspection, SI and TI values of each sequence can be plotted against each other. e

experimenter may then choose a set of sources that match criteria such as high temporal motion

with low spatial detail, or a broad range of SI/TI variance, et cetera. An example of SI and TI values

for a given set of SRC can be seen in Figure 2.4

2.2.3 Generation of Test Conditions

Confounding variables in experiments and statistical models are variables that correlate with both

dependent and independent variables and may therefore lead to wrong interpretations of the ob-

tained results [18]. In order tominimize the confounding variables stemming from different source

contents, typically only few clips are selected and thenmanipulated according to the speciic criteria

of the experiment. ese manipulations generally alter the visual or auditory quality of the source.

ey can be seen as treatments of the original content. Observers are then shown the processed

clips and—depending on the procedure—the originals.

4 e SRC were used in [15] and are available from http://www.irccyn.ec-nantes.fr/spip.php?articleŷż.

11

http://www.irccyn.ec-nantes.fr/spip.php?article491


Multimedia Quality Evaluation

●

●

●

●

●

●

●

BoxingBags

Stream

Aspen

MesaWalk

rbtnews
PowerDig

SkateFar

5

10

15

20

25

40 60 80 100 120

SI

T
I

Figure 2: SI and TI values for a set of SRC.

In the domain of QoE, the following terms are commonly used:

— SRC: source stimulus. Refers to the unaltered, original material, with a speciic duration.

— HRC: hypothetical reference circuit. Deined as “a video system under test such as a codec

or digital video transmission system, [34] it refers to all possible parameters of the system,

from an encoding stage to the physical transmission.

— PVS: processed video sequence. e result of applying the HRC treatment on a given SRC.

When designing an experiment, the experimenterwill usually set an upper bound of the total exper-

iment duration and then choose the number of PVS that can be shown in this period. For example,

if six SRC clips of ten seconds length are chosen, a session of 25 minutes (ŵŸ · Ź = .Ÿ) could

contain 150 PVS and therefore allow for a maximum of 25 HRCs to be tested. In practice, however,

the researcher needs to accommodate for the time participants take to give their rating to a stim-

ulus, as well as an additional pause of several seconds between stimuli presentations. is reduces
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the possible number of PVS. In our previous example, this could mean that 15 seconds are planned

per PVS presentation, leading to only 100 possible presentations.

2.2.4 Context and Environment

e subjective experience of audiovisual content should never be interpreted without the context

it is encountered in. Context in this case refers to the totality of circumstances of the experienced

event, from the observer’s social context, their preconceived ideas, but also the locality as well as

the devices and means of presentation. Typically, one would differentiate “real-life context from

laboratory context, the main distinctive features of those lying in the physical location and—as a

consequence—thenumber of confounding variables. Asmentioned in the beginning of this section,

reliability is an important factor for the credibility and success of experiments. In this case, we focus

on inter-test reliability: it refers to the possibility for other researchers to successfully reproduce an

experiment without introducing errors [54]. is, on a large scale, depends on the context of the

experiment being well-deined and documented.

Historically, a signiicant part of research documentation focused on the technical parameters of

the laboratory environment, namely the room luminance, the color and luminance ratio of the

background behind the presentation device as well as the distance of the observer to the device,

and several more. For the viewing device itself, there may be restrictions on the peak luminance

of the display and its contrast ratio. However, with the increased diversity in display technology

(e.g., the change from CRT to TFT and LCD displays), or the adoption of new consumption con-

texts altogether (e.g., mobile television), the historical deinitions could be seen as too restrictive

for research focusing on a context leaned towards the “real-life or observers who consider them-

selves “early adopters. e exploration of new contexts is an ongoing effort in the current ield of

QoE evaluation [26]. It is therefore not surprising that on a global scale the deinition of a typ-
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ical laboratory environment has not changed, while the plurality of possible viewing devices and

environments has given researchers more and more leeway to deine their own context.

Concerns may be raised about the reliability of experiments not conducted in strictly controlled

environments. Even more so, uncontrolled experiments are deliberately distanced from laboratory

studies. So-called “living labs take this idea as far as the actual home of the user, where researchers

might not even be physically present during all experimental phases [46]. In such a case, a trade-off

is made between the intrinsic reliability of the experimental method versus the beneit of gathering

data from a “real rather than a constructed context. Even in the domain of subjective QoE testing,

recent studies have found little to no inluence of the experimental context. Instead, the critical

control variable for subjective experiments remains the number of participants [33]. It could be

argued that in the foreseeable future, the dependency of subjective experiments on methods that

came into practice several decades ago will steadily diminish, at least with respect to the context

settings.

2.2.5 Instructions and Training

Before giving their ratings, each observer should be properly instructed by means of a written or

oral introduction to the purpose of the study and the course of action. A written instruction is

preferred in order to prevent ambiguities or bias from different experimenters working with the

participants.

An important part of each test session is formed by the so-called “training session, in which ob-

servers are asked to perform ratings for a set of selected stimuli. eir ratings are typically not

recorded or discarded later. In a training session, observers should be made familiar with the types

of degradations they are about to experience. A properly selected set of training material should

result in the rating scale being used in its full extent. Put differently, if users cannot see the charac-

teristics of the stimuli before their ratings are taken, theymight shi their interpretation of the scale
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throughout the experiment session. It is therefore advisable to show stimuli that exhibit the widest

range of quality—for example a reference sequence and a video treated with the “worst condition,

as judged by an expert.

While not very common, a training session can also be guided in the form of the experimenter

talking with the observers during or aer their rating. Questions pertaining to the usage of the

scale or the experiment procedure in general could be answered. is should help clarify issues

before participants start with the actual rating session (which usually cannot be interrupted).

2.3 Subjective Quality Evaluation Procedures

At the point where the goal of a study is deined, a suitable procedure for presenting the stimuli

and polling for ratings needs to be chosen. Even with a set of generated PVS, the procedure itself

depends on a number of aspects, which include (but are not limited to) the following questions:

— How long should the experiment session last?

— Where should the experiment take place?

— How many times should each PVS be viewed?

— Are ratings taken once per stimulus or continuously?

— Do ratings rate one stimulus absolutely, or do they only compare two (or more) stimuli?

— Are ratings taken qualitatively or quantitatively?

— If quantitatively, which scale are ratings taken on?

e answers to these questions deine the procedure, i.e. the experimental methodology. As men-

tioned previously, a requirement for published research is that it is reproducible in a reliable fashion.

emethodology should therefore be described as detailed as possible. Naturally, the need for such

a deinition resulted in the written formalization of methodologies by bodies such as the ITU or

EBU, which researchers can choose to follow and extend or modify. As this thesis focuses on video
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quality in particular, the remainder of this section will introduce the most common methodologies

used today, grouped by whether they assess the quality of one stimulus or multiple stimuli at the

same time.

It should be noted that some methods are intended for use with general multimedia content (e.g.

those from [5], whereas others were developed in the domain of TV broadcasting (e.g. [6]). e

main differences between these ields lie in the variability of multimedia content with regard to

spatial and temporal resolution, the different viewing contexts, and the codecs used. Care should

be taken to choose a method that suits the intended scenario of the study.

2.3.1 Single Stimulus Methodologies

Single stimulus methodologies present one PVS at a time and ask for a rating with respect to this

stimulus only. ey are suited best for evaluating content without focusing on the degradation itself,

but the overall impression of quality as viewed by an end user. ey are therefore also suitable for

scenarios where an original sourcemight not be available, or where the quality of the original signal

is already low.

2.3.1.1 SSCQE — Single Stimulus Continuous Quality Evaluation

SSCQE is deined in [6] and is a method for quality evaluation of long duration content. It was

intended for television scenarios. Observers see the material in its entirety without a reference (i.e.,

the SRC) and are continuously polled for ratings. e ratings are taken on a slider, a device that is

mounted on the desk with a linear fader of 10cm traveling range (see Figure 3). Samples should

be taken at a minimum rate of 2 Hz. Depending on the context of the study, other rating devices

may be suitable. For example, gloves with sensors have been proposed and are under evaluation for

mobile rating contexts [13].
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Figure 3: Linear slider to be used in SSCQE experiments.

Testmaterial can be prepared in such a fashion thatmultiple HRCs are included in the presentation.

For example, the bitrate parametermay change everyminute, although the presented content is still

from the same SRC. e session is therefore logically split up into parts that are unnoticeable by the

observer.

e analysis of SSCQE ratings is amongst the more complicated procedures, since the rating re-

sponse of an observer cannot be directly correlated to a speciic moment in the PVS. A rating delay

that is unique to each observer has to be taken into account. Continuous scores have to be aggre-

gated in certain periods. It is recommended that a memory effect is assumed, meaning that human

observers will “remember the quality of a previously shown point in time. is effect should be

modeled as an exponential decay function. Also, anchoring the ratings and compensating for an

overall systematic shi in quality perception is necessary, since observers may be too optimistic or

pessimistic, or change their perception (or interpretation of the scale) throughout the presentation.
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2.3.1.2 ACR — Absolute Category Rating

ACR, described in [5], focuses on short duration content of about 10 seconds length.5 Observers

see one PVS aer another, and are given about 10 seconds time to rate the overall quality of the

previously seen sequence on the following scale (numbers in parentheses are the ordinal values):

— Excellent (5)

— Good (4)

— Fair (3)

— Poor (2)

— Bad (1)

ACR also allows for other scales to be used, e.g. with nine or eleven points such as deined in

Annex B of [5]. ACR also could be performed with quasi-continuous scales, where the above-

mentioned ive labels are included as reference marks. However, it has recently been found that

more ine-grained scales do not necessarily increase discriminative power [22]. Quite the contrary,

most observers would still align their ratings at the given guides. As a result, the difference between

ratings taken on different scales was found to be insigniicant.

Ratings obtained from the ACRmethod are usually averaged per PVS into theMeanOpinion Score

(MOS) and presented alongwith the conidence interval, although the original ive-point scale itself

is only ordinal. e beneits and drawbacks of this process will be analyzed in Chapter 3.

Since the classic ACR method does not include the original SRC for each PVS, ratings may be

skewed. e reason for this is that observers are asked to absolutely judge the quality while they

have never seen the range of quality, or at least the highest possible quality for each SRC. erefore,

the ACR-HR (Hidden Reference) method includes every SRC as a PVS (without any HRC applied

5 Equivalents of this method are the SS (Single Stimulus) methods from [6]
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to it) in the presentation, without explicitly marking it as such.6 is means that the observers do

not know that they are seeing a reference condition.

In ACR-HR, a DMOS (Difference MOS) is calculated per PVS. It is deined as the score of the PVS

minus the score given to the hidden reference, plus the number of points on the scale. For example,

if the PVS was rated as “Poor, and the HR as “Good, then the DMOS equals ŵ − ŷ + Ÿ = Ŷ. Care

must be taken with DMOS values greater than 5, i.e. where the PVS was rated better than the HR.

A crushing function may be used to deemphasize the weight of these ratings.

2.3.2 Double or Multiple Stimulus Methodologies

In contrast to single-stimulus, double-stimulus methodologies aim at identifying differences rather

than absolute quality. ey may be suitable for testing the preservation of idelity in transmission

chains. Multiple-stimulus methodologies typically require more effort to implement and may not

be as commonly used for smaller studies.

2.3.2.1 DSCQS — Double Stimulus Continuous Quality Scale

InDSCQS [6], PVS of about 10 seconds length are chosen. A sessionmay last up to 30minutes. e

observer sees the reference and the PVS in alternation. Reference and PVS are randomly labeled as

A and B. Observers may choose to switch between both presentations and view them up to three

times or more until they settled on a quality score for both, which they indicate on a continuous

scale where the intervals are labeled with the ACR categories (“Excellent to “Bad), resulting in six

guide marks.

6 e only requirement is that the SRC itself must be considered as “good or “excellent by an expert viewer already.
is makes the ACR-HR method unsuitable for content that is already impaired.
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It is important to interpret the scores as a difference between reference and condition only—the

absolute values or textual labels from the guide marks shall not be used for analysis.

2.3.2.2 DCR — Degradation Category Rating / DSIS — Double Stimulus Impairment Scale

DCR (from [5]) andDSIS (from [6]) both refer to the samemethod. It is similar to theDSCQS (PVS

length, session duration), however the order of presentation is ixed and known to the observer: the

reference SRC is shown before the PVS. Ratings should express the degradation of the quality when

comparing original and impaired version, on the following scale:

— imperceptible (5)

— perceptible, but not annoying (4)

— slightly annoying (3)

— annoying (2)

— very annoying (1)

e presentation of both clips may be repeated once, and the observer may already rate the quality

during this iteration. For data analysis, the values of the impairment scale are averaged per PVS into

a MOS. is is, inherently, a DMOS as introduced in the ACR method. DCR/DSIS data allows to

develop a “failure characteristic for transmission systems, which gives the probability that a certain

content will be perceived with a certain level of quality.

DCR/DSIS was shown to be error-prone with regard to contextual effects [1]. Contextual effects

occur when the rating of a stimulus (or a pair of stimuli) is inluenced by the previously shown

stimuli. In comparison, DSCQS does not show contextual effects.

20



Subjective Quality Evaluation Procedures

2.3.2.3 PC — Pair Comparison

e PC method [5] differs from the other double-stimulus procedures in that it does not compare a

reference against the impaired sequences generated from the reference, but only the different HRCs

against each other. Given a set of HRCs H,Hŵ, . . . ,Hn, all possible n · (n − ) combinations are

generated, and then shown in both possible orders. No order is shown twice, and by default, the

sequences are shown aer each other. In a variation of PC, both sequences may be shown simul-

taneously. Observers then only indicate their preference of one HRC over the other, not through a

speciic score.

As indicated by the possible number of combinations, the procedure does not allow for as many

HRCs to be tested as others. Its advantage, however, is that it juxtaposes different conditions di-

rectly, whereas other double-stimulus methods only compare against a reference, and direct HRC

comparisons are not possible.

2.3.2.4 SAMVIQ — Subjective Assessment Methodology for Video Quality

SAMVIQ [2, 28] is a more recent methodology stemming from the EBU. It is a multi-stimulus

method, in the sense that the observer can choose the order of the individual PVS presentations.

In contrast to other methods, it also lets the observer continue at their chosen pace, which reduces

the risk of attention loss during an experiment session. In SAMVIQ, SRCs are chosen with a length

of around 10 to 15 seconds.

In addition to the impaired PVS, SAMVIQ includes both explicit and hidden references for each

SRC. e rationale behind this is to compensate for the bias that viewers exhibit when they rate

explicitly marked references. About a third of users scores an explicit reference higher than the

(visually identical) hidden reference. As a consequence, choosing not to include references (or the

lack of SRCs in general), leads to higher variability in the resulting data.
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e observer can view each sequence as many times and as long as they want, and rate them

accordingly—the only exception being that the irst time a PVS is viewed it has to be watched in its

entirety. Only when all sequences of a SRC are rated, the observer may continue rating the next set

of PVS. e rating scale is a continuous scale with ive marked intervals using the ACR labels from

“Excellent to “Bad, resulting in six guide points. For data evaluation, the scores are averaged into

a MOS, as known from other methods.

2.3.2.5 SDSCE — Simultaneous Double Stimulus for Continuous Evaluation

A variation of SSCQE, the SDSCE method allows the observers to view the reference source along-

side the impaired version, both at the same time. is method is aimed at testing the idelity of a

stream rather than the absolute quality. It also helps in avoiding systematic shis over time, since

observers may align their ratings continuously with the original.

2.3.3 Alternative Methodologies

In the recent years, the advent of new technologies required researchers extend or adapt the ex-

isting subjective test methodologies for new viewing contexts. To give an example, while the QoE

of a 3DTV service can be measured by following a typical ACR procedure, the technical speciica-

tions of existing recommendations were written without accounting for 3D hardware. e current

standards therefore have to be revised, or new methodologies will have to be agreed upon by the

community and the standards bodies.

One issue however remains with all of the above-mentioned methodologies: they aggregate the

individual scores per PVS into a MOS. e MOS as a simple arithmetic mean makes it easy to

compare results, but at the same time masks the individual ratings which could very well also be

taken into account on a per-user basis. is is especially important for PVS where the inter-subject

22



Subjective Quality Evaluation Procedures

agreement is low, which would indicate problematic content, and require more insight into the

user’s decision making process.

Recent propositions suggest taking a bottom-up perspective, where users could take speciic per-

ceptual attributes to describe the quality. Some of these methods stem from the sensory sciences,

which were intended for evaluation of food products. One method is the so-called “Napping pro-

cedure [39, 40], which was successfully ported to the audiovisual QoE domain [48], and is also

available as a ready-to-use tool for quick experiments on tablet devices [43]. It allows users to sort

PVS according to their perceived similarity in the quality domain rather than quality itself. Later,

observers are asked to label PVS with keywords that describe certain quality features they identi-

ied, such as blurriness, lickering, jerky motion, or noise. Another method is the Repertory Grid

Technique [49]. Here, triples of stimuli are sorted by the participant in such a way that two stimuli

are similar, but different from the third. is composition is called a “construct. Both of these

methods make heavy use of factorial analysis.

In general, in the recent years, there has been a strong focus on descriptive (qualitative) analysis of

QoE instead of pure quantitative experiments, which focus less on the user than on the systemunder

test. Mixed-method approaches where qualitative and quantitative data is gathered are becoming

more common. A framework for user-centered QoE has been proposed in [25]. e principal issue

that remains is the lack of standardization for reporting qualitative or mixed-method results, which

would not only make inter-laboratory tests and comparisons feasible, but with the deinition of a

new measure to replace the MOS, render the design of objective quality metrics more efficient.
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As seen in Chapter 2, subjective experiment methodologies follow speciic protocols that describe

the ways in which observers are asked for their ratings. In this chapter I will focus on the impli-

cations of these protocols on the assessors’ decision making process, and the possible inluence on

the gathered results. is chapter will motivate and outline the experiments further described in

Chapter 4.

3.1 Questionnaires for QoE Measurement

In a general fashion, the data acquisition method of subjective QoE experiments can be viewed

as a questionnaire. e Oxford Dictionary of English deines a questionnaire as a “set of printed

or written questions with a choice of answers, devised for the purposes of a survey or statistical

study. [32] Before computer-based testing with graphical user interfaces, responses to QoE tests

would in fact be recorded on a sheet of paper, each question referring to one or more videos the

observer had just seen.

3.1.1 Measuring QoE Means Measuring Opinion

QoE experiments inherently ask for subjective opinion—perhaps an opinion towards a certain stim-

ulus’ visual or auditory excellence. ey are generally not conceived as tests with a given truth that

an observer with the right knowledge should ind.7 In fact, requiring non-experts to participate
7 A notable exception to this are content recognition tasks in which users are asked to identify objects in a video stream,

such as surveillance footage. Here, the ground truth is known at the time of asking. e focus of the experiment still
remains on video quality though, not on the physical or mental ability of the observer to successfully detect an object.
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in theses tests achieves quite the opposite: the true experience of the observer should manifest in

their score given to a stimulus. While researchers will never have direct access to the attitude of

the observer towards the stimulus, the questionnaire scores will become meaningful when looking

at the results of multiple assessors—the questionnaire becomes a measure of behavior too [9]. It is

only when aggregating results that drawing conclusions is possible. Herein lies a problem, namely

when the internal validity of responses cannot be proven.

e ACR protocol (see Section 2.3.1.2) is exemplary of the way current subjective video quality

evaluation methods elicit data from observers. Aer each stimulus, a response is recorded. is

response—in form of a vote for a speciic option on a given scale—is stored along with all other

responses. In this regard, the response is forced, and might not represent the observer’s true per-

ception when it was given under the pressure of having to complete the experiment session. Yet,

none of the common methodologies allow for ratings to be explicitly marked in any fashion that

would later allow the experimenter to judge them differently from others. It would be desirable

to detect responses that could be invalid, in the sense of having knowingly being made in order

to proceed to the next item without expressing an opinion in the rating. is data could then be

removed from analysis altogether, or—if the data is still deemed valuable—interpreted with regard

to the nature of it being possibly invalid.

One way to prune (known) invalid data is to allow participants to skip questions altogether. In fact,

a large number of skipped items may be a sign for the chosen rating scale to be inefficient [31].

is, however, has practical disadvantages. A dataset with missing items can be compensated for

by including more observers. For social studies with dozens, hundreds, or even thousands of par-

ticipants, a few skipped items seldom have a statistically signiicant effect. In QoE testing, where a

number of 15 observers or fewer are common, this effect would be much more noticeable.

At this point, it becomes important to stress the difference between the concepts of reliability and

validity. Reliability refers to a consistency during and even across tests, showing that with a certain
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methodology, reproducible results are obtained. More speciically, reliability can be measured for

each test subject individually (“within subjects), or between all observers. Per [5]:

“ Intra-individual reliability refers to the agreement between a certain subject’s

repeated ratings of the same test condition. Inter-individual (“between subjects) re-

liability refers to the agreement between different subjects’ ratings of the same test

condition. 
Validity however is an orthogonal concept: it only relates the elicited scores to the true opinion of

the observer during rating, and thus is the “agreement between the mean value of ratings obtained

in a test and the true value which the test purports to measure [5]. Possible lack of validity as a key

issue of tests where ratings are forced.

3.1.2 Cleaning Experimental Data

StandardizedQoE testing protocols deinemethods to cleanse the dataset of unwanted results. ey

primarily focus on the intra-rater reliability, i.e., the reliability that an observer gave ratings that

they would be able to reproduce to a certain degree when re-tested. It also refers to the reliability

throughout a test session, e.g., a consistent use of the rating scale.

Current standards identify the two main reliability issues for continuous evaluation protocols such

as SSCQE [5, 6].

— Systematic shis: is refers to an offset of an observer’s overall voting curvewhen compared

to the average. is shi is “systematic because it is possibly due to a misunderstanding (or

misinterpretation) of the rating scale, or a bad construction of the test protocol itself.

— Local inversions: While the voting curvemay on average correspond to the typical response,

there could be intervals in which ratings are inverted or not following the expected trend,

possibly due to observers not paying attention.
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For protocols where a reference is hidden in the set of PVS, additional reliability checks can be

included. Intuitively, one would discard votings where the PVS treated with an HRC is rated better

than the original SRC, however in [5] those are considered valid. During analysis they may still be

weighed differently (see Section 2.3.1.2).

For non-continous rating protocols (ACR, DCR/DSIS, DSCQS, ), a recommended screening

method consists of incrementing two counters, Pi and Qi, per observer i when the rating per PVS is

greater or lower than the average rating plus or minus twice the standard deviation of the average

rating. Let n be the number of PVS shown to an observer. If the ratio
∣

∣

∣

Pi−Qi
Pi+Qi

∣

∣

∣
is below 0.3 and the

ratio Pi+Qi
n is above 0.05, the observer may be removed from the dataset entirely.

Another means of removing potentially unreliable observer data consists in testing them for visual

acuity. e Ishihara test for color-blindness [23] and Snellen charts are mandatory as a pre-test

before the actual rating procedure. Observers with deicient color perception or a non-normal

vision (even when corrected) are frequently rejected.

3.1.3 Enriching Experimental Data

One could raise the question of whether removing users altogether is beneicial to acquiring rep-

resentative results from a study. In fact, under the assumption of valid responses, observers that

were deemed non-reliable could have merely perceived the stimuli differently. It could be argued

that their opinions should be included in the analysis of the data. Of course, when the ratings of all

observers are averaged into a Mean Opinion Score (and the associated statistical conidence inter-

val), much of the information that could be gathered about a stimulus is lost. Studies from the ield

of Human-Computer Interaction show that only a small fraction of possible stimuli attributes can

be explained by an average model (see [27], cited aer [21]).
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Could you kindly answer the following questions about the last sequence shown? 
You can express your opinion by inserting a mark on the scales below.

How would you rate image colors?

How would you rate image contrast?

How would you rate the image borders?

Bad Excellent

Bad Excellent

Bad Excellent

How would you rate the movement continuity?

Bad

Figure 4: Exemplary questionnaire for rating quality dimensions, aer ITU-T Rec. P.910.

e typical rating scales, whether ordinal or continuous, were necessarily designed to be quick

to use, so as to allow a large number of PVS to be tested within a short time frame, and easy to

analyze. Finally, they are also easy to report to non-experts in the domain. It is, however, expected

that some studies will gather data that shows minimal to no difference in terms of overall quality

between stimuli. Especially with votes that indicate medium or bad quality, additional data may

be required to allow researchers to identify which feature of the stimulus resulted in the observer’s

voting decision. In [5], provisions for this are taken, yet they are still rarely used in today’s QoE

experiments. An example for such a questionnaire can be seen in Figure 4.

Clearly, there is a trade-off to be made between an experiment procedure that speciically asks for

distinct quality features at the expense of requiring more time, and a procedure that gives more

concise data with the drawback being that the data has less intrinsic value.
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3.2 Measuring Conidence

Based on our experience with conducting subjective experiments in the video QoE domain, we

found that non-expert experiment participants would sometimes struggle to decide on a rating for

a speciic stimulus. is would not occur throughout an entire session, but would still be noticeable

when observing the assessors. In the written instructions that are given to participants before an

experiment with a one-dimensional rating scale, we usually inform participants that they should

vote quickly, without giving a lot of thought to what they had just seen, so as not to “over-think in

the process. Yet, the opposite seems to happen on occasion. We therefore hypothesize that users

have troubles picking a rating on a presented scale when they are forced to. Also, we expect them

to show a delay in rating when they cannot decide for a rating.

Since experiment sessions are unsupervised, it would be preferable to have the assessors explicitly

mark the ratings where they struggle to settle for a inal score. A simple way to do so is to introduce

a self-reporting questionnaire that asks them for the level of conidence they felt while rating. An

observer could then choose to give their own rating a different meaning—while at the same time

helping facilitate the analysis of data. We therefore designed our protocol to include one additional

question per stimulus: “How conident did you feel while rating?

3.2.1 Social Desirability

A general problem with questionnaires is that respondents may try to “please the interviewing

person in order to give a good impression of themselves. Having to report scores that might shine

a negative light on them puts them in a dilemma [9]. is effect is much more pronounced for

knowledge questions than statements of attitude. While QoE evaluation is no test of knowledge,

failure to give a successful or representative rating could lead to insecurity. Insecurity on the other
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hand could be interpreted as a sign of weakness, resulting in the aforementioned dilemma for the

observer when they are asked to rate their own conidence.

To combat this effect, participants must be informed that negative answers to either question—

quality ratings and conidence—will not be punished in any way. Quite the contrary, in our exper-

iments, we would inform observers that a lack of conidence was to be expected for some stimuli

and thus encourage them to give valid votes. Another form of encouragement is the retribution of

assessors for their successful participation. Retribution can be given in form of credits for academic

courses, small goods or vouchers, or even cash. It is important to remind the participants that the

retribution will not change depending on their conidence scores.

3.2.2 Using Conidence Scores

How can the obtained conidence scores be used during data analysis? To answer this, consider the

typical reporting of ratings from the protocols mentioned in Section 2.3. A list of PVS or HRCs will

be associated with the arithmetic mean of the ratings given, the statistical conidence interval and

the standard deviation. Values from rating scales may be continuous, e.g. from 0 to 100, or ordinal,

from “Bad to “Excellent. In the latter case, the rating scales are interpreted as interval scales—

where each item has the same distance to the next one—although they are in fact just ordinal.

While it the comparison of means calculated from ordinal scales is controversial [24], it is common

practice for QoE evaluation.

High conidence intervals onMOS can be correlatedwith a disagreement between observers.8 ey

are an indicator of large variations within the collected data and therefore undesirable. Commonly,

the disagreement is explained by perception differences of assessors. How can we reduce this vari-

ation? For instance, one observer might have given overall preference to a certain genre. is can

be alleviated by reporting MOS for each HRC (so-called “condition MOS), averaging over all SRC
8 In the scope of this explanation, the concept of inter-rater agreement, commonly calculated through Cohen’s and

Fleiss’ Kappa statistics, is not considered.
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shown. Another source of variation would be a misinterpretation of the scale. Such a shi can be

corrected for by normalizing the ratings of each observer. Finally, an assessor could prefer some

kinds of distortions or artifacts over others. For example, one person could be susceptible to jerky

motion more than another viewer. While this variation cannot be eliminated, it could be the basis

of the most important secondary indings of a QoE study, apart from the MOS, when focusing on

an individual user’s perception. Methodologies for such an extended analysis were already men-

tioned in Section 2.3. Finally, a source of variation would be invalid votes, i.e. where the observer’s

conidence was low.

Where do we expect conidence to be low? As hypothesized in [16], one would assume that ob-

servers havemore troubles rating stimuli ofmediocre quality content, whereas judging (apparently)

perfect quality stimuli should be easier. Knowing whether this is the case for video material—just

like for still images—is therefore one of the key aspects of the studies presented in this thesis.

By reliably eliminating low conidence votes from the reports, it would be possible reduce the con-

idence interval. Likewise, a second type of “conidence interval, based on the conidence data,

could be introduced.

3.2.3 Hypotheses

In the remainder of this thesis we want to treat the following hypotheses:

— H1: Observers experience a lack of conidencewhen rating in subjective quality experiments.

— H2: Observers rate extremely high quality and low quality content with higher conidence.

— H3: e level of conidence can be efficiently measured through means of a self-reporting

questionnaire.

— H4: e content of a stimulus or the type of distortions have an impact on the conidence.

— H5: e time taken to rate is an indicator of lack of conidence.
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— H6: e self-esteem of the observers inluences their conidence ratings.
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4 Experiment Design

In this chapter, I will describe the experiment sessions that were conducted in order to collect the

data used for analysis and discussion in the following chapters. In total, seven experiment sessions

were carried out during the year 2012, six of which at the University of Vienna, Austria, and one

at the IRCCyN. All experiments focused on evaluating a set of video clips (without audio) and fol-

lowed a standard protocol (i.e., ACR or DCR, as explained in Chapter 2). I was personally involved

in the design and conduction of every experiment except for DNA Watermarking.

In addition to asking for quality scores, we let participants report their level of conidence on a

separate scale. Conidence levels were taken aer each quality rating, thus there are as many con-

idence scores per PVS as quality scores. As described in Chapter 3, we wanted to de-emphasize

the importance of quality scores alone. Rating the conidence should not be seen as a side-task by

the observers. us, both tasks were given the same importance when instructing participants. We

were explicit about reminding them that a lack of conidence was to be expected for some videos.

A negative conidence score would not be negatively judged by the experimenters, and would have

no impact on the inal evaluation, or even the monetary retribution of the participants.

4.1 Experiment 1: DNA Watermarking (WM)

4.1.1 Motivation

Watermarking is a technique that allows content creators to protect images or video material by

altering the data that is sent. is digital signature is hidden among the data. It is imperceptible by

the human eye and cannot be easily removed: it would require extensive modiication of the video.
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e watermarking procedure used here involves generating two strands of video from the original

source. ese strands are created from the uncompressed sources of the videomaterial, which were

modiied so as to introduce the watermarks. en, a ingerprint of binary symbols is randomly

generated for each newly distributed video. For the inal video that is sent to the user, one Group of

Pictures (GOP) from each strand is chosen in sequence. For example, let the ingerprint be 100110…,

then the GOPs in the inal stream will be G,Gŵ,GŶ,Gŷ,GŸ,GŹ, . . ., where in Gns, n is the

GOP number and s denotes the strand from where it is taken.

e existence of a certain watermark in a video stream allows identiication of illegally distributed

content, but it comes at a price: the size needed to store two or more strands for each source video

will grow. Not all content providers can triple their available storage space without increased costs.9

To compensate for this, the average bitrate of the strands could be lowered. is results in degra-

dation of overall video quality.

e experiment, which is described in more detail in [15], evaluated two scenarios:

— e storage space cannot be increased. How much degradation in quality can be expected

when watermarking the content?

— e storage space can be increased. What amount of additional space is necessary to preserve

the original quality of the video, when embedding watermarks?

4.1.2 Source Material, Treatment and Conditions

Seven video clips were used as source material. Each SRC had dimensions of Źŷ × ŷŻ pixels

(VGA) and a duration of 12 seconds. ey were shot at 30 Hz frame rate and stored in the YUV

4:2:0 color space.

9 ree times as much space is needed when the original video is to be kept alongside two newly generated strands with
the same quality.
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In order to test the two scenarios mentioned above, 12 HRCs were set up. ey differ in resolution

and bitrate allocation for each strand (see [15] for details). In two HRCs, no watermarking was

applied for reference purposes. e x264 encoder was used to generate the PVS, with a ixed GOP

size of 12. Overall, this resulted in 84 PVS for this experiment.

4.1.3 Test Protocol and Observers

e test followed the ACR protocol [5], allowing the users to rate the quality of the content on a

ive-level scale. 11 non-expert observers took part, mostly students aged between 18 and 25 (mean

22.5, σ = ŵ.Ŷŷ). ere was one female among the participants. ey saw the PVS on a 24 inch

consumer LCD computer screen, in their original VGA resolution, with a viewing distance of 5H.

e experiment session lasted 25–30 minutes in average.

4.2 Experiment 2–3: Foreground-Background Separation (FB ACR /

FB IS)

4.2.1 Motivation

In mobile TV applications, or mobile video consumption in general, the content is oen presented

on screens that are smaller in size, as compared to a static consumption scenario, e.g., in the liv-

ing room or cinema. Current mobile data transmission techniques like 3G networks also impose

restrictions on the available streaming bandwidth. Packet losses or sudden network availability

changes may require the video player to reduce the dimensions of the shown video from HD to

vertical resolutions of 480 pixels or less. While technically, this can be achieved without interrup-

tion of the video stream (e.g., through adaptive streaming technologies), the visual quality of the

material will be degraded, if only due to the reduced size.
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Figure 5: Foreground–Background separation algorithm results on the Foreman video. Reference
frame is on the le; detected foreground macroblocks are shown on the right.

In consumption scenarios where only limited bandwidth is available, the source material could be

encoded in such a way that the more important parts of the video are allocated more bits than the

rest. In practice, this can be achieved by separating the foreground from the background, e.g., a

person standing in front of a static scene. is would result in better quality for foreground objects,

while distortions and compressions artifacts would be more common in the background [12].

We implemented an algorithm that extracts foreground objects from their background by analyzing

the motion vectors generated by the JM H.264 reference encoder.10 is results in two video planes

(foreground, background) that now can be encoded with different quality settings in a second pass.

An example with the Foreman video11 can be seen in Figure 5.

4.2.2 Source Material, Treatment and Conditions

11 SRC videos in VGA resolution (Źŷ × ŷŻ) were used for this test, taken both from VQEG

sources12 (Mobile Calendar) as well as video sequences produced at the University of Vienna [44]

(Handball, Ice Hockey, Weather Forecast, Running Dog, Two People Walking 1, Two People Walking

10 http://iphome.hhi.de/suehring/tml/
11 available from http://trace.eas.asu.edu/yuv/
12 ftp://vqeg.its.bldrdoc.gov/MM/vga/
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Experiment 2–3: Foreground-Background Separation (FB ACR / FB IS)

HRC Foreground Background

1 26 26
2 26 32
3 26 38
4 26 44
5 32 32
6 32 38
7 32 44
8 38 38
9 38 44

10 44 44

Table 4.1: Foreground and background QP levels for each HRC.

2, Birthday Party, House Zoom In, Surfers and Run). ey were rendered at 25 frames per second

and each had a duration of 10 seconds.

e HRCs consisted of a combination of ixed quantization parameters (QP) for foreground and

background, respectively. e quantization parameter affects the amount of spatial detail being

preserved when encoding the video. Lower values result in better visual quality and vice-versa.

We generated a total of 10 HRCs, with the QP settings listed in Table 4.1. HRC 1 corresponds to

a normal encoding process at high quality, without affecting the background. Likewise, HRC 10

results in a low quality sequence for both planes. Since each clip was treated with every HRC, a

total of 110 PVS were shown to each observer.

4.2.3 Test Protocol and Observers

e foreground-background experiment followed two different protocols, as it was carried out in

two sessions. We thus label them as experiments 2 and 3.

A total of 14 participants were tested. Half of the tests followed the ACR protocol. e other half

used a variation of the DCR method [5], where the PVS were shown sequentially (as in ACR), but

with the Impairment Scale (IS) featured in DCR (“Imperceptible, “Perceptible, but not annoying,
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“Slightly annoying, “Annoying, “Very Annoying). We chose the IS in order to obtain potentially

more meaningful results with regard to the visible impairments in the processed sequences rather

than the overall absolute quality.

12 males and two females were tested. Six males and one female were assigned for the ACR session,

the remainder to the IS session. emean agewas 25.1 (σ = Ÿ.ŵź) and 27.9 (σ = .Ŷ), respectively.

e tests were carried out on a 22 inch consumer LCD monitor, at 5H viewing distance. e videos

were shown in their original resolution on a medium grey background. Each experiment lasted

about 25–30 minutes in average.

4.3 Experiment 4–6: SVC Compression (SVC1 / SVC2 / SVC3)

4.3.1 Motivation

Scalable Video Coding (SVC) is an extension of the H.264/MPEG-4 Part 10 video coding stan-

dard [47]. It provides facilities for streaming video over channels where loss may be expected. SVC

allows the simultaneous transmission of temporally, spatially or quality-scaled streams together

with the original. It also exploits temporal and spatial redundancies between those streams to in-

crease compression efficiency, e.g., by allowing hierarchical prediction of pictures.

e original experiments can be found in [35]. From these, we took the SRCs andHRCs to conduct

the sessions described in this Section. e experiments aimed at inding out the inluence of various

combinations of QP levels assigned to the individual scalability layers. One issue with the original

experiments was that the number of possible combinations of SRCs andHRCs would have required

each observer to conduct not fewer than twelve test sessions of 30 minutes each—this would be

hardly practical. e results in [35] were therefore based on the ratings given to a subset of all

generated PVS. Still, four sessions were needed for each observer, which in practice can be too

many.
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Going a step further, we developed a method to select a limited number of PVS from a large pool,

so that the most representative stimuli could be shown to observers in one session only [36]. is

process is called “instance selection. Based on the three instance selection techniques described

in [36], we therefore conducted three experiments featuring the PVS selected from our algorithms.

e three algorithms used were called “resample, “reservoir and “spread and in the following are

labeled as SVC1 through SVC3. It should be stressed again that with this setup, not every observer

saw every PVS.

4.3.2 Source Material, Treatment and Conditions

We used 11 SRC clips in VGA (Źŷ × ŷŻ) resolution with a duration of 10 seconds each: Shad-

owBoxing, BoxingBags, Stream, Aspen, MesaWalk, rbtnews, PowerDig, SkateFar, Family, HighWay

and HalfTimeWide. e SRC are available from the IRCCyN/IVC SVC4QoE Replace Slice Video

VGA database.13 24 HRCs were generated by applying SVC coding and AVC coding to the original

sources.

— SVC HRCs: e SVC streams contained one base layer at QVGA resolution (Ŷŵ × ŵŷ)

and an enhancement layer in VGA. Quality levels were introduced by setting the QP of both

layers to the values 26, 32, 38 or 44 in various combinations, resulting in 16 SVC HRCs.

— AVC HRCs: For each QP value, we included four HRCs where the QVGA base layer would

be upscaled to VGA, as well as four HRCs in native VGA resolution.

For the purpose of our experiments, a test session should only last about 25 minutes14. We also

estimated that each vote takes about 5 seconds. Including an additional waiting time of 3 seconds

between each PVS, this sums up to 18 seconds per PVS.erefore, one can show 83 PVS per session,

while our experiment design had generated 275 PVS.15

13 http://www.irccyn.ec-nantes.fr/spip.php?articleźŹż
14 is is the effective time for presenting the content. Additional time for instructions, training and debrieing is not

factored in here.
15 is number includes the reference stream, thus (ŵŷ + )×  = ŵźŸ.
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4.3.3 Test Protocol and Observers

For the three techniques each, 10, 11 and 10 observers were shown the videos following the ACR

protocol. On average, the participants were aged 22.1 (σ = ŵ.Źŵ), 24.5 (σ = ŷ.Ÿ) and 25.1 (σ =

Ż.ŵŵ), respectively. e material was shown on a 22 inch consumer LCD display at 5H viewing

distance.

4.4 Experiment 7: SVC Error Concealment (SVC EC)

4.4.1 Motivation

Based on the Scalable Video Coding experiments described in the previous section, we chose to

focus on the effects of error concealment techniques for SVC transmission. Transmission errors

can be expected in a lossy transmission environment. ese would lead to reduced information in

the stream. If the amount of transmitted data is not enough to show the enhancement layer, it would

require the decoder two switch from one of the enhancement layers to the base layer—provided a

good enough transmission rate. is comes at a cost of visual degradation of the complete stream

shown to the viewer, even if only parts of the transmitted pictures might have been affected by

the loss. Instead of showing the base layer entirely, the decoder could also try and merely conceal

impairments in the higher SVC layers by taking information from the base layer.

Contrary to the others, this experiment was conducted at the IRCCyN in France. We used a Sam-

sung Galaxy Note 10.1 tablet device to present the videos in order to ind out whether there are

systematic shis in terms of video quality recognition and conidence values (compared to the “reg-

ular viewing and testing contexts that involve a PC or TV screen). We also adapted the conidence

scale for this experiment to a ive-point scale from “Very conident, “Conident, “Neither coni-
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Figure 6: Interface used for ACR and conidence rating.

dent nor unconident, “Unconident to “Very unconident to align it with the ive-point ACR

scale. A graphic representation of the voting interface is shown in Figure 6.

4.4.2 Source Material, Treatment and Conditions

e test material for this experiment is based on the IRCCyN/IVC SVC4QoE Replace Slice Video

VGA database16, with 9 SRC videos in VGA resolution (Źŷ × ŷŻ) encoded at 30 Hz framer-

ate: Aspen, BoxingBags, HalfTimeWide, Highway, MesaWalk, Powerdig, rbtnews, ShadowBoxing and

SkateFar. Each video had a total duration of 10 seconds.

To generate the HRCs, a transmission was simulated by removing slices from the source bitstreams

based on a loss simulator. e loss was applied in such a fashion that only one slice out of four in a

picture was removed, and that visually important regions of a scene would be affected. Hence, there

was no fully randomized error pattern. e duration of the error was one second. en, the base

layer was encoded at either 15 or 30 Hz framerate, with bitrates of 120 and 200 kBit/s, respectively.

In order to reconstruct the stream from the distorted transmission bitstream, three techniques were

applied:

16 http://www.irccyn.ec-nantes.fr/spip.php?articleźŹŻ
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Figure 7: Patched slice for error concealment. From le to right: reference frame, patched frame,
difference between frames.

— Upscaled: e base SVC layer with a resolution of QVGA (Ŷŵ× ŵŷ) is taken and upscaled

to VGA with a Lanczos ilter. In the case of a 15 Hz base layer, frames are doubled to achieve

the same framerate as the enhancement layer. is concealment is applied to the entire video

sequence aer detecting an error.

— Patched: e missing slice in the enhancement layer is “patched by taking the equivalent

base layer slice and inserting its pixels into the decoded picture. is has the effect of inserting

low visual quality content into an otherwise high quality frame. An example of patching with

SRC 8 / HRC 6 is shown in Figure 7.

— Switched: All frames that are missing a slice are replaced by an upscaled version of the base

layer frame. e remainder of the video shows the enhancement layer.

Two additional HRCs were introduced for comparison: a non-damaged SVC transmission at 600

kB/s, and a damaged H.264/MPEG-4 AVC transmission. In the latter, simple buffer repetition was

used as error concealment. e full list of HRCs, including the base layer settings as well as the

transmission technique, are given in Table 4.2. Here, HRC 0 is the reference stream. A total of 135

PVS were shown.

44



Experiment 7: SVC Error Concealment (SVC EC)

HRC Hz kB/s Concealment

0 30 n.a. none
1 30 600 none
2 15 120 upscaled
3 15 120 patched
4 15 120 switched
5 30 120 upscaled
6 30 120 patched
7 30 120 switched
8 15 200 upscaled
9 15 200 patched

10 15 200 switched
11 30 200 upscaled
12 30 200 patched
13 30 200 switched
14 30 600 none

Table 4.2: HRCs generated for the SVC Error Concealment experiment.

4.4.3 Test Protocol and Observers

27 users participated in the SVC Error Concealment experiment, 12 male and 15 female. eir

average age was 32, ranging from 19 to 49 (σ = .Ŷ). e test followed the ACR procedure,

including additional questionnaires (see also Figure 8). We implemented the presentation of the

stimuli with a custom interface for the Android operating system. e tablet allowed the viewers to

conduct the experiment at approximately 4H viewing distance, however they could slightly move

the device while sitting and watching the videos.

Since presenting 135 PVS, including voting, would have required an extended session of 40minutes

or longer, observers had to take a small break of ive minutes at the middle of the test set.
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4.4.4 Reaction Time Measurement

Similar to the previous research done by Engelke et al. [16], we recorded the timestamps of various

actions during the rating session, for each PVS shown:

— e time when the voting screen appeared (ts)

— e time when the quality rating was chosen (tq), relative to ts

— e time when the conidence rating was chosen (tc), relative to ts

— e time when the conidence rating was chosen (tcŵ), relative to tc

— e time when the overall rating was inished (tr), relative to ts

In order to prevent a possible bias, observers were not told about the measurements. Due to the

implementation of the rating interface with the Android operating system, we were able to record

the timestamps with a precision of less than a few milliseconds compared to the stopwatch-based

method in [16], which we believe to introduce measurement errors caused by the experimenter’s

reaction time.

4.4.5 Survey Assessment

For the SVC Error Concealment experiment, we introduced additional surveys beyond the default

questionnaires usually found in recommendations (e.g., [5] or [6]). Speciically, we assessed the

self-esteem of the observers directly before and aer the rating session, as well as a pre- and post-

test survey related to the participant’s previous experience, task load and confusion. e entire

process can be seen in Figure 8.
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Figure 8: Test process for the SVC Error Concealment experiment.

4.4.5.1 Rosenberg Self-Esteem Scale

e Rosenberg Self-Esteem Scale is a measure of self-esteem, consisting of ten questions to be an-

swered on a four-point Likert scale [45]. e questions consist of ive positive and ive negative

statements about the subject’s personality. e subject is then asked to agree or disagree with those.

Full agreement with a positive statement is awarded ŷ points, and full agreement with a negative

statement−ŷ. e sum of points constitutes the RSES score, with a maximum of ŷ. e questions

asked are the following:

— On the whole, I am satisied with myself.

— At times, I think I am no good at all.

— I feel that I have a number of good qualities.

— I am able to do things as well as most other people.

— I feel I do not have much to be proud of.

— I certainly feel useless at times.

— I feel that I’m a person of worth, at least on an equal plane with others.

— I wish I could have more respect for myself.

— All in all, I am inclined to feel that I am a failure.

— I take a positive attitude toward myself.
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Since our experiment was carried out in Nantes (France), we translated the RSES to French [50].

We expected the RSES to be a very repsonsive indicator, i.e., very likely to give different results when

used right before and aer treatment and thus indicate an effect thereof.

4.4.5.2 Pre- and Post-Test Survey

Before the rating procedure and the RSES test, we asked participants the following questions:

— Have you been in other experiments before?

— If yes, how many experiments?

Aer the rating procedure and the subsequent RSES test, we gave observers another set of ques-

tions to answer with Likert-style responses (“strongly agree, “agree, “neither agree nor disagree,

“disagree, “strongly disagree):

— I felt conident about my ratings during the whole test.

— I don’t think my ratings are representative compared to others.

— ese tasks were mentally demanding.

— I sometimes did not know what quality to choose.

— Aer rating a few videos, it was easier for me to rate the following videos.

— ese tasks were stressful.

— I sometimes did not know what level of conidence to choose.

— I think I accomplished what I was asked to do.

— ese tasks were irritating.

Above items include questions from the NASA TLX questionnaire17 which focuses on perceived

task load.

17 http://humansystems.arc.nasa.gov/groups/tlx/
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4.5 Experiment Overview

is section features a tabular overview of the experiment variables (see Table 4.3) and observer

demographics (Table 4.4).

Experiment Session Observers SRC HRC PVS Method

DNA Watermarking 11 7 12 84 ACR
Foreground-Background Sep. 1 7 11 10 110 ACR

2 7 11 10 110 IS
SVC Compression 1 10 11 25 83 ACR

2 11 11 25 83 ACR
3 10 11 25 83 ACR

SVC Error Concealment 27 9 15 135 ACR

Table 4.3: Experiment variables overview. HRCs include reference stream.

Experiment Session �Age Min Age Max Age σ Age ♀ ♂

DNA Watermarking 22.5 18 25 2.34 1 10
Foreground–Background Sep. 1 25.1 20 36 5.27 1 6

2 27.9 18 48 11.13 1 6
SVC Compression 1 22.2 18 28 2.62 4 8

2 24.5 21 37 4.50 3 9
3 25.1 20 51 8.22 5 8

SVC Error Concealment 32.0 19 49 11.13 12 15

Table 4.4: Detailed demographics overview.
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5 Experiment Results

In this chapter, the results of the experiments described in the previous chapter will be presented.

A brief overview of the collected data will be given. We will then highlight the results of individual

experiments with regard to criteria commonly evaluated in the domain of QoE. Speciic hypotheses

deined in Chapter 3 will be tested. Also, the indings will be compared to those of [16].

5.1 Scale Usage

First, we want to take a look at the global data obtained in the experiment sessions. By giving a

holistic view on the quality and conidence scores, we can observe general effects and checkwhether

our method elicited meaningful data. Inspecting overall distributions is commonly being done for

QoE experiments to get a irst impression of the results.

5.1.1 Quality

One of the irst steps in evaluating subjectiveQoE experiment data is to check the distribution of the

quality ratings. Awell-designed andwell-prepared experiment should result in a (close to) uniform

distribution of all scores, or exhibit a low statistical skewness. e reason for this is that each quality

level should be equally represented. We can visualize the rating distribution with a density plot of

the scores. Figure 9 shows such a plot for all experiments.

As clearly visible, the DNA Watermarking experiment suffers from a skewed distribution of quality

scores, with few PVS in the low quality ranges. e Foreground-Background experiment PVS are
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Figure 9: Density plots for quality scores across all experiments.

well distributed. e SVC3 experiment appeared to include too many high quality PVS, but this

was to be expected from the algorithm that was used to determine the PVS (see [35] for an explana-

tion). Lastly, the SVC EC experiment shows a slightly le-skewed distribution with fewer extreme

values than others. is over-representation of medium quality content however does not affect

the evaluation.
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Figure 10: Density plots for conidence scores in experiments with four-value scale.

5.1.2 Conidence

For the conidence voting, a four-value scale was chosen for the experiments conducted in Vienna,

and a ive-value scale was used for the SVC Error Concealment experiment in order to align it with

the ACR scale. Looking at the global voting data, we want to answer the question of how conident

the assessors generally felt. e plots for each experiment with the four-value scale are shown in

Figure 10.

As can be seen, most users felt conident or very conident for the ratings they gave. In fact, the

irst option (“very unconident) was only chosen 11 times out of 4938 votes in total (.ŵŵ%). e

“conident option dominates, with the exception being the Foreground-Background experiment

that used the Impairment Scale and the third SVC experiments. We will discuss this inding later.

e data is summarized in Table 5.1.
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Conidence WM FB IS FB ACR SVC1 SVC2 SVC3

very unconident 1 1 1 0 3 5
unconident 78 30 68 51 71 61

conident 447 184 374 380 465 308
very conident 398 555 327 391 363 376

Table 5.1: Conidence scores in experiments with four-value scale.

0.00

0.25

0.50

0.75

1.00

1 2 3 4 5

Confidence

D
e
n
si
ty

Figure 11: Density for conidence scores in SVC EC experiment.

For the ive-value conidence scale used in the SVC Error Concealment experiment, the obtained

data appears similar, with the option chosen most of all being “conident. Like in the previous ex-

periments, the irst option (“very unconident) was only chosen 11 times out of 3510 votes (.Ŷ%).

e density plot for the SVC EC experiment is shown in Figure 11 and the raw data in Table 5.2.

5.1.2.1 Suitability of the Rating Scale

Visually comparing the two scales in their usagewe can observe that the inclusion of amiddle option

did not necessarily correspond to an “undecided item commonly used in Likert scales which users
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Conidence Count Percentage

very unconident 11 0.31
unconident 133 3.79

neither conident nor unconident 596 16.98
conident 1790 51.00

very conident 980 27.92

Table 5.2: Conidence scores for the SVC EC experiment

would choose if they could not settle for anything else. Quite the contrary, the overall shape of the

distribution remains similar. is is an indicator that conidence is internally treated by participants

as a continuous measure rather than an absolute categorical value that could be easily assessed

with an ordinal scale such as the one used in our experiments. We therefore cannot fully accept

our hypothesis H3, in which we stated that it would be possible to efficiently measure conidence

through a questionnaire. A psychometric response scale such as the Visual Analog Scale (VAS)

could potentially be more efficient when collecting and evaluating data [38].

5.1.2.2 Comparison With Previous Experiments

In [16], Engelke et al. report data for their subjective image quality experiment. Assessors showed

an average conidence of ŷ.ŵŸŵ (n = ŵ, σ = .źźŶ) for distorted images and ŷ.Ź (σ = .ŹŶŹ)

for reference images. Since it also used a ive-point ordinal scale, we compare these values with the

results from our SVC EC experiment, only looking at distorted HRCs. On average, the conidence

was Ŷ.żźź (n = ŵŻŻ, σ = .źŹŻ), which is signiicantly different from the data obtained by Engelke

et al. (p < . for a two-tailed t-test). All other things being equal with regard to the test

instructions, this signiicant difference can only be explained by two factors:

1. the different wording of the rating scale (“very conident and “conident in our tests versus

“high and “low)
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2. the usage of video material instead of still images, which could cause additional confusion

during voting

Further experiments are needed to explore these possible reasons. We can, however, conclude that

there is indeed a lack of conidence experienced by observers as hypothesized in H1.

5.2 Correlation Between Quality and Conidence

One of the main aspects of this work is to highlight the inluences of observer conidence on the

quality ratings and vice-versa. In this section, we focus on these two measurements. In the fol-

lowing, we use the abbreviation MCS (Mean Conidence Score) to denote the average conidence

ratings given to a PVS. It is therefore calculated like the MOS.

5.2.1 Average Quality vs. Conidence Ratings

We hypothesized (H2) that users would be less conident while rating content of mediocre quality,

i.e., anything between the extreme values of a rating scale such as “Bad and “Excellent. e ratio-

nale for this is that perfect idelity of a visual stimulus is considered “normal. When the stimulus is

unimpaired, the human visual system (HVS) will not be able to identify any unnatural distortions.

Lack of distortions or artifacts can therefore easily be translated into the highest possible value on

the rating scale. Likewise, we expect a certain amount of distortion to trigger a reaction that results

in the HVS quicklymarking a stimulus as unacceptable in terms of quality. While acceptability does

not necessarily correspond to the same dimension as quality, we expected observers to be able to

rate bad quality content without a lack of conidence.

To test our hypothesis H2, we look at the MOS and MCS per PVS, broken down by experiment

session. Figure 12 shows these results. e SVC EC responses, where a ive-point conidence scale
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Figure 12: MOS vs. MCS for all experiments with LOESS it.

was used, were re-scaled to a four-point scale. As expected, the conidence drops when reaching

the middle of the quality scale.

We can also express the MCS as a function of mean absolute difference from the middle element of

the quality scale. Let us deine the MMOS of a PVS as:

MMOS =

∑N
n= |Ŷ − Qn|

N

where N is the number of observers and Qn is the individual quality rating given to the PVS. For

example, if the quality was rated as “Good, this is equivalent to |Ŷ − ŷ| = .
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Figure 13: MMOS vs. MCS for all experiments with second-order polynomial it.

ere is indeed a signiicant correlation between MCS and the MMOS for all experiments (p <

.). Results for individual experiments are shown in Figure 13. We can observe that for all

experiments except SVC EC, a second-order polynomial it explains the drop in conidence very

well.

Table 5.3 summarizes the individual model coefficients as well as an overall model calculated on all

experiment results for y = pŵx + px + p.
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Experiment pŵ p p Rŵ

WM 0.54 1.43 3.34 0.49
FB IS 0.36 0.57 3.68 0.13

FB ACR 0.92 1.99 3.33 0.47
SVC1 0.69 1.37 3.41 0.53
SVC2 0.49 2.19 3.32 0.69
SVC3 0.89 2.09 3.41 0.71

SVC EC -0.01 1.60 3.27 0.69

All 1.69 4.44 3.39 0.42

Table 5.3: Model parameters: MCS as a function of MMOS.

5.2.2 Inluence of Rating Scales

e Foreground-Background experiment constitutes a special case: half of the experiment sessions

did not use the ACR scale (“Bad to “Excellent), but the Impairment Scale (see Section 2.3.2.2).

All other experiment variables remained the same. As explained previously, the conidence scores

appear much higher for the IS than for the ACR. is is visible in Figure 14. In fact, the mean

conidence for the IS experiment is signiicantly greater than for the ACR experiment (p < .).

e difference clearly shows how the wording of the scale inluences the (experienced) conidence

of the observers during rating. In turn, the conidence has an effect on the accuracy and validity of

their votes. e explanation is simple: while the ACR scale requires the participant to translate the

subjective impression of the experienced quality into a speciic absolute label, the Impairment Scale

asks the observer for their direct experience: if they saw distortions (“perceptible vs. “impercep-

tible) and—if distortions were present—how annoying those were. e IS therefore allows for an

easier judgement. Put differently, it is easier for observers to tell that there are annoying distortions

rather than deciding that the PVS is “poor and not “fair.

It is generally not recommended to use the IS in an experimental protocol that does not allow the

viewer to see a reference and a distorted stimulus, i.e., a double-stimulus methodology. In fact,

the ACR scale was speciically constructed for single-stimulus methodologies. Does this necessar-
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Figure 14: MOS vs. MCS for the two Foreground-Background experiments.

ily prohibit us from using the IS? When comparing the MOS for the FB ACR and FB IS HRCs,

Figure 15 clearly shows how the scales can be considered almost equivalent in their usage, as they

result in nearly the same condition MOS. Before scaling the individual votes of each user to stan-

dard scores—which is what the igure shows—only twoHRCs (7 and 9) showed notable differences.

As seen in Table 4.1, these HRCs combine high foreground QP values (i.e., low quality) with the

highest QP for the background, as opposed to other HRCs where the quality difference is not visible

(1, 5, 8) or very extreme (4).

To summarize, it becomes obvious that the choice of absolute scales with categoric labels leads to

insecure responses by observers. More experiments are needed to compare the conidence ratings

of the IS compared against continuous scales, but we suggest that if the ACR scale is chosen, more
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Figure 15: Condition MOS for FB ACR and FB IS experiments, with 95% CI.

care is taken to 1) instruct the observers about the meaning of the scale and 2) consider personal

factors during data analysis. For the second aspect, we will show results later in this chapter.

5.3 Inluence of Stimuli and Treatments on Conidence

In the previous section, we showed that a lack of conidence strongly correlates with ratings that

indicate medium quality content. For a successful evaluation of subjective experiment data, how-

ever, it is important to ind the speciic causes for a drop in experienced quality. In practice, many

QoE experiments only study the inluence of very speciic types of distortion. With a limited num-

ber of treatments it is therefore relatively easy to model the effect of a treatment on the perceived

quality. On the other hand, larger scale tests such as the Video Quality Experts Group’s Multimedia

Phase I Validation Test [51] incorporated over 5000 PVS with both transmission and codec com-

pression distortions. In such a case, explaining a certain MOS through the characteristics of an

HRC becomes harder.
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Figure 16: Condition MOS and MCS for SVC EC experiment, with 95% CI.

e irst question we wanted to answer was whether speciic SRC contents would have an effect on

the conidence. In order to answer this, we calculated the correlation coefficients between SI, TI and

the MCS for each SRC. We did not ind any signiicant correlation. For example, for the SVC EC

experiment, Pearson’s correlation coefficient for SI vs. MCS is .Ÿ (p = .ŻŵŻ) and for TI vs. MCS

is −.Ŷ (p = .ŵŸŸ). Concluding from this, the overall spatial activity does not seem to inluence

the conidence at all, and the impact of TI is marginal.

When we repeat this analysis for HRCs, we have to consider the previously found results that show

how overall quality affects the conidence. Different HRCs implicitly result in different quality

scores since they were created to elicit them—but does the conidence vary depending on the kind

of distortion? Figure 16 shows that this does not appear to be the case. e average conidence

only slightly changes with no signiicant differences except for HRC 0, which is the unimpaired

reference. To remove possible inluences of different scale usage, the igure shows MOS and MCS

for each observer scaled to standard scores.
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0% 25% 50% 75% 100%

tq 0.43 0.81 1.26 2.11 73.85
tc 0.72 1.96 2.68 3.94 76.35
tr 1.53 2.60 3.38 4.83 77.27

Table 5.4: Recorded time intervals for SVC EC experiment and their quantiles.

Since neither speciic SRCs or HRCs seem to have a notable global effect on the average conidence,

it can be concluded that lack of conidence is very speciic to certain PVS, only for certain users.

We can therefore reject hypothesis H4. e results in the previous section showed that there is a

measurable relationship between reported quality and conidence, but with the rating scale (and

therefore the test procedure) taking a higher impact than the actual distortions.

5.4 Rating Time and Conidence

For the SVC EC experiment, speciic time stamps were recorded (see Section 4.4.4) in order to

measure the possible interdependencies between quality, conidence, and reaction behavior.

5.4.1 Distribution for Rating Times

First, we look at the distributions of the rating times tq, tc and tr. ese denote the time to rate qual-

ity, conidence, and the total time to inish the rating procedure. Each distribution is asymmetric

to the right, meaning that the majority of recorded intervals are short, with only few outliers. Fig-

ure 17 shows the distributions and Table 5.4 the quantiles of the recorded samples. Notable outliers

exist for tq, where in six instances it took observers more than 20 seconds to give a rating. is

delay also leads to the longer tails in the distributions for tc and tr, since those are interval measures

based on tq.
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Figure 17: Rating times distribution for quality, conidence, and overall rating.

To further inspect the user behavior, we examined the average time to rate the quality (tq) for each

speciic quality and conidence score. Figure 18 shows these results. On the x-axis we differentiate

the quality scores 1–5 (“Bad through “Excellent) and conidence scores (“very unconident to

“very conidenct). e y-axis shows the average tq for the respective quality or conidence score.

We can observe a very large average tq of 4.89 seconds (±Ŷ.Ŷ at 95% CI) for ratings where the

observers were “very unconident. However, since there are only 11 ratings at this data point, a

very large CI is expected. As hypothesized in H5, the average tq drops with increasing conidence.

e above results are different from those reported by Engelke et al. [16]. e authors—to their

surprise—found a decreasing rating time for conidence scores 1 and 2, but they also point out that

there was only one rating recorded for the lowest conidence. Compared to our indings, where the

CI is still large, but at a much higher average tq, the data point reported in the previous literature

could therefore be interpreted as an outlier.
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Figure 18: Average quality rating time tq for speciic quality or conidence scores, with 95% CI.

Since about 98% of the quality rating times (tq) are less than or equal to 10 seconds, we suggest

that ratings where tq >  are to be pruned from the dataset. is also aligns with the 10 seconds

frequently reported in context of the so-called “recency effect, which explains how observers may

“forgive bad quality content aer seeing better quality [5, 19]. It is suggested that for stimuli of 10

seconds length, the recency effect is not present. Taking into account the results shown in Figure 18

we can therefore conclude that for the remaining data, the rating time could be a very good indicator

for the observer conidence when it is not feasible to explicitly measure it.

5.4.2 Correlation Measures and Modeling

Rating times can be measured without additional effort. Typically, PVS are presented using com-

puter soware, which may implement a precise timer to record the user events. If rating time ap-

pears to be a good indicator of conidence, it would be easy to factor in response times during
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data evaluation. To model the relationship between conidence and rating times, there are two

approaches, both of which will be explained in this section.

5.4.2.1 Mean Conidence Score vs. Average tq

Similar to what Engelke et al. showed, we can summarize the data for each PVS, modeling the

MCS (dependent) and the average tq (independent) using polynomial regression. First, we want

to remove extreme outliers from the dataset. When observers took longer than 10 seconds to rate,

their scores are not considered. Here, we can only observe a weak correlation of −.ŸŶ, which is

not statistically signiicant (p = .źŹŸ), compared to a correlation of −.Źżź reported in [16].

is large difference can only be explained by large variations in the observer behavior regarding

rating times. However, we are uncertain as to why these variations occurred in our experiment.

erefore, predicting the conidence for a given PVS is not feasible using the voting times of all

observers.

5.4.2.2 Modeling Conidence from Individual Rating Time

A second approach would consist in not summarizing the data, but modeling conidence as an

ordinal dependent variable and each individual tq as the independent. Ordinal logistic regression

cannot be used in this case, since the conidence scores do not appear to fulill the proportional odds

criterion [8]. We therefore performed amultinomial logistic regression [20] using the nnet package

in R. To visualize the results, we show the probabilities of a certain conidence being chosen at

speciied values of tq in Figure 19. Such a model can be used in practice to determine the likelihood

of a certain conidence response: the visualization makes it apparent that for quick ratings (below

2.5 seconds), the probability of the observer being conident or very conident is high. Rating times
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Figure 19: Predicted conidence scores from tq using multinomial logistic regression.

above 2.5 seconds increase the likelihood of an insecure choice. For tq > Ź, there is a relatively high

probability that the observer was lacking conidence during voting.

5.4.2.3 Inluence of Test Duration and PVS Position

AsQoE test sessions can take up to 30minutes, or even up to an hour (with the inclusion of breaks),

we expected participants to change their behavior during time. To prove this, we calculated the

average tq for each PVS in the SVC EC experiment, sorted by the playback order in the test. e

results can be seen in Figure 20. In fact, there is a signiicant drop in rating time towards the end

of the test session, with a Pearson correlation of −.źŵż (p < .). e linear model to predict

rating time tq as a function of position p is:

tq = −.Ÿżp + ŵ.ŵ
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Figure 20: Quality rating times as a function of test progress, with linear it.

with Rŵ = .ŸŶŶ and df = ŶŶ.

Since the evaluation of quality is not a knowledge task, we do not expect observers to “learn how

to rate QoE aer time. Since they are instructed to view each PVS carefully, a reduced rating time

towards the end of an experiment possibly hints at more erratic votes and not reduced conidence,

as we would expect given the relationship we identiied previously and also taking into account the

survey data summarized in the following.

5.5 User-focused Evaluation

e following section contains the evaluation of data that pertains to individual users, the surveys

they took, their qualitative responses, and their self-conidence reports.
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Figure 21: Responses to the post-test survey, part 1.

5.5.1 Survey Analysis

In the SVC EC experiment, we asked observers to complete a pre- and post-test survey (see Sec-

tion 4.4.5.2) consisting of two and nine questions, respectively. In this section we want to focus on

the post-test survey and present its results.18 e irst questions were aimed at inding out whether

users struggled to give quality and conidence ratings, and whether they thought that their ratings

would be representative. Figure 21 shows part of the results from the questionnaire.

As can be seen, the majority of users reported that they had troubles choosing a quality level (44%

agreed, 26% strongly agreed). is is an important indicator: it conirms our hypothesis that users

struggle to settle for a score and therefore give (intrinsically) incorrect ratings as a result, since

18 Note that the order of questions as presented in this section does not match the actual order in the questionnaire.
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Figure 22: Responses to the post-test survey, part 2.

the methodology forces them to give a response. is also conirms hypothesis H1. It is therefore

critical to give users a way to either skip these ratings altogether, or report the conidence of their

rating. We expected a different picture for the self-assessment of the conidence. As a report of

their own psychological state during rating, we anticipated that users could rate their conidence

easily. e survey results however show that a slight majority in some cases did not know what

conidence to choose. While the reasons for this are not entirely clear, an inappropriate scale could

be the cause.

e responses from the third question of Figure 21 show that overall, users felt conident about

their ratings being useful for the purpose of the study. Only 11% agreed that their ratings were not

representative. During data analysis it would therefore be beneicial to check whether these users

in fact gave scores that deviate from the average, or if their self-perception is merely skewed.
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Figure 23: Responses to the post-test survey, part 3.

Another set of questions, presented in Figure 22, aimed at positive self-relection: we asked par-

ticipants if they thought they accomplished what they were asked to do, which all of them agreed

or strongly agreed to. e second question shows that a majority of 74% did in fact feel conident

throughout most of the test. While on a irst glance this may seem to contradict the results from

the previous question, in which participants noted that they sometimes did not feel conident dur-

ing rating, they seem to take an overall positive stance on their performance. Put differently, a few

insecure ratings do not seem to hamper the impression of their efforts.

Finally, we asked for the effect of (short-term) experience on their ability to give accurate ratings.

85% agreed or strongly agreed that aer rating a few PVS, it became easier to rate the following.

is underlines the necessity of properly preparing (“training) observers before recording their

actual votes.
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e last set of questions were taken from the NASA TLX questionnaire (Figure 23). It has a strong

focus on evaluating the subjective cognitive load experienced by the users during the tests. We

were speciically interested in whether users felt stressed or rushed, as this could explain inaccurate

voting due to the test protocol forcing them to rate within a few seconds. is did not seem to be

the case, with 81% agreeing that the tasks were not stressful. Likewise, when asked if they found

the tasks irritating, 81% disagreed. However, all participants agreed that the tasks were mentally

demanding (77% strongly agreed). is inding is also supported by interviews we conducted aer

QoE tests (not only the SVC EC experiment). For example, one observer said that “aer a while the

tests become really repetitive, and you want it to be over soon.

Concluding from this, we can see that there is no need to give users more time for their ratings than

what the current protocols allow (e.g., less than 10 seconds as identiied previously). e possible

source of invalid votes therefore is notmissing time or an overall stressful test setting, but themental

load forced on observers continuing over a timespan that they may interpret as too long. A test

protocol that gives observers the chance to proceed at their own pace (like SAMVIQ) is preferable

in this regard.

5.5.2 Self-Esteem And Conidence

We hypothesized that the self-esteem of a participant would have an inluence on the conidence

ratings they gave throughout the session (H6). For example, we assumed that an observerwith a low

self-esteemwould, on average, give lower conidence ratings than observers with a high conidence.

Knowing about this effect could make it easier to interpret the conidence scores taken. To test the

hypothesis, we asked the observers to ill out the Rosenberg Self-Esteem Scale questionnaire before

and aer the actual test. As mentioned in Section 4.4.5.1, the RSES allows a maximum score of 40

(indicating high self esteem), with a typical population average of 30.
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Figure 24: Pre- and post-test RSES results compared with average conidence and third-order poly-
nomial it.

In Figure 24 we can see the scores from the pre- and post-test RSES evaluation compared to each

observers’ average conidence. Each point indicates one observer (n = ŵŹ). To see whether there

was a signiicant relationship, we calculated Pearson’s correlation coefficient r. For the pre-test

RSES, we measured a signiicant correlation of r = .Źŵ (p < ., with a standard error of

0.188 as conirmed by a bootstrap analysis with 1000 repetitions). e post-test RSES, while still

signiicant, does not correlate as well with the average conidence (r = .ŷźź, p = .ŷ, standard

error .ŵŷ), which indicates an inluence of the quality test on the self-esteem, and diminishing the

usefulness of the post-test RSES value. A third-order polynomial function predicts an observer’s

average conidence C depending on the pre-test RSES score r as:

C = .żrŶ − .Ŷrŵ + .ŸŸr + Ŷ.ŵź

with Rŵ = .ŸŹŸ.
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Figure 25: Pre- and post-test RSES results, averaged over all participants.

To prove that the RSES scores changed, we check the results from pre- and post-test: Figure 25

shows that there indeed is a signiicant difference: aer the rating session, 50% of the subjects

showed a higher self-esteem than before. 30% reported the same level of self-esteem. is could

be explained by the fact that participants had the impression they succeeded in a task they thought

was very mentally demanding, but not stressful.

We did not ind an inluence of gender on the RSES results: a t-test on the means of pre-test and

post-test RSES scores per gender shows no signiicant difference (two-sided p = .Ŷŵŷ and .źżŵ,

respectively). erefore, no further analysis is done in this regard.

Concluding from this section, we see that adequate psychological testsmay provide a quick and easy

way to determine voting behavior in advance, without the need to explicitly (and continuously)

poll conidence levels during the quality test. A combination of a dedicated short psychological

evaluation with a training set that polls for conidence scores could give much more insight into

the data than just recording the quality scores alone.
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6 Conclusions

eaimof this thesiswas to describe the observer conidence in subjectiveQoE experiments—more

speciically, video quality experiments. To motivate the research questions stated in this work, we

irst gave an overview of the history and current standards in QoE measurement in Chapter 2. Fo-

cus was laid on the ITU Recommendations BT.500-13 [6] and P.910 [5], which describe the most

commonly used methodologies for the subjective testing of TV / multimedia quality. We high-

lighted the common protocols and rating scales, and identiied some of the problems that these

methodologies carry with them, namely that they force observers to give a rating in order to let

them proceed to the next item.

In Chapter 3, the theoretical background of questionnaires was described, with regard to the way

QoE experiments typically record quality scores. Based on feedback that we had received during

previous QoE tests, we hypothesized that observers, when forced to rate quality, would sometimes

struggle to decide for a rating, and as a result give invalid ratings that could lead to potential errors

or misunderstandings during data evaluation.

We conducted seven experiment sessions, described in Chapter 4, in order to gather votes from

observers rating their own conidence along the quality scores given to speciic stimuli, using a

four- or ive-point Likert-type scale. e most important results of these experiment with regard to

observer conidence were presented in Chapter 5. With the new dataset taken on video quality ex-

periments we were able to compare our indings with those from Engelke et al. [16], who previously

took conidence measurements on still images.

In the following, the most important indings will be summarized. We also give recommendations

for
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Conidence Rating Scale Similar to previous results shown in [16], the Likert-type rating scale

consisting of four or ive ordinal items (e.g. from “very unconident to “very conident or “low

to “high) does not elicit uniformly distributed values, with peaks at the high conidence levels.

While we do not expect there to be as many unconident votes as there are conident ones, the

expressiveness of the scale is limited. We therefore suggest to use a continuous Visual Analog Scale

to capture conidence votes, recording the level of conidence from 0–100%.

Overall Conidence Across all our experiments, overall conidencewas lower than shown in [16].

is difference stems from the fact that video material was shown, or that the wording of the scale

between the experiments was different. We believe the former to be the cause. However, more

experiments will have to be carried out in the domain of video QoE in order to prove this.

Inluence of Quality on Conidence Wehypothesized that observers would ind it harder to rate

medium quality content in comparison to extremely good or bad quality. is hypothesis could be

proven, and we were able to model the mean conidence for a PVS as a function of the average

distance from the middle of the scale, calculated over all observers.

Inluence of Rating Scales A signiicant difference was found in the average conidence for the

two Foreground-Background experiments whose experiment variables only differed in the scale

being used (Impairment Scale rather thanACR). Observers therefore seem to ind it easier to rate 1)

the level of distortions they were able to see and 2) the acceptability as a binary response rather than

being forced to translate their (internal) rating to a speciic word on a constructed scale. Since the

absolute results for both experiments aligned well, we therefore suggest to use the ACR scale with

caution. Despite its broad usage and acceptance in the domain ofQoE, amore carefully constructed

scale could result in less observer variation.
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Inluence of Stimuli and Treatment No signiicant inluence was found when correlating aver-

age conidence with the spatial information of source contents. Weak correlations existed between

the temporal information and MCS. Analyzing average conidence for a set of HRCs showed no

signiicant inluence of a speciic type of distortion—in fact, the resulting conidence scores seem

to vary toomuch by observer. ismeans that a global analysis of conidencemay not be expressive

enough, and data should be evaluated on a by-observer basis.

Inluence of Rating Times We measured the time needed to give a quality score and correlated

it with the conidence the observers chose for that quality rating. As expected, average conidence

drops with increasing time. A model for predicting the probability of a certain conidence level

based on the elapsed time was constructed. We therefore suggest that quality ratings where ob-

servers took more than 10 seconds are to be removed from the dataset, and caution is taken for

votes of over 6 seconds, where the probability of inding an unconident response are higher than

for a conident one.

Survey Analysis Apost-test questionnaire for the SVCECexperiment revealed important insight

into the observer behavior and their opinion of the general test procedures. A majority of users

agreed that they sometimes did not know which quality rating to pick. is stresses the need for

rating scales that intrinsically increase the conidence, or methodologies that allow users to skip

ratings (or come back to them later, like SAMVIQ). Also, while the QoE tests were not perceived as

stressful or irritating, observers felt that they were mentally demanding. is raises the question of

whether conducting tests over longer time periods (perhaps even 15 minutes) procure meaningful

votes towards the end. A solution for this issue is not easy to be found—it could, for example,

consist in more pauses being allowed to be taken during an experiment.

Inluence of Self-Esteem e Rosenberg Self-Esteem Scale as a measurement for perceived self-

esteem is widely used in the ield of psychology. We found a signiicant correlation between the
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observers’ self-esteem (before the actual test session), and their average conidence ratings. Since

the RSES is easy to administer, it gives helpful information about the observer behavior in advance

of a test.

Based on the above indings, we recommend researchers to carefully evaluate the rating scale and

overall methodology being used to assess QoE. e choice of rating scale has a measurable impact

on the observers’ overall self-perception during voting. An efficient and meaningful scale might

not report quality on an absolute basis, but rather explain QoE in the dimensions of perceptible

distortions and acceptability.

While taking conidence ratings throughout an entire test session might not be feasible, observers

should be able to report their troubles at least during the training session before actual scores are

collected. Such a training session could be extended over the typical small number of PVS and

involve the experimenter discussing with participants before starting the main test procedure.

Computer-assisted testing makes it possible to automatically collect rating times for all PVS. We

strongly recommend methodologies to include rating times in the data analysis and also suggest

ratings to be removed if they fall outside predeined time spans.

Finally, the experiment results show that purely quantitative methods, like they have been used for

decades, may not be perfectly suitable for new technologies or multimedia consumption contexts.

e MOS as a single reporting number may be easy to consume, both by humans and statistical

models, but we believe that the expressiveness of a ive-point scale like ACR is limited. A suc-

cessful evaluation of a system under test should therefore also include qualitative methods and

user-focused testing procedures, if only to be able to know when votes are not necessarily reliable

and—in a second instance—to know when they certainly are.
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Abstract

How much can we trust our data? How much conidence can we put into the ratings of our ob-

servers? Even more so: How conident were our observers when they were rating?

No computer-generated estimate can substitute subjective testswith humanobserverswhen it comes

to evaluating the Quality of Experience (QoE) of today’s multimedia services. Automated Quality

of Service (QoS) measurements that take into account factors such as the bitrate, packet loss, or

signal to noise ratio may give an estimation of the resulting quality for the end user, but QoS-based

methods have been proven inefficient at predicting the experienced quality, only offering a rough

estimate. In turn, QoE experiments are conducted in order to give ground truth data for creating

models that predict QoE on the base of QoS data. To generate accurate models, one needs to know

whether the acquired data itself is accurate.

ere exist various documents by the ITU, such as ITU-T BT.500-13 or ITU-T Rec. P.910 which

describe the way subjective multimedia quality experiments have to be conducted. ey also in-

clude procedures on data analysis, which specify how experiment data has to be reported, and test

persons have to be removed from the pool when their behavior is deviating from the others.

e ratings acquired from viewers during experiment sessions are oen simply put in a bowl. is

is what we call the “Mean Opinion Score (MOS)—the average score all observers assigned to a

stimulus. e MOS does not take into account inter-personal differences or the fact that observers

might not have been too sure on what they were even rating. Oen, MOS are presented along with

their 95% conidence intervals (CI).eCI is a good sign of agreement between observers, but only

in the sense of how certain one can be that the found MOS conforms to the “true MOS. To dive

deeper into understanding the causes for (dis)agreement between observers, a new rating method-
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ology that focuses on their conidence is evaluated over the course of seven different multimedia

quality experiment sessions, conducted at the University of Vienna and the Institut de Recherche

en Communications et Cybernétique de Nantes in France.

Focusing on the conidence of observers, it becomes obvious that the estimated qualitymay not only

depend on the actual stimulus, but even outside factors such as the test situation or the personality.

Even the scale used for assigning quality values could have an inluence on how conident observers

might feel during a session. Also, with new emerging multimedia services such as 3D vision, one

cannot assume previous experience of the observers with the technology, which might lower the

conidence they put in their votes.

In this thesis, we address multiple hypotheses, such as whether conidence can be measured effec-

tively during experiments, what personal factors inluence the voting behavior, and how the con-

idence of observers inluences their quality votes. In our experiments, we also take into account

personality traits and hidden measurements such as the reaction time of observers. We show that

rating behavior differs from person to person. We propose new reporting and data analysis meth-

ods and formulate recommendations for the conduction of QoE experiments that will allow much

deeper insight into the acquired data.
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Abstract (Deutsch)

Können wir unseren Daten vertrauen? Wie viel Vertrauen kann man in die Bewertungen von Ver-

suchsteilnehmerInnen setzen? Anders gefragt: Wie sicher waren sich die TeilnehmerInnen bei der

Bewertung selbst?

Wenn es umdie Evaluierung vonMultimedia-Qualität geht, können computer-generierte Schätzun-

gen kaum subjektive Tests mit menschlichen TeilnehmerInnen ersetzen. Automatisierte Quality of

Service (QoS) Messungen können zwar Faktoren wie Bitrate, Paketverlust, oder Signal to Noise

Ratio mit einbeziehen und eine Schätzung über die resultierende Qualität für den User liefern, je-

doch werden diese Methoden als ineffizient angesehen, da sie ineffizient und ungenau die Quality

of Experience (QoE) voraussagen. Daher werden QoE-Experimente durchgeführt, um Ground-

Truth-Daten für Modelle zu liefern, welche wiederum QoE auf Basis von QoS-Daten berechnen

können. Um jedoch genaue Modelle zu generieren, müssen wir wissen, wie genau die Daten sind,

die von ExperimentteilnehmerInnen geliefert wurden.

Dokumente der ITU – wie etwa ITU-T BT.500-13 oder ITU-T Rec. P.910 – beschreiben, wie

subjektive Experimente zur Messung von Multimedia-Qualität durchgeführt werden sollen. Sie

inkludierenProzeduren für dieDatenanalyse und -auswertung. Außerdemwird beschrieben, welche

Datensätze entfernt werden müssen, sollten Testpersonen in ihren Ergebnissen zu stark von den

anderen TeilnehmerInnen abweichen.

Die Bewertungen, die TeilnehmerInnen in Experimenten abgeben, werden typischerweise gemit-

telt – dies ist der “Mean Opinion Score, also due Durchschnittsbewertung für einen Stimulus, über

alle Testpersonen gesehen. DieserMOS berücksichtigt jedoch nicht die Unterschiede zwischen den

TeilnehmerInnen, oder etwa die Tatsache, dass sich ein(e) TeilnehmerIn bei der Bewertung nicht
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sicher gewesen ist und möglicherweise ungültige Daten abgegeben hat. MOS werden häuig mit

ihrem 95% Konidenzintervall präsentiert. Das Konidenzintervall ist zwar ein gutes Zeichen für

die Streuung der Bewertungen, aber zeigt nur, wie sehr der gefundene MOS sich dem tatsächlichen

MOS nähert. Um die Gründe für Übereinstimmung zwischen Bewertungen verschiedener Teil-

nehmerInnen genauer zu erforschen, benötigen wir jedoch neue Bewertungsmethoden. In sieben

Experimentreihen, durchgeführt an der Universität Wien sowie am Institut de Recherche en Com-

munications et Cybernétique de Nantes in Frankreich, erforschen wir eine solche Methode, die die

Selbstsicherheit der TeilnehmerInnen zum Hauptaugenmerk hat.

Es stellt sich heraus, dass die bewertete Qualität nicht nur von dem Stimulus an sich, sondern auch

von äußeren Faktoren, wie etwa der Testsituation oder der Persönlichkeit der Testperson abhängt.

Auch die Bewertungsskala kann einen Einluss auf die Selbstsicherheit haben. Gerade bei neuen

Technologien wie etwa 3D-Fernsehen und -kino können WissenschaerInnen nicht zwangsläuig

vorherige Ergebnisse heranziehen, um Qualitätsbewertungen vorzunehmen. Hier ist es wichtig,

auch abzuschätzen, inwieweit neue Technologien TeilnehmerInnen verunsichern und damit ihre

Bewertungen verfälschen.

In dieser Arbeit soll mehreren Fragen nachgegangen werden, unter anderem, ob die Selbstsicher-

heit von ExperimentteilnehmerInnen effektiv gemessen werden kann, welche persönlichen Fak-

toren das Bewertungsverhalten beeinlussen, und welche Auswirkungen die Sicherheit wiederum

auf die Qualitätsbewertungen hat. In unseren Experimenten berücksichtigen wir auch Persön-

lichkeitsmerkmale und versteckte Messungen, wie etwa die Bewertungszeit der TeilnehmerInnen.

Wir zeigen auf, wie stark sich das individuelle Bewertungsverhalten zwischen Personen unterschei-

den kann, und schlagen neue Analysemethoden für QoE-Experimente vor. Diese erlauben bessere

Einblicke in Experimentdaten und sollen WissenschaerInnen helfen, QoE besser vorauszusagen.
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