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Chapter 1

Introduction

1.1 Motivation

Almost 55 years after the first laser was set into operation, this tech-
nology has penetrated in almost every field of human life. Despite the
wide spread application and success of the ’non-contact’ laser technol-
ogy, many fundamentals in laser-matter interaction are still insufficiently
studied and understood. [1]

A key characteristic of laser pulses is the fluence which is defined as
the energy per area that the pulse irradiates. The threshold fluence,
i. e. the fluence at which material modification sets in, was found to be
a material constant for a given set of experimental parameters such as
pulse duration, wavelength, number of pulses, and repetition rate. These
characteristics are important from two sides: On the one hand, laser
machining (cutting, drilling, etc.) requires fluences above the threshold
whereas optical (lenses, mirrors, etc.) and telecommunication systems
(fibers) need to be irradiated with fluences below the threshold in order
to avoid damage.

Although the fluence is specified as the energy per area, it is not an inde-
pendent quantity. It has been observed that the size of the illuminated
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2 CHAPTER 1. INTRODUCTION

area influences the threshold fluence of a material. Therefore, the spot
size dependence of laser-induced modification threshold is an important
topic.

1.2 State of the art

Fluence or energy density is defined as energy of the laser pulse per area.
Threshold fluence is the characteristic fluence of a material for any visual
modification (ablating, modifying the surface, change of color, etc.). The
threshold fluence is not an absolute parameter and depends on the area
that the laser light irradiates.

The first work acknowledging the impact of the illuminated area on the
modification threshold was performed with a ruby laser with a pulse du-
ration of 8 ns. [2] The areas of the sample were illuminated by one pulse
only. The spot size was varied from 52 to 250µm and the impact on
the modification threshold was examined. This work presented a model
describing this dependency, known as the point defect model, which is de-
scribed in details in Chap. 2.3.1. This model suggests that the decrease in
the modification threshold is due to point defects located on the sample.
The defect density of the sample was altered by changing the quality of
an optical coating on a glass substrate. A mean distance between the de-
fects d0 was determined by scanning electron microscopy. A probability
of sample modification was measured by probing the sample’s reflectiv-
ity with a helium-neon laser beam before and after illumination with the
ruby laser. Fig. 1.1 and 1.2 show the modification threshold as a function
of spot size.

In both cases, a distinct decrease of the modification threshold for larger
spot sizes is observed. By fitting the point defect model on the exper-
imental data, the mean distance between the randomly distributed de-
fects was determined. As seen from the figures, the fitted mean distance
between the defects in both cases is greater than the measured mean
distance. It was concluded that the distribution of coating defects plays
an important role in the spot size dependence.
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Figure 1.1: Spot size dependence of the modification threshold for ZrO2 thin film
coatings on glass with a pulse duration of 8 ns at 694 nm. [2]

Figure 1.2: Spot size dependence of the modification threshold for ZnS thin film
coatings on glass with a pulse duration of 8 ns at 694 nm. [2]
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Figure 1.3: Ablation threshold measured at various repetition rates and beam di-
ameters on a slice of tooth with 130 fs pulse duration at 800 nm. [3]

The dependency of threshold fluence on the illuminated area has also
been observed with ultrashort pulsed lasers. [3] They investigated this
phenomenon on a 1 mm thick tooth slice with pulses with a duration of
130 fs at 800 nm. Using lenses with different focal lengths, the input beam
diameter of 1.65 mm was reduced to 130, 175 and 260µm. Repetition
rates of 100, 500 and 1000 Hz were used. The results are shown in Fig. 1.3.

The graph suggests decreasing threshold fluences at high repetition rates
and large spot sizes. The effect of the beam size on the threshold fluence
is more pronounced for higher repetition rates. In this work, a model
was suggested that describes this effect as a result of heat accumulation
in the sample. This model will be discussed in detail in Chap. 2.3.2.

The heat accumulation model described above was also investigated with
a laser source of 800 nm that delivers 30 fs pulses at a repetition rate of
1 kHz. [4] The barium borosilicate glass sample was placed at various po-
sitions relative to the focal plane to achieve different spot sizes. Modifica-
tion was performed with 1000 pulses per site. The resulting modification
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Figure 1.4: Modification threshold fluences of barium borosilicate glass in depen-
dence on the beam radius with 30 fs pulses at 800 nm. [4]

thresholds as a function of the spot sizes are shown in Fig. 1.4.

A significant decrease in the modification threshold is observed for larger
spot sizes. At beam radii greater than 150µm, the effect becomes more
evident. The dotted curve is the best fit of the abovementioned heat
accumulation model. The solid curve represents the best fit of the point
defect model.

A strong spot size dependence of etch depth was observed for the abla-
tion of pig cornea with infrared free electron lasers. [5] This type of laser
showed a complex pulse structure in which 3 to 5µs long macropulses
were delivered at 1 to 30 Hz. However, each macropulse was composed
of a micropulse train of 1 ps long pulses at a repetition rate of 2.85 GHz.
These pulses behave like microsecond pulses due to heat accumulation
of the ps-trains but allow nonlinear coupling due to the high transient
intensities. The ablation was performed with different wavelengths and
different spot sizes to determine which parameter has the greater impact
on ablation efficiency. The chosen wavelength were 2.77, 3.32, 5.97, 6.26
and 6.45µm. These are the five wavelengths that cornea has match-
ing absorption coefficients, specifically targeting protein and water. The
experiments covered a wide range of fluence from 5 to 250 J cm−2 and
examined the ablation process in terms of etch depth.
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Figure 1.5: Wavelength dependence of the mean etch depth per pulse on pig cornea.
A free electron laser with a complex pulse structure with 3 to 5µs long macropulses
at 1 to 30 Hz was employed. Each macropulse was composed of a micropulse train of
1 ps long pulses at a repetition rate of 2.85 GHz. [5]

The mean etch depth per pulse δ as a function of wavelength λ and single
pulse fluence F was measured. As shown in Fig. 1.5, the slope of δ(F )
is much larger for wavelengths that predominately target protein modes
(5.97, 6.26, and 6.45µm). The steeper slope indicates higher ablation
efficiency. It can be concluded that the ablation is wavelength-dependent.

To decouple λ and w, additional data were collected with different lenses.
In some cases, w was varied further by placing a variable aperture be-
fore the lens. In this second data set, the slope of δ(F ) is highly spot
size dependent, even for a single wavelength. As shown in Fig. 1.6 the
efficiency decreases with spot size.

Directly comparing the etch-depth measurement at various wavelength
but comparable spot sizes is shown in Fig. 1.7. Even for two wavelength
that appear most different in Fig. 1.5 (2.77 and 6.45µm), measurements
of δ(F ) overlap strongly when both wavelengths are focused to w ≈
75µm.

It was concluded that the ablation efficiency, or the slope of δ(F ), has a
strong dependence on the target (water, protein), but no dependence is
found when one compensates the spot size effects. Most ablation studies
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Figure 1.6: Spot size dependence of the mean etch depth per pulse on pig cornea.
A free electron laser with a complex pulse structure with 3 to 5µs long macropulses
at 1 to 30 Hz was employed. Each macropulse was composed of a micropulse train of
1 ps long pulses at a repetition rate of 2.85 GHz. [5]

Figure 1.7: Comparison of two different wavelength from Fig. 1.5 at comparable
spot sizes. A free electron laser with a complex pulse structure with 3 to 5µs long
macropulses at 1 to 30 Hz was employed. Each macropulse was composed of a mi-
cropulse train of 1 ps long pulses at a repetition rate of 2.85 GHz. [5]
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Figure 1.8: Modification threshold vs. laser beam diameter for single- and multi-
pulse laser treatment of fused silica with 13.5 ns pulses at 1064 nm. Lines to guide
the eye. [6]

implicitly assume that making constant fluence comparisons eliminates
spot size impacts. In the present data, that assumption in clearly not
valid.

The importance of optical fibers made of fused silica as a common method
of transmitting high laser pulse energies is a well known matter. Failure
of these fibers is a significant risk. Therefore the laser-induced modifica-
tion thresholds of fibers were investigated. [6] The modification threshold
fluences of fused silica fibers with different core diameters were investi-
gated. The applied laser source was a Q-switched Nd:YAG laser system
that delivered 13.5 ns pulses at 1064 nm with a repetition rate of 10 Hz.
The different spot sizes were achieved by an adjustable beam expander
consisting of three lenses. Single- and multi-pulses (10-on-1 and 100-on-
1) tests were performed. The fluence of the laser was increased stepwise
for determining the probability curve of laser-induced damage. Fig. 1.8
represents the results of the modification threshold as a function of beam
diameter for single- and multipuls exposure.

For single- and multi-pulse exposure, the modification threshold decreases
with beam radius. In general, the modification threshold decreases slightly
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Figure 1.9: Modification threshold of fused silica vs. laser beam diameter for 1-on-1
modification test with 13.5 ns pulses at 1064 nm. The data points were fitted with
the point defect model. [6]

with higher pulse numbers per site, reflecting a weak incubation effect.
For beam diameters smaller than 40µm, the incubation effect seems to
be more obvious. This phenomenon can however also be assigned to the
influence of the beam positioning stability of the laser beam.

The modification threshold measurements for 1-on-1 were performed for
examination of the point defect model. The results are shown in Fig. 1.9.
The model was applied to yield the threshold fluence. The fit of the
experimental data delivers 890 J cm−2 as the intrinsic threshold fluence
and 297 J cm−2 as the fluence of defect-mediated material modification.
The value of the intrinsic threshold fluence is in good agreement with the
bulk modification threshold of about 800 J cm−2 determined for single
pulse, 12 ns treatment of fused silica at 1064 nm.

The damage probability as a function of fluence is depicted in Fig. 1.10.
The probability was measured for an optical multimode fiber type with
200µm core diameter and a beam diameter of 32µm. It was concluded
that the modification threshold decreases with increasing beam diameter
and the point defect model explains this sufficiently.

There is however no unanimous agreement on the decrease of the modi-
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Figure 1.10: Modification probability curve for an optical multimode fiber with the
beam diameter of 32µm with 13.5 ns pulses at 1064 nm. [6]

fication threshold with increasing spot size. There are other works show-
ing contradictory results that can be explained with shielding effects. [7]
In this work, a KrF excimer laser at 248 nm was used. Pulse dura-
tions were 24 ns and 500 fs. Parts of the experiment were performed in
a vacuum chamber that could be evacuated down to a pressure of about
5 · 10−3 mbar. The change of the ablation rate, i. e. the ablation depth
per pulse, for different materials as a function of the laser beam diameter
is investigated. The results are depicted in Fig. 1.11. The results indicate
that for higher spot sizes, the ablation rate decreases.

These results are supposed to be mainly due to the attenuation of the
incident beam by absorption and scattering on the ablation plume. To
confirm this, the attenuation of the radiation was directly measured at
the sample surface as a function of fluence. The results indicate that the
ablation process at high fluences (in comparison to the threshold fluence),
is strongly influenced by the interaction between the incoming radiation
and the ablation plume.

Two special cases are shown in Fig. 1.12. The ablation rate of Polycar-
bonate was measured with the treatment of the sample with ultrashort
pulses (500 fs) and was compared to ablation with 24 ns in vacuum and
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Figure 1.11: Change of the ablation rate at 248 nm with pulse duration of 24 ns for
different materials as a function of the laser beam diameter. Circles: Polycarbonate,
Stars: Polyethylene terephthalate, Squares: Polyimide, Crosses: Heavy flint glass,
Diamonds: Aluminum oxide. [7]

at ambient atmosphere. The ablation rate does not depend on the spot
size if the femtosecond pulses are used. The change of the ablation rate
in vacuum is slightly higher than the rate for ablation under ambient
atmosphere and the spot size dependence is more pronounced. If the
ablation is performed in vacuum, the ablation plume can expand un-
hindered. Due to fewer collisions with surrounding gas molecules, the
ablation plume thins out more quickly. Therefore, the attenuation of the
incoming beam decreases faster. This causes a more pronounced spot
size dependence.

The observed size independence for femtosecond pulse ablation fits this
assumption. In this case, no ablation plume develops during the laser
pulse. The energy for the ablation is only deposited in the material
during the short time where the pulse radiates.

Another work suggesting the shielding effects is laser percussion drilling
of silicon wafers investigated because of their importance in electron-
ics. [8] A systematic study on the spot size effect of laser drilling of
silicon was performed. The Si wafer was 50µm thick. The applied laser
sources were a KrF excimer laser with a wavelength of 248 nm and pulse
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Figure 1.12: Change of the ablation rate of Polycarbonate at 248 nm vs. the laser
spot diameter. Crosses: 500 fs in vacuum, Triangles: 24 ns in ambient atmosphere,
Squares: 24 ns in vacuum. [7]

durations of 20 ns and a Nd:YAG laser at a wavelength of 266 nm and
a pulse duration of 60 ps. Both lasers were operated at 20 Hz. Different
spot sizes in the range of 9 to 220µm were achieved using a stainless steel
stencil mask.

The shot dose (SD), i.e. the number of pulses necessary to drill through
the wafer was measured for fluences ranging from 7.5 to 13.2 J cm−2.
From Fig. 1.13 it is evident that, at fixed laser fluences, there is a strong
dependence of SD on the spot size. The experimental results for nanosec-
ond drilling can be qualitatively explained in terms of the shielding effect
of the incoming laser pulse by the ablation plume. The ablation plume is
expanding with a certain angle distribution over the surface of the target
and only the central portion of the plume will interact with the nanosec-
ond laser pulse. In general, the smaller the ablated spot size, the smaller
the relative part of the ablated material that falls within the laser beam
path, thus the smaller the overall shielding effect. The plume expands on
a nanosecond time scale. With tens of picoseconds long pulses, this im-
pact is minimized, if not absent, which is in accordance with the results
for picosecond drilling shown in the inset of Fig. 1.13.

There is a model suggested that explains the shielding effect in ablation
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Figure 1.13: Shot dose on silicon as a function of laser beam diameter for different
laser fluence with 20 ns pulses at 248 nm. The inset shows the results obtained with
60 ps pulses at 266 nm, and the dashed line is the average value. [8]

with ns pulsed lasers. [5, 8] However, since the applied laser source in this
thesis is an ultrafast laser, the shielding effect does not apply and will
not be treated in more detail. As evident from Fig. 1.14, ablation and
evaporation starts at around 100 ps after the laser energy deposition. [9]
At this time, the intensity of an ultrashort laser pulse is already zero and
no interaction with the plume is possible. Consequently, no shielding of
laser irradiation by the plume can occur.
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Chapter 2

Theoretical

2.1 Gaussian beam

A realistic model of a beam has to have the properties of both, plane
waves and spherical waves. Plane waves are characterized by wavefronts
(surfaces of constant phase) that are infinitely extended, parallel planes.
They exhibit a pronounced directional characteristics but completely lack
localization in space. Spherical waves, on the other hand, have wave
fronts in the shape of spherical shells. They are localized in space but
lack the directional characteristics. [10]

A plane, monochromatic wave is given by

~E(~x, t) = a(~x) ~n exp(̂i ω t) = A(~x) ~n exp(−î(k z − ω t)) (2.1)

where ω is the frequency, ~n is the unit vector, and î =
√
−1 is the

imaginary unit.

Using this ansatz around one axis of the spherical wave yields a beam-like
wave function that combines the characteristics of a plane wave and a
spherical wave.

15
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z

x

Figure 2.1: Schematic representation of the phase fronts of a spherical wave.

The spheric wave is described by

~E(~x, t) =
A0

|~x|
exp(−î k |~x|) exp(̂i ω t) . (2.2)

Its phase fronts are spherical shells that propagate with a speed of vph =
ω
k
. The distance between adjacent phase fronts is the wavelength λ. A

schematic of the phase fronts of a spherical wave is shown in Fig. 2.1.

Utilizing
√

1 + x ≈ 1 + x
2
, a paraxial approximation along the z-axis (cf.

Fig. 2.1) for x2 + y2 � z2 is

|~x| =
√
x2 + y2 + z2 = z

√
1 +

r2

z2
≈ z +

r2

2 z
(2.3)

where r2 = x2 + y2 is the distance from the z axis. The second term, r2

2 z
,

is zero for small values of r, and thus neglected for the amplitude but
taken into account for the phase. From this, the spatial dependence of
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spherical wave close to the axis results in

A0

|~x|
exp(−î k |~x|) ≈ A0

z
exp

(
−îk r

2

2 z

)
exp(−î k z) . (2.4)

This wave has the form of a plane wave as given in Eq. 2.1 and has an
amplitude of

A(x) =
A0

z
exp

(
−îk r

2

2 z

)
. (2.5)

The phase fronts are now rotational paraboloids around the z axis and
coincide with spherical waves at z = 0. This function also fulfills the
wave equation but exhibits a singularity at z = 0. By replacing z with
q = z + î zR, the singularity can be eliminated. Here, z is the distance
from the focus and zR is the Rayleigh range. The wave is then given by

a(x) = A(x) exp(−î k z) with (2.6)

A(x) =
A0

q
exp

(
−îk r

2

2 q

)
=

A0

z + î zR
exp

(
−î k r2

2(z + î zR)

)
.(2.7)

Separating 1
q

into its real and imaginary parts yields

1

q
=

1

z + î zR
=
z − î zR
z2 + z2R

=:
1

R
− î 2

k w(z)2
(2.8)

where the radius of curvature of the phase front R and beam radius w
are given by

R(z) = z

[
1 +

(
zR
z

)2
]

and (2.9)

w2(z) = w2
0

[
1 +

(
z

zR

)2
]

with (2.10)

w2
0 =

2 zR
k

=
λ zR
π

. (2.11)

For analyzing the properties of this wave function, the intensity distri-
bution is calculated, resulting in

I(~x) =
a a∗

2 Z0

∝
∣∣∣∣∣ A0

î zR

∣∣∣∣∣
2

w2
0

w(z)2
exp

(
−2

r2

w(z)2

)
(2.12)
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(a) (b)

Figure 2.2: A 2-dimensional (a) and an 3-dimensional (b) representation of a Gaus-
sian beam.

where Z0 ≈ 377 Ω is the impedance of free space. With I0 = I(~0) Eq. 2.12
can be rewritten as

I(~x) = I0
w2

0

w(z)2
exp

(
−2

r2

w(z)2

)
(2.13)

As Eq. 2.13 shows, the transverse intensity profile is given by a Gaussian
function and therefore this beam is called a Gaussian beam. The intensity
distribution of a Gaussian beam is shown in Fig. 2.2.

The Gaussian beam radius w(z) is defined as the distance from the
axis where the intensity drops to exp(−2) of its maximum. Conferring
Eq. 2.10, at z = 0, the beam radius is w(0) = w0, which is denoted
the beam waist radius. With increasing |z|, the beam radius increases
according to Eq. 2.10. At a distance zR from the focus, the beam radius
is w(z) =

√
2 w0. zR is called the Rayleigh range and for |z| < zR, the

beam is considered to be in focus.

2.2 Modification threshold determination

A well-established method for threshold fluence determination is the A−
lnE approach. [11, 12, 13, 14] The fluence distribution of a Gaussian
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beam is given by

F (r) = F0 exp

(
−2

r2

w2

)
(2.14)

where F0 is the fluence at the center of the beam, w is the beam radius,
and r is the distance from the symmetry axis (cf. Eq. 2.13). The as-
sumption of the A − lnE model is the existence of a threshold fluence
Fth at which material modification sets in. Denoting the radius at which
F = Fth as R and rearranging Eq. 2.14 yields

R(F0) = w

√
1

2
ln
(
F0

Fth

)
(2.15)

which is the radius up to which modification occurs. Consequently, the
modified surface area A = R2 π is given by

A(F0) =
w2 π

2
ln
(
F0

Fth

)
=

=
w2 π

2︸ ︷︷ ︸
=s

lnF0 + (−1)
w2 π

2
lnFth︸ ︷︷ ︸

=i

(2.16)

which is a linear dependence with slope s and intercept i of A on lnF0.
The modified surface area can easily be measured with a calibrated light
microscope. If the beam radius w is known, the modification threshold
Fth can be determined according to this equation.

It is however not necessary to determine the beam radius by other means.
Obviously, the energy contents of a pulse is given by the integral over the
fluence (Eq. 2.14):

E =
∫ 2 π

0
dφ︸ ︷︷ ︸

=2 π

∫ ∞
0

dr r F0 exp

(
−2

r2

w2

)
︸ ︷︷ ︸

=w2

4

=

=
w2 π

2
F0 (2.17)

Rearranging this equation yields

F0 =
2 E

w2 π
(2.18)
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which can be inserted into Eq. 2.19 to yield an expression that allows to
simultaneously obtain the beam radius and the threshold fluence:

A(F0) =
w2 π

2
ln
(

2 E

w2 π Fth

)
=

=
w2 π

2︸ ︷︷ ︸
=s

lnE +
w2 π

2
ln
(

2

w2 π Fth

)
︸ ︷︷ ︸

=i

(2.19)

Fitting this equation to experimental data allows to determine Fth and
w according to

w =

√
2 s

π
and (2.20)

Fth =
(
s exp

(
i

s

))−1
. (2.21)

2.3 Spot size dependence of modification

threshold

Although the dependence of the laser-induced modification threshold on
the diameter of the laser spot is clearly acknowledged, there are merely
two quantitative models that treat this phenomenon: The point defect
model and the heat accumulation model.

2.3.1 Point defect model

The point defect model relies on the assumption that the surface of a
material is covered with randomly distributed point-sized defects. If a
defect is irradiated with a fluence greater than the threshold for defect-
mediated modification Fd, surface modification occurs. [2]

According to Poisson’s statistics, the probability for n randomly dis-
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tributed defects to be present on a surface with area A is given by

Pn =
(ρ A)2

n!
exp(−ρ A) (2.22)

where ρ is the density of defects on the surface. From this, it can be
concluded that the probability to have 0 defects in the area A is given
by

P0 = exp(−ρ A) . (2.23)

On the other hand, it is trivial that the probability to have 0 to∞ defects
in the area A is 1 and given by

∞∑
n=0

Pn = 1 . (2.24)

The probability to have at least 1 defect in area A is thus given by

P1...∞ =
∞∑
n=1

Pn =
∞∑
n=0

Pn − P0 = (ρ A)2 exp(−ρ A)
∞∑
n=0

1

n!︸ ︷︷ ︸
=exp(1)

− exp(−ρ A) =

= 1− exp(−ρ A) (2.25)

The fluence F of a Gaussian beam irradiating a sample is distributed
according to

F (r) = F0 exp

(
−2

r2

w2

)
(2.26)

where w is the Gaussian spot radius, r is the distance from the center of
the beam and F0 is the fluence in the center of the beam (cf. Fig. 2.3,
Eq. 2.13).

Solving this equation to r and calculating the area A = r2 π yields the
area in which the fluence is greater than F for a beam with a maximum
fluence of F0:

A(F, F0) =
w2 π

2
ln
(
F0

F

)
(2.27)
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Figure 2.3: Fluence distribution of Gaussian beams with different maximum fluences
(cf. Eq. 2.26). The dashed lines indicate the diameter where the fluence of the beam
is greater than Fd.

Thus, Ad(F0) = A(Fd, F0) is the area in which the fluence is sufficient
to modify the material in case of the presence of a defect.

Combining equations 2.27 and 2.25 yields the probability to irradiate at
least one defect with a fluence greater than Fd:

Pd = 1−
(
F0

Fd

)(− 1
2
w2 π ρ)

(2.28)

Figure 2.4 shows a plot of Eq. 2.28 for four different defect densities. A
higher defect density yields a steeper curve, resulting in a more abrupt
transition from high to low damage probability.

2.3.2 Heat accumulation model

The energy a laser deposits in a material will ultimately be converted
to heat, resulting in a local temperature rise. Especially for multi-pulse
experiments with high repetition rates, heat accumulation becomes sig-
nificant. Figure 2.5 sketches the temperature (bottom) for multiple laser
pulses (top) for low (left) and high (right) repetition rates (not drawn to
scale).
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Figure 2.4: Probability curve calculated according to Eq. 2.28, showing the proba-
bility of modification for different defect densities.

(a) (b)

Figure 2.5: Local temperature (bottom) for multi-pulse laser irradiation (top) for
low (left) and high (right) repetition rates. (a) The sample cools down to ambient
temperature between laser pulses. (b) Due to the high repetition rate, heat accumu-
lation occurs, resulting in high temperatures.
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(a) (b)

Figure 2.6: A large spot (a) shows linear diffusion behavior whereas a small spot
(b) has a hemispheric characteristic.

To a first order approximation, the heat is generated on a surface layer
with the size of the laser spot and will subsequently dissipate along the
temperature gradient. For the limit of a small spot size (r → 0) diffusion
will be hemispheric whereas a large spot (r →∞) will mainly show linear
diffusion into the bulk (cf. Fig. 2.6).

The influence of the spot size on cooling can be compared with a sphere
of radius r which consequently has volume V = 4

3
π r3 and surface area

S = 4 π r2. Heat capacity is related to the volume whereas cooling is
related to surface area. The surface to volume ratio

S

V
=

3

r
(2.29)

is inversely proportional to the radius of the sphere, indicating that cool-
ing is more efficient for smaller spot sizes.

The heat accumulation model assumes that, when a critical temperature
Tc is reached, surface modification occurs. [3] The fluence necessary to
reach Tc is denoted Fth. The change in temperature upon laser illumina-
tion is given by

∆T =
α F w2 νrep
4 c ρ d K

∑
n

1

n+ T + νrep w2

8 K

(2.30)

where α is the fraction of radiation that is absorbed, F is the incident
fluence, w is the Gaussian beam radius, νrep is the laser repetition rate,
c is the heat capacity, ρ is the density, d is the sample thickness, and K
is the thermal diffusivity.
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For a large number of pulses, the sum can be approximated by an integral,
resulting in

∆T =
α F w2 νrep
4 c ρ d K

ln
8 νrep t K

νrep w2
=
α F w2 νrep
4 c ρ d K

ln
8 t K

w2
. (2.31)

At ∆T = Tc, surface modification occurs and thus F (Tc) = Fth. Substi-
tuting this into Eq. 2.31 and rearranging yields

Fth =
4 c ρ d K Tc

α νrep w2 ln 8 N K
νrep w2

(2.32)

where N is the total number of pulses incident on the sample.

The fundamental quantity here is νrep w2

D
which is the ratio of diffusion

time to the repetition rate. The effective threshold decreases with the
increase of spot size and repetition rate.

2.4 Formulation of the hypothesis to be

tested

The two prominent theories of spot size dependence of laser-induced mod-
ification thresholds lack a wide experimental investigation. The goal of
this thesis is to examine the theories and investigate with the experimen-
tal data whether or not the theories can be supported.

2.4.1 Point defect model

As seen from Eq. 2.28, the point defect model suggests that the probabil-
ity to modify a surface depends on the fluence, the spot radius, and the
density of defects. Therefore, varying the fluence and determining the
modification probability for each fluence should yield a curve as predicted
by Eq. 2.28 as shown in Fig. 2.4.
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For testing the point defect model, silicon wafer samples will be prepared
with different densities of defects. Laser modification experiments with
different fluences and spot radii will be performed and the probability of
sample modification as a function of fluence will be determined. Then,
the experiment will be repeated for larger spot sizes. This should yield
a lower threshold fluence.

If the model yields

• curves of Pd(F ) in the shape as the model predicts,

• reasonable values for Fd, and

• the correct trend and reasonable values of ρ

then the model can be further supported.

2.4.2 Heat accumulation model

A different approach was taken for testing the heat accumulation model.
Based on the characteristic parameters of silicon, various values for the
critical temperature will be assumed and the theoretical curve for Fth(w)
will be plotted. If the experimental values of Fth lie within an acceptable
band of Tc, the model can be further supported.



Chapter 3

Experimental setup

3.1 Laser Setup

The optical setup depicted in Fig. 3.1 utilizes a modified Femtolasers
FemtoSource Scientific XL chirped pulse oscillator (CPO). This laser
delivers 60 fs pulses with an energy content of 200 nJ at a repetition
rate of 11 MHz. The titanium-doped sapphire gain medium is pumped
with a commercial DPSS laser (Coherent Verdi V-18, Nd:YVO4, 18.5 W,
532 nm). The output of the CPO passes two 0.7 % reflectivity beam
splitters for spectral monitoring (Ocean Optics USB4000) and clock syn-
chronization for the timing unit of the pulse picker. A following Keplerian
telescope eliminates the beam divergence and expands the beam to a di-
ameter of approximately 4 mm to maintain a collimated beam over the
distance of the optical setup. A half-wave plate rotates the polarization
from vertical to horizontal to minimize reflection losses in the following
prism compressor. A half-wave plate, mounted in a computer-controlled
Newport Picomotor Rotary Stage in combination with a polarizing beam
splitter cube attenuates the laser energy to the desired value. A 0.7 %
reflectivity beam splitter in combination with a custom-built calibrated
photodiode serves for pulse energy monitoring. The combination of a
Pockels cell (Cleveland Crystals QX1020, KD*P) and a polarizing beam
splitter cube is used to facilitate computer-controlled arbitrary pulse

27
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Figure 3.1: (a) A schematic representation of the femtosecond laser setup employed.
fs-CPO: femtosecond chirped pulse oscillator, S: spectrometer, T: clock synchroniza-
tion for the timing unit of the pulse picker, D: photodiode for pulse energy monitoring,
PC: Pockels cell. (b) A photograph of the setup described in (a).

picking up to repetition rates of 10 kHz. The beam is further guided
into a modified Zeiss AxioImager.M1 research microscope equipped with
dichroic mirrors allowing an in situ monitoring of the machining process.
Focussing is achieved with a Zeiss EC Plan-NEOFLUAR 10x/0.3 objec-
tive, resulting in a beam radius of (1.60± 0.04)µm in the focal plane.

3.2 Pulse duration characterization

A short event, such as a laser pulse is typically measured with an even
shorter event. The motion of a fast moving machine can be ’frozen’
with a strobe light, a nanosecond laser pulse can be resolved with fast
optoelectronics (e. g. a photodiode) and a pulse with several picoseconds
of duration can still be resolved with a streak camera. For ultrafast laser
pulses with durations of only a few optical cycles, this approaches are not
applicable anymore. The fastest event available is, in fact, the event to
be measured itself. Amongst other techniques, intensity autocorrelation
as well as frequency-resolved optical gating (FROG) apply this approach.
The laser pulse ’gates’ itself in order to measure its transient intensity
distribution. For both intensity autocorrelation and FROG, the same
optical apparatus can be used. The difference between the two techniques
lies in the analysis of the recorded data. [15]

The applied autocorrelator (cf. Fig. 3.2) consists of a beam splitter (50 %
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Figure 3.2: Schematic diagram of an autocorrelator which can be applied for inten-
sity autocorrelation and frequency-resolved optical gating. (a) The two beams have
a delay of zero with respect to each other. (b) The beam, which is taking the path
over the corner reflector, is delayed with respect to the other beam.

reflectivity) which divides the pulse in two identical replica. One is vari-
ably delayed with a corner reflector mounted on a computer-controlled
positioning stage whereas the other one is guided via a stationary delay
line to an off-axis parabolic mirror which focusses both beams on the same
spot of a thin slice of β-barium borate (BBO). Due to the nonlinear op-
tical properties of BBO, the two beams are undergoing second harmonic
generation (SHG). Thus, in case of a titanium-doped sapphire laser, the
red (around 800 nm) input beam is partially converted to a blue (around
400 nm) beam. By adjusting the variable delay in such a way that the
optical path difference is shorter than c0 τ , with c0 = 299792458 m s−1

being the speed of light in vacuum and τ being the duration of the pulse,
a third, blue beam is emitted from the BBO, created by sum-frequency
generation (SFG) between the two other rays. For larger delays, the two
pulses do not reach the BBO at the same time, so the photons of the
two beams can not interact simultaneously with the BBO and the third
beam can not be formed. The intensity of this beam is proportional to
the product of the intensities of the two beams and thus maximum at
zero delay.

Intensity autocorrelation solely evaluates the intensity of the SFG beam.
The temporal intensity profile I(t) of an ultrafast pulse, centered around
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t = 0 is given by

I(t) = I0 exp

(
−4 ln 2

t2

t2fwhm

)
(3.1)

where I0 is the maximum intensity and tfwhm is the full width at half
maximum (FWHM) pulse duration. Consequently, the intensity profile
of the two beams mentioned above are given by

I1(t) = I0 exp

(
−4 ln 2

t

tfwhm

)
and (3.2)

I2(t, t0) = I0 exp

(
−4 ln 2

(t− t0)2

t2fwhm

)
(3.3)

where t0 is the delay of the second beam. The SFG signal is thus given
by

ISFG(t, t0) = I
(SFG)
0 exp

(
−4 ln 2

t

tfwhm

)
exp

(
−4 ln 2

(t− t0)2

t2fwhm

)
(3.4)

with I
(SFG)
0 being the maximum intensity of ISFG. A slow (on the

timescale of the ultrashort pulse) detector (e. g. a photodiode), which has
a time constant significantly greater than the pulse duration τ , does not
record the temporal profile of the SFG pulse but measures the integral:

ESFG(t0) =
∫ +∞

−∞
dt I

(SFG)
0 exp

(
−4 ln 2

t

tfwhm

)
exp

(
−4 ln 2

(t− t0)2

t2fwhm

)
=

= I
(SFG)
0 tfwhm

√
π

8 ln 2︸ ︷︷ ︸
=E0

exp

(
−2 ln 2

t20
t2fwhm

)
(3.5)

From the equation above, one expects that the brightness of the SFG
beam varies according to a Gaussian curve where the width depends on
tfwhm. The FWHM of this Gaussian is obviously given by t

(fwhm)
0 =√

2tfwhm. The significance of this is that, from measuring ESFG as a
function of t0 (which is experimentally easily available as the optical
path length difference imposed by moving the corner reflector with a
positioning stage) and determining the FWHM of this curve, the FWHM
pulse duration of the ultrashort pulse can be determined according to

tfwhm =
t
(fwhm)
0√

2
. (3.6)
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Although this approach is appealingly simple, it lacks sensitivity for
pulses with a complex shape. Furthermore, a misaligned intensity au-
tocorrelator can yield wrong pulse durations. The brightness of the SFG
beam can decrease not only by an increase in delay time but also by
a decrease of the spatial overlap of the beams on the BBO upon vary-
ing the delay. Another shortcoming of the intensity autocorrelation is
the inability of recovering both, the temporal amplitude as well as the
temporal phase of the pulse. It can be mathematically proven that an
intensity autocorrelation measurement consisting of n delay data points
is incapable of recovering the 2 n data points (n data points for the am-
plitude, n data points for the phase) which fully characterize the pulse.
To circumvent this problems, FROG was conceived. The general assem-
bly of the intensity autocorrelator is also applied in a FROG setup, the
photodiode is however replaced with a spectrometer. This measure al-
lows to record for each delay point n spectral lines, yielding a total of n2

data points. Since a pulse is fully characterized by 2 n data points, this
measurement yields (for n > 2) a significant over-provisioning. From this
n2 data points, one can not only retrieve the fully characterized pulse,
the excess of data also allows for error-checking and a misaligned auto-
correlator will be easily identified. The mathematical toolkit to retrieve
the pulse from the measured data points is highly involved and will not
be treated here in detail.

For this study, both FROG and autocorrelation measurements were per-
formed. After carefully aligning the autocorrelator and verifying this with
a FROG measurement, intensity autocorrelation was used to regularly
validate the correct tuning of the laser and prism compressor. Fig. 3.3
shows a typical pulse shape retrieved with FROG.

3.3 Beam profiling

The investigation of the spot-size dependence of laser induced modifi-
cation thresholds requires a precise knowledge of the irradiated area,
quantified by the Gaussian beam radius w. For the determination of
the beam radius, the knife-edge approach was chosen. [16] Figure 3.4a
shows a schematic conception of a knife-edge beam profiler. The beam is
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(a) (b)

(c) (d)

Figure 3.3: Frequency-resolved optical gating (FROG) results obtained from the
utilized laser system. (a) Experimental FROG trace. (b) Retrieved FROG trace.
(c) Temporal electrical field amplitude (left axis, red) and temporal phase (right axis,
green). (c) Spectral intensity (left axis, red) and spectral phase (right axis, green).
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Figure 3.4: (a) Schematic conception of a knife-edge beam profiler. PD: Photodiode.
(b) The razor blade, mounted to a microscope slide used as knife-edge for profiling in
x or y direction.

passing through the same optical system as used for laser-induced mod-
ification threshold experiments, directly yielding the profile of the beam
at the position of the sample. The beam is focussed by the microscope
objective whereas a second lens (plano-convex, 25.4 mm focal length),
placed confocally, collimates the beam which is then registered by a pho-
todiode. A razor blade, mounted as object in the microscope (Fig. 3.4b),
can be pushed through the beam, thus attenuating the intensity reaching
the photodiode.

Without loss of generality, beam profiling along the x axis is assumed.
From a formal point of view, the photodiode is illuminated with a power
of

Ppd(r, z) =
∫ x

−∞
dx′

∫ +∞

−∞
dy′ I(x′, y′) =

= I0(z)︸ ︷︷ ︸
= 2 P
w(z)2 π

∫ x

−∞
dx′ exp

(
−2

x′2

w(z)2

)
︸ ︷︷ ︸
=
w(z)
2

√
π
2 (1+erf(

√
2 x
w(z)))

∫ +∞

−∞
dy′ exp

(
−2

y′2

w(z)2

)
︸ ︷︷ ︸

=w(z)
√

π
2

=

=
P

2

(
1 + erf

(√
2

x

w(z)

))
(3.7)

where r0 is the position of the edge of the blade, z is the distance from
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the focal plane, I0 is the intensity at the center of the beam, w is the
beam waist radius and erf(x) = 2√

π

∫ x
0 dx

′ exp(−x2) is the Gaussian error

function. From fitting this equation to experimental data, w(z) can be
obtained.

Furthermore, w(z) in a Gaussian beam is given by

w(z) = w0

√
1 +

(
z

zR

)2

(3.8)

with w0 being the Gaussian beam waist radius and zR the Rayleigh range.
By fitting this equation to the w(z) values determined before, the beam
is fully characterized by w0 and zR and the beam diameter can accurately
be calculated for an arbitrary distance from the focus.

From this, the two parameters fully characterizing the spatial profile of
the beam are given by

w0 = (1.60± 0.02)µm and (3.9)

zR = (11.7± 0.4)µm . (3.10)

3.4 Sample preparation

Commercial silicon wafers served as substrate for the laser-induced mod-
ification threshold experiments. Three sets of samples were prepared:

• Samples with a surface quality as received.

• Samples with a slightly enhanced density of defects.

• Samples with a strongly enhanced density of defects.

The surface of the silicon samples to be equipped with a higher density
of defects were roughened with an aluminum oxide slurry with a particle
size of 9µm. The wafer was rubbed on the slurry in a circular motion for
one or five minutes to create a slightly or strongly enhanced density of
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defects, respectively. After this treatment, the samples were thoroughly
rinsed with distilled water to remove the slurry.

Before laser treatment, the silicon wafer samples were cleaned in an ul-
trasonic bath in acetone and distilled water for ten minutes each and
subsequently dried with compressed air.

3.5 Sample modification

For the laser-induced modification experiments, the silicon samples were
placed on the translation stage of the microscope and brought into or at
a certain distance out of the focus to yield the desired beam radius. For
each pulse energy, 50 sites of the sample were irradiated with 100 pulses at
a repetition rate of 1 kHz. The difference between two successive energies
was chosen to be 5 % in order to finely resolve the stochastic nature of
the process.

3.6 Sample characterization

Before the evaluation process, the samples were cleaned in an ultrasonic
bath as described before. With a Zeiss AxioImager.M1 research micro-
scope, the surface was examined for laser-induced modifications and the
percentage of the modified sites for each pulse energy was determined
and plotted according to Eq. 2.28. By fitting this equation to the exper-
imental data, the threshold for defect-mediated surface modification Fd
as well as the defect density ρ can be determined.

Measuring the surface area of the modified zones for various fluences
allows to obtain A− lnE (cf. Eq. 2.19) results based on the same exper-
iment.
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Chapter 4

Results and discussion

4.1 Beam radius

The importance of determining a precise beam radius for this study is
undeniable. For this, the knife-edge method was used (cf. Chap. 3.3).
The laser modification experiments were performed at three different
positions relative to the focal plane that resulted in beam radii of w =
(1.60± 0.04)µm, w = (3.2± 0.1)µm, and w = (4.8± 0.2)µm.

For confirming the beam radius at these three positions, the A − lnE
method described in section 2.2 was performed for all nine experiments.
This technique yielded beam radii relatively close to the results of the
knife-edge procedure. Figure 4.1 shows the results of the A− lnE tech-
nique (Eq. 2.19) for the laser treatment at three different distances from
the focal plane for the as-received sample.

The further confirmation of the beam radius was achieved by fitting the
A − lnE equation to the experimental data with the slope fixed to the
beam radius obtained from the knife-edge method (Eq. 2.16). By this,
the results yielded by the A − lnE method were validated. A typical
result of this technique is depicted in Fig. 4.2.

37
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Figure 4.1: Experimental results for the average modified area of the as-received
silicon wafer sample treated at different fluences. The black line is the best fit of
Eq. 2.19 to the experimental data points. (a) w = (1.60 ± 0.04)µm, (b) w = (3.2 ±
0.1)µm, (c) w = (4.8± 0.2)µm
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Figure 4.2: Experimental results for the average modified area of the as-received
silicon wafer sample treated at different fluences. The black, solid line is the best fit
of Eq. 2.19 whereas the red, dashed line is the results of the best fit of the A − lnE
equation with fixed slope (cf. Eq. 2.16).

The excellent agreement between the slope of the two curves confirms the
precision of the beam diameter determination which is a key parameter
for the next part of the experiments.

4.2 Pre-laser-treatment characterization

The surface quality of the as-received, the slightly defect-enhanced and
the strongly defect-enhanced sample can be seen from Fig. 4.3. The mean
distance between defects on the as-received sample is by orders of magni-
tude larger than on the defect-enhanced ones. There is a clearly notice-
able increase in the density of defects from the slightly defect-enhanced
to the strongly defect-enhanced sample.

4.3 Point defect model

On each of these three samples, three series’ with beam radii of w =
(1.60± 0.04)µm, w = (3.2± 0.1)µm, and w = (4.8± 0.2)µm were pro-
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(a) (b)

(c)

Figure 4.3: Optical micrographs of the surfaces of the as-received (a), the slightly
defect-enhanced (b), and the strongly defect-enhanced (c) silicon wafer samples.
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Figure 4.4: (a) Surface of the strongly defect-enhanced sample after laser treatment
with a spot radius of w = (4.8 ± 0.2)µm and 100 pulses per site. The fluence varies
from 1 J cm−2 (top) to 0.1 J cm−2 (bottom). (b) Detailed view of the area indicated
by the black square in the left figure. Modified sites are surrounded with a blue,
dashed circle whereas unmodified sites are indicated by a red, solid circle.

duced, resulting in a total of nine experiments. Figure 4.4 shows a typical
modified surface. The black, dotted square in the left picture indicates
the magnified area shown in the right. Modified sites are surrounded
with a blue, dashed circle whereas unmodified sites are indicated by a
red, solid circle. As expected, the percentage of modified sites decreases
with decreasing fluence and ultimately vanishes.

The percentage of modified sites was determined for all nine experiments
by counting the modified sites on each line and dividing it by the number
of irradiations per line (50). The modification probabilities as a function
of fluence are shown in Fig. 4.5 (as-received sample), Fig. 4.6 (slightly
defect-enhanced sample), and Fig. 4.7 (strongly defect-enhanced sample)
as black dots.

All nine probability curves exhibit the same trend. From an initial
plateau of 100 % modification probability, there is a gradual decrease
to a modification probability of 0 %. The experimental data points are
overlain with a black, solid line, corresponding to the best fit of Eq. 2.28.
Although the model is capable of approximately reproducing the exper-
imental results, the agreement, especially at low modification probabil-
ities, is poor. At low modification probabilities, the model predicts a
very steep, almost vertical decrease to zero. However, the experimental
data points slowly roll off to zero. In literature, the probability curve is
commonly described by a constant zero damage probability, followed by
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Figure 4.5: Modification probability as a function of fluence for the as-received
sample. The black, solid line indicates a best fit of Eq. 2.28 to the experimental data
whereas the red, dashed line indicates three linear regimes. (a) w = (1.60± 0.04)µm,
(b) w = (3.2± 0.1)µm, (c) w = (4.8± 0.2)µm.
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Figure 4.6: Modification probability as a function of fluence for the slightly
defect-enhanced sample. The black, solid line indicates a best fit of Eq. 2.28 to
the experimental data whereas the red, dashed line indicates three linear regimes.
(a) w = (1.60± 0.04)µm, (b) w = (3.2± 0.1)µm, (c) w = (4.8± 0.2)µm.
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Figure 4.7: Modification probability as a function of fluence for the strongly
defect-enhanced sample. The black, solid line indicates a best fit of Eq. 2.28 to
the experimental data whereas the red, dashed line indicates three linear regimes.
(a) w = (1.60± 0.04)µm, (b) w = (3.2± 0.1)µm, (c) w = (4.8± 0.2)µm.
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Figure 4.8: Fitted values for the defect-mediated modification threshold fluence
Fd (black circles, left axis) and the density of defects ρ (red diamonds, right axis)
obtained from Fitting Eq. 2.28 to the experimental data shown in Fig. 4.5 to 4.7.

a linear increase to a probability of 100 % and another constant regime at
100 %. [6] This approach is indicated with a red, dashed line. Although
this description is not supported by a physical model the author would
be aware of, the experimental data is reproduced with a similar degree
of precision as by the point defect model.

From the fit of Eq. 2.28 to the experimental data, the threshold fluence
for defect-mediated modification Fd and the density of defects ρ can
be extracted. Figure 4.8 shows Fd (black circles, left axis) and ρ (red
diamonds, right axis) for all nine experiments.

Due to the fact that the point defect model only exhibits a fair agreement
with the experimental probability curves, the extracted parameters (Fd
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and ρ) have to be treated with caution. Similar guess parameters for the
fitting algorithm yield significantly varying results which is indicative
for a misconception in the model. Despite the vast uncertainties, the
extracted parameters are still somewhat reasonable.

The values of Fd extracted from fitting the model to the experimental
data only show a fair agreement with the assumption of the model that w
and Fd are fully uncorrelated quantities. This can be observed from com-
paring the slightly defect-enhanced and strongly defect-enhanced samples
treated at w = (3.2 ± 0.1)µm and w = (4.8 ± 0.2)µm. The defect-
enhanced samples contain the same type of defect but with different
densities. Therefore they are comparable by the virtue of their defects.
There is however a slight dependence of Fd on the density of the defect
as seen from the results. A dependence of Fd on ρ is neglected by the
model. Furthermore, Fd(w) for the as-received sample shows a strong
trend which is in distinct contrast to the predictions of the point defect
model.

The experiment for the slightly defect-enhanced sample at w = (1.60 ±
0.04)µm shows high deviation from the model. This, together with the
other extracted values for this sample could have be an indicator for
the failure of the model. However, comparing the results obtained from
the point defect model and the value for Fth acquired from A − lnE,
it is indicated that this particular experiment shows high experimental
uncertainties and can not be compared with the rest.

A comparison of the values of Fd gained from fitting the model and the
values of Fth obtained from A − lnE is shown in Fig. 4.9. The results
show a fair agreement with the point defect model. The two thresholds
described in the point defect model are clearly distinct from each other
and the value of Fd is lower than Fth for most cases which coordinates
with the point defect model.

Further investigation of the experimental results shows that ρ, obtained
from fitting the point defect model to the experimental data decreases
with w. The defect density of a sample is however pure material quantity
and does not depend on the laser treatment. For this reason, the defect
density of the same sample is absolutely unrelated to the beam diameter
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and should be a constant. This clearly differs from the experimental
results. From this alone, the model has to be discarded.

4.4 Heat accumulation model

The other model describing the spot size dependence of laser induced
modification threshold is the heat accumulation model presented in Eq. 2.32.
For the numerical estimates, the following parameters for silicon were as-
sumed: Density: ρ = 2.33 kg m−3 [17]
Heat capacity: c = 705 J K−1 kg−1 [17]
Thermal diffusivity: K = 8.8 · 10−5 m2 s−1 [18]
Absorption length at 800 nm: d = 1.4 · 10−5 m [19]
Absorption coefficient at 800 nm: α = 0.67 [19]
Laser repetition frequency: νrep = 1 KHz
Number of pulses: N = 100

Using these parameters allows to calculate the threshold fluence Fth as
a function of the beam radius w and the critical temperature Tc. Fig-
ure 4.10 shows the results for Tc = 10−2 K, Tc = 10−1 K, Tc = 100 K and
Tc = 101 K and beam radius between 0 and 5µm. The black dots on the
figure depict the results of the experimental values of Fth achieved with
the A− lnE technique. Obviously, the critical temperature best describ-
ing the experimental results has to lie between Tc = 0.1 K and Tc = 1 K.
This seems absolutely implausible due to the stability of silicon at room
temperature.

Literature however shows that the model can be reasonably applied for
beam radii w > 150µm. [3, 4] Fig. 4.11 shows the theoretical curve for Fth
based on the heat accumulation for the material parameters stated above.
The critical temperature varies from 102 K (bottom curve) to 104 K (top
curve). A threshold fluence between 0.1 J cm−2 and 1 J cm−2, which is
realistic for silicon, would result in a critical temperature between 102 K
and 104 K which is plausible, considering the melting point of 1687 K for
silicon. [17]
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Chapter 5

Conclusion and outlook

This study investigates the spot size dependence of laser-induced mod-
ification thresholds. There are two models in literature that describe
this dependence known as the point defect model and the heat accumu-
lation model. Both these models were examined experimentally with a
femtosecond laser setup on silicon samples.

The point defect model describes that a surface contains randomly dis-
tributed point-sized defects. Larger spot sizes yield the illumination of
more of these defects. Since defects reduce the modification threshold of
a material, illuminating more defects yields lower threshold fluences. In
this work, the defect density of the sample as well as the beam radius
irradiating the sample were varied. Illuminating a defect with the laser
beam with fluences higher than the modification fluence causes modifica-
tion of the sample. The probability of modifying the sample as a function
of fluence was measured and the model was fitted on the experimental
data to determine the modification fluence and the defect density. The
results show that the model fails to predict plausible defect densities ac-
cording to the defect density of the sample. It is also observed that the
defect density determined by the model depends strongly on the spot
size. Since the defect density is a material characteristic and does not
depend on the laser parameters, this is a strong indication that the model
is not generally valid.
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The heat accumulation model suggests that every material has a charac-
teristic critical temperature at which the material is modified. When a
laser irradiates a sample, energy is transferred to the electronic system
of the material. This energy eventually converts to heat and causes the
transient local temperature to rise. For high repetition rates, the mate-
rial will heat up again before it is fully cooled. Therefore, the tempera-
ture increases further. For small spot sizes the heat diffuses hemispheric
as opposed to the linear diffusion for larger spot sizes. This yields lower
threshold fluences for larger spot sizes. For testing the model, the charac-
teristic parameters of silicon were used to calculate the threshold fluences
of silicon for different spot sizes at different critical temperatures. The
range of critical temperatures compatible with the experimental values of
Fth were found to lie below one Kelvin for silicon, which is not plausible.

Literature presents experimental data suggesting the applicability of ei-
ther models for certain cases. This study however clearly demonstrates
that both models are only capable of yielding plausible results in experi-
ments performed at larger beam radii (w > 100µm) and show crudities.
High-precision processing with fs-lasers is commonly performed near the
Abbé diffraction limit of a few micrometers and therefore a novel model
is required to represent the role of spot sizes in this regime and solve
these severe issues.
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Appendix

Abstract

Modification thresholds are core parameters in laser materials processing
as well as for optical components and telecommunication systems. The
modification threshold fluence, i. e. the fluence at which material mod-
ification sets in, was found to be a material constant for a given set of
experimental parameters such as pulse duration, wavelength, number of
pulses and repetition rate. The modification threshold fluence however
shows a dependence on the area that the laser pulse irradiates, both for
femtosecond and nanosecond laser pulses.

In literature, two models are known that describe the dependence of the
threshold fluence on the size of the irradiated area. The models describing
this effect consider point defects and heat accumulation. The point defect
model assumes that a material contains randomly distributed point-sized
defects which decrease the threshold of modification. Illuminating the
material with a larger spot size yields a higher probability to illuminate
a defect. The heat accumulation model suggest that every material has a
characteristic critical temperature at which the material will be modified.
When a material is illuminated by the laser, energy is transferred first
to the electronic system and subsequently to the lattice. This causes the
material to heat up and then cool down. In case of higher repetition
rates of illumination, the material can not fully cool between subsequent
pulses and heat will be accumulated. After the temperature reaches the
critical temperature, modification occurs.
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In the present study, the irradiation area dependence of the modification
behavior of silicon with femtosecond laser pulses is investigated for vari-
ous sizes of the irradiated area and defect densities to validate the point
defect model. The approach is to investigate the defect density achieved
from fitting the model to experimental data and comparing it with the
defect densities introduced to the sample. The heat accumulation model
is investigated with a novel approach other than fitting of the model
to the experimental data. For this, the model is evaluated for different
spot sizes to determine whether it yields reasonable values for the critical
temperature.

Although both models are capable of describing the experimental results
in limited cases, the obtained parameters show crudities and suggest the
need for a strongly revised theoretical approach.
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Kurzfassung

Modifikationsschwellen sind Kernparameter in der Laser-Materialbearbeitung
sowie für optische Komponenten und Telekommunikationssysteme. Die
Schwellenfluenz für Modifikation, d. h. die Fluenz, bei welcher Mate-
rialmodifikation einsetzt, wird als eine Materialkonstante für einen gege-
benen Satz experimenteller Parameter wie Pulsdauer, Wellenlänge, Puls-
zahl und Wiederholungsrate angesehen. Die Schwellenfluenz für Modifi-
kation zeigt jedoch eine Abhängigkeit von der Fläche, welche der Laser-
puls bestrahlt; sowohl für Femtosekunden-, als auch für Nanosekunden-
Laserpulse.

In der Literatur sind zwei Modelle bekannt, welche die Abhängigkeit
der Schwellenfluenz von der Größe des bestrahlten Bereichs beschreiben.
Diese Modelle bauen auf Punktdefekten bzw. Wärmeakkumulation auf.
Das Punktdefektmodell geht davon aus, dass ein Material zufällig ver-
teilte, punktgroße Defekte aufweist, welche die Modifikationsschwelle sen-
ken. Die Wahrscheinlichkeit einen Defekt im beleuchteten Bereich zu fin-
den ist offensichtlich von der Größe des beleuchteten Bereichs abhängig.
Das Wärmeakkumulationsmodell nimmt an, dass jedes Material eine cha-
rakteristische kritische Temperatur aufweist, ab welcher das Material
modifiziert wird. Wenn ein Material mit Laserpulsen beleuchtet wird,
wird Energie zuerst an das elektronische System und in weiterer Folge
an das Gitter übertragen. Dies bewirkt, dass das Material erhitzt wird
und danach wieder abkühlt. Bei höheren Wiederholungsraten des Lasers
kann das Material nicht vollständig zwischen aufeinanderfolgenden Pul-
sen abkühlen und Wärme sammelt sich an. Sobald die Temperatur die
kritische Temperatur erreicht, setzt Materialmodifikation ein.

In der vorliegenden Studie wird die Abhängigkeit des Schwellenfluenz von
der bestrahlten Fläche von Silicium mit Femtosekundenlaserpulsen für
verschiedene Größen der bestrahlten Flächen und Defektdichten unter-
sucht, um das Punktdefektmodell zu validieren. Der Ansatz ist, die durch
Anpassen des Modells an experimentelle Daten gewonnenen Parameter
mit den Defektdichten, die den Proben zugefügt wurden, zu vergleichen.
Das Wärmeakkumulationsmodell wird nicht durch Anpassen des Modells
an die experimentellen Daten untersucht, sondern für unterschiedliche
Größen des beleuchteten Bereichs ausgewertet um festzustellen, ob es
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vernünftige Werte für die kritische Temperatur liefert.

Obwohl beide Modelle in der Lage sind, die experimentellen Ergebnisse in
bestimmten Fällen zu beschreiben, zeigen die erhaltenen Parameter Un-
zulänglichkeiten und legen die Notwendigkeit eines stark überarbeiteten
theoretischen Ansatzes nahe.
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