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Abstract

An observational test, which distinguishes between Λ-CDM cosmology and an alternative
theory called timescape cosmology, is presented in this thesis. The latter theory may
be able to explain the observed accelerated expansion of the universe only in terms of
General Relativity without the need for a cosmological constant. That theory considers
the observed inhomogeneities and predicts different expansion rates for voids and walls
(filaments/clusters). To test this, an analysis of systematic variations in the local Hubble
flow is required. The fundamental plane of elliptical galaxies is calibrated and used as
a distance indicator for this investigation. Furthermore, a solid model of the matter
distribution in the local universe is derived using SDSS and 2MRS data. Mock catalogues
based on the Millennium simulation are created to compare the predictions of Λ-CDM
cosmology and timescape cosmology with the observations. The collected data and mock
catalogues undergo a detailed analysis to unravel if dark energy is indeed necessary to
explain the accelerated expansion of the universe or if it is just a back-reaction effect
from General Relativity. Strong indications were found that timescape cosmology cannot
explain the accelerated expansion and that Λ-CDM cosmology is the, according to the
observations, preferred model instead.
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Chapter 1

Introduction

The main aim of this thesis is to provide an observational test of a cosmological theory
called “timescape cosmology” (Wiltshire, 2007). This test is performed by comparing
observational data to predictions from the standard model (Λ-CDM cosmology) and this
alternative theory. Both theories explain the observed accelerated expansion (Riess et al.,
1998; Perlmutter et al., 1999; Schmidt et al., 1998) of the universe, a phenomenon whose
discovery was awarded with the Nobel prize in 20111, however in two radically different
ways. The Λ-CDM cosmology introduces a new parameter/concept called dark energy
to account for that effect, while timescape cosmology attributes it to backreactions from
General relativity due to the inhomogeneous structure of the universe. Both theories are
explained in greater detail later in the thesis. The idea of the test is to discriminate
between the two theories by looking for a specific signal in the observational data, which
is predicted in one theory, but not present in the other. Specifically, as outlined by
Schwarz (2010), timescape cosmology predicts that the expansion of the universe occurs
at a different speed in cosmological voids than in cosmological walls (clusters, filaments,
etc.). The initial concept of the test is outlined in my proceedings paper (Saulder et al.,
2012) (Paper I, hereafter), which is discussed in detail in Chapter 3. To provide a solid
test, one has to consider and measure all possible biases and calibrate the tools required
for the test very carefully to minimize systematic effects. Most of my thesis is about this
last point.

The suggested test requires a dataset containing redshift measurements of as many
galaxies as possible combined with a redshift-independent distance indicator. I chose the
fundamental plane of elliptical galaxies to serve this purpose. The fundamental plane
of elliptical galaxies (Dressler et al., 1987; Djorgovski & Davis, 1987) is a well-known
empirical relation between three global parameters of early-type galaxies. It can be used
as a reliable distance indicator after some careful calibrations, which are discussed and
performed in my corresponding paper (Saulder et al., 2013) (Paper II, hereafter). This
paper largely forms Chapter 4 of my thesis. Further improvement of the fundamental
plane calibration can be found in Appendix A of Saulder et al. (2015) (Paper III hereafter,
also see Chapter 5). Aside from the redshift-independent distance indicator, my test also
requires a complete and reliable model of the matter distribution in the local universe.
To this end, I use spectroscopic data from the SDSS (Ahn et al., 2014) and the 2MRS
(Huchra et al., 2012b) and search for galaxy groups in it using a Friend-of-Friend algorithm
inspired by Robotham et al. (2011). The results are presented in my submitted paper on
this subject (Saulder et. al 2015b, Paper IV hereafter), which is discussed in Chapter 6.

1http://www.nobelprize.org/nobel_prizes/physics/laureates/2011/
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With all tools and data at hand, I present the results of this test in the final chapters of
my thesis.

Over the course of a large scale project like this, lots of data are acquired and pro-
cessed, yielding additional results on the way and creating secondary research objectives
alongside. The refereed papers that I published over the course of my thesis, except for
the proceedings paper (Paper I), which only outlines the basic idea of the test, can stand
on their own. Paper II contains the fundamental plane calibrations in all details. Paper
III drifts a little bit aside from the main topic of this thesis. It considers a sample of
the most extreme (the most compact high central velocity dispersion) early-type galaxies
and helped to understand them better. In the process, it lead to a further improvement
of the fundamental plane calibrations. In Paper IV, galaxy group catalogues based on
SDSS (Sloan Digital Sky Survey, Stoughton et al. (2002); Ahn et al. (2014)) and 2MRS
(2MASS Redshift Survey, Huchra et al. (2012b,a)) are provided alongside the model of
matter distribution in the local universe (z <∼ 0.1), which is based on the before men-
tioned catalogues. In the following chapter, I present a summary of the current status of
research of the most relevant topics for my thesis.
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Chapter 2

Status of research

2.1 Dark energy and cosmology

Figure 2.1: The energy content of the universe based on data from the Planck Collabora-
tion et al. (2013).

According to the cosmological standard model (Λ-CDM model), the universe consists
of about 68% dark energy, 27% dark matter and 5% baryonic matter (see Figure 2.1)
and it is about 13.8 Gyr old (Planck Collaboration et al., 2013). This model provides a
widely accepted and successful description of the general behaviour and appearance of our
universe. But there is a big problem: more than 95% of the total energy content of the
universe is hidden from direct observations. The nature of dark matter is still an enigma,
while there are some observations that provide direct evidence for its existence (Clowe
et al., 2006). Dark energy, which makes up more than 2/3rd of the universe’s total energy
content, is the greatest mystery in cosmology today. For more than one decade its true
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nature puzzles physicists and astronomers alike. There have been numerous attempts (e.g.
Zlatev et al. (1999); Steinhardt et al. (1999); Armendariz-Picon et al. (2000); Kai et al.
(2007); Mavromatos (2007); Alexander et al. (2009)) to explain this phenomenon. The
current model, a cosmological constant, is actually a very old idea, which got revived after
the discovery of the accelerated expansion of the universe, because it provides a relatively
simple way to fit the observed data. The cosmological constant Λ is added to the Einstein
equations.

Rµν −
1

2
gµνR + Λgµν =

8πG

c4
Tµν (2.1)

Rµν is the Ricci-Tensor and R is the Ricci-Scalar, both depend on the metric gµν and
its first and second derivative. G denotes the gravitational constant and c the speed
of light. Tµν is called the energy-momentum tensor and it describes the energy (and
matter) content of the space-time (Peacock, 1999). The cosmological constant is only an
effective model and a deeper physical motivation has not yet been clearly identified. E.g.:
The value of the cosmological constant derived from quantum fields and standard model
particle physics (Higgs condensate) is about 1056 times larger than the value actually
measured (Bass, 2011). Basically all attempts to explain the accelerated expansion of the
universe require either new physics (Λ as an extension of “classic” general relativity) or
some special matter distribution (Zibin et al., 2008).

In contrast to this, it is also possible to take one step back to the very basics of modern
cosmology, which will be done in the next subsection. The cosmological principle states
that the universe is homogeneous and isotropic. However, this is not true on all scales:
the universe is made of galaxies, clusters and voids and not a homogeneous distribution
of stars, gas and dark matter. Only when one reaches scales of several 100 Mpc, one can
average all smaller structures and the cosmological principle is fulfilled. The cosmological
principle itself is very useful, because in the case of homogeneity and isotropy, one is able
to find a simple solution of the Einstein field equations of general relativity. It is called
the Friedmann-Lemâıtre-Robertson-Walker metric:

ds2 = c2dt2 − a(t)2
[
dr2 + f(r)

[
dθ2 + sin(θ)dφ2

]]
(2.2)

The line element ds is given using spherical coordinates for the space components dr, dθ
and dφ and the time coordinate dt. The function f(r) depends on the global curvature
of the universe and a is the dimensionless cosmological radius. The Friedman equations,
which describe the general properties of the universe, can be derived using that metric.

H2 =

(
ȧ

a

)2

=
8πG

3c2
ρ− Kc2

a2

Ḣ +H2 =
ä

a
= −4πG

3c2
(ρ+ 3p) (2.3)

Here H is the Hubble parameter and the dot denotes the time derivative. The total energy
density is given by ρ and p denotes the pressure. K is the curvature parameter, which can
be either negative if the universe is open (hyperbolic geometry) or exactly 0 if the universe
is flat (Euclidean geometry) or positive if the universe is closed (spherical geometry). The
average energy density yields the global curvature of the universe and therefore the overall
expansion behaviour. A relative energy density Ω of 1 corresponds to a flat universe. If
the relative energy density is greater than 1, it will describe a closed universe and if it is
less than 1, it corresponds to an open universe. The currently available data is consistent
with a flat universe.
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2.2 Timescape cosmology

Figure 2.2: A visualisation of cosmic web based on a numerical simulation (by MPA
Garching, Millennium Simulation (Springel et al., 2005)).

Most research, which has been carried out on timescape cosmology so far, has been
of theoretical nature. The general idea, that inhomogeneities have to be taken into ac-
count in cosmology, is already quite old (Tolman, 1934). The first notable consideration
on this subject were done by Szekeres (1975), Ellis & Stoeger (1987), Ellis & Jaklitsch
(1989) Zalaletdinov (1992) and Harwit (1995). Substantial progress has been made in the
description of the effects of inhomogeneities in the context of general relativity during the
past 15 years. The inhomogeneities’ influence on the average properties of cosmological
parameters was considered in several works (Buchert et al., 2000; Buchert, 2000a,b, 2001)
using perturbation theory and general relativity. Since Einstein’s field equations are a set
of 10 non-linear partial differential equations, one can not average as usual (in the case of
linear equation), if there are significant inhomogeneities (such as entirely empty voids and
clusters with densities far higher than the critical density of the universe). A backreaction
(feedback) caused by these inhomogeneities, is expected due to the non-linear nature of
general relativity. This backreaction and a volume effect cause the observed (or “dressed”)
values of cosmological parameters to be different from the “real”(or bare) values (Buchert
& Carfora, 2003). Therefore, one has to recalibrate cosmological measurements, which
were made under the assumption of a homogeneous universe (Friedmann equations), in
the framework of inhomogeneous cosmology. In the simple case of general relativistic dust,
the equations, which describe the cosmic expansion, have to be modified to the Buchert’s
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scheme (Buchert, 2000b).

3

(
˙̄a

ā

)2

= 8πG 〈ρ〉 − 1

2
〈R〉 − 1

2
Q

3
¨̄a

ā
= −4πG 〈ρ〉+Q

∂t 〈ρ〉+
¨̄a

ā
〈ρ〉 = 0

Q =
2

3

〈
(θ − 〈θ〉)2〉− 2 〈σ〉2 (2.4)

The backreaction Q is defined by the expansion θ and the shear σ on a compact domain

Figure 2.3: A schematic illustration of the concept of finite infinity. A more detail de-
scription of this new concept can be found in Wiltshire (2007).

D. The variable ā is a redefined (bare) cosmological radius based only on the spatial part
of the local metric and R an analogously redefined curvature parameter.

A few years later we learned that the acceleration expansion of the universe cannot
be fully understood in a simple pertubative approach alone (Räsänen, 2006; Kolb et al.,
2006; Ishibashi & Wald, 2006).

The most advanced model of an inhomogeneous cosmology, which can mimic dark
energy, was created by David Wiltshire and it is called “timescape cosmology” (Wiltshire,
2007). It uses a simple two-phase model (with a fractal bubble or Swiss cheese like dis-
tribution of matter) consisting of empty voids and dense walls (clusters and filaments).
Hence, the matter distribution in this model is a simplified cosmic web (see Figure 2.2).
The concept of finite infinity (Ellis (1984); Wiltshire (2007), also see Figure 2.3) is in-
troduced, which marks the boundary between regions that may become gravitationally
bound and regions that are expanding freely due to the Hubble flow. In the timescape
model, one has to treat both areas independently. Inside a finite infinity boundary, the
average geometry can be approximated to be flat, while voids are defined by an open
geometry. In this model, the backreactions cause significant differences in the time flow,
due to effects of quasilocal gravitational energy, so that the universe in the middle of a
void is older than in the centre of a cluster by several Gigayears (due to this effect, this
specific theory of inhomogeneous cosmology is also called “timescape cosmology”). The
empty voids, which locally have an open geometry, expand faster than the dense walls
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with their locally flat geometry. In a simplified pictures this means that at large scales
these different expansion rates are manifested in an apparent accelerated expansion of
the universe for an observer located in wall-environment, because the fraction of the total
volume in the universe occupied by voids constantly increases due to their higher expan-
sion rate and structure formation. Consequently, the average expansion rate approaches
the void expansion rate in later times. The dynamics of this fractal bubble model can be
described by following equations.

(
˙̄a

ā

)2

+
ḟ 2
v

9fv (1− fv)
− α2f

1
3
v

ā2
=

8πG

3
ρ̄0
ā3

0

ā3

f̈v +
ḟ 2
v (2fv − 1)

2fv (1− fv)
+ 3

˙̄a

ā
ḟv −

3α2f
1
3
v (1− fv)
2ā2

= 0 (2.5)

The variable fv denotes the volume fraction of voids in the universe, which is of course
time dependent. The parameter α2 depends on the curvature and ρ0 is the critical density.

Timescape cosmology and similar inhomogeneous cosmologies might be possible solu-
tions for the dark energy problem, but estimates of the magnitude of the backreactions
from inhomogeneities and their influence on the expansion of the universe are difficult
and range from negligible to extremely important (Marra & Pääkkönen, 2010; Mattsson
& Mattsson, 2010; Kwan et al., 2009; Clarkson et al., 2009; Paranjape, 2009; van den
Hoogen, 2010). Lately, also new arguments appeared that if backreactions are not be a
sufficiently strong effect to get rid of dark energy completely, they will have an impact on
the cosmological parameters and distance measurements on a few percent level (Clarkson
et al., 2012; Umeh et al., 2014a,b; Clarkson et al., 2014). In contrast to these claims, the
calculations of Kaiser & Peacock (2015) suggest that such an effect would be insignificantly
tiny, which is supported by other recent work (Lavinto & Rasanen, 2015). This shows
that observational tests for timescape cosmology are essential for the ongoing debate and
may also help to better understand similar models. Wiltshire proposes several tests for
timescape cosmology (Wiltshire, 2010, 2011), most of which are rather complex. So far,
they have not been able to produce striking evidence neither for nor against timescape
cosmology. But there is a rather simple, yet labour-intensive, experiment, which will be
able to decide if timescape cosmology provides an accurate description of the universe or
not.

As already mentioned before, voids expand faster than walls in the framework of
timescape cosmology. The difference in the expansion rate should be measurable at cos-
mologically small scales (a few hundred Mpc) (Schwarz, 2010). If one observes a galaxy by
looking through a void, its redshift is expected to be greater than that of another galaxy
at the same distance observed along a wall. Assuming that timescape cosmology is a valid
description of the universe, the Hubble parameter for dense environment is expected to
be ∼50 km s−1 Mpc−1 and the empty voids to be ∼65 km s−1 Mpc−1 (Wiltshire, 2007;
Leith et al., 2008) according to the best fit on supernovae Typ Ia (Riess et al., 2007),
CMB (Bennett et al., 2003; Spergel et al., 2007) and Baryonic acoustic oscillations (Cole
et al., 2005; Eisenstein et al., 2005) data within the framework of the simple two phase
model presented in Wiltshire (2007). Adopting those values, timescape cosmology can
reproduce the observed accelerated expansion without having to introduce dark energy.
The measured Hubble parameter depends on the density profile of the line of sight to a
galaxy. Since voids make up the largest volume fraction of the universe now, the value
of the average observed Hubble parameter should be close to the one of the void environ-
ment. For the same reason, it will be relatively easy to find galaxies with many voids in
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the line of sight. Finding and observing galaxies with mainly a high density environment
in line of sight, which means the bigger part of the line of sight is located within finite
infinity regions, will be more difficult. To test the validity of timescape cosmology using
this feature, one has to compare the redshift of a galaxy to another independent distance
indicator or standard candle to calculate its “individual Hubble parameter” (the Hubble
parameter measured for one singular galaxy or cluster). Since the area of interest for this
investigation ranges up to a few 100 Mpc, it cannot be covered by Cepheid variable stars
with present observing tools and supernovae type Ia are too rare. Consequently, one has
to use techniques like the surface brightness fluctuation method, the fundamental plane
of elliptical galaxies, the Tully-Fischer relation or similar methods. Since any variances of
the Hubble flow (except due to coherent infall of galaxies into clusters) should not depend
on the line of sight density in the Λ-CDM model, discovering these would provide strong
support for timescape cosmology (Wiltshire, 2011).

Additional motivation is found in observational claims that galaxies at the other side of
voids indeed have larger than expected redshifts (Tomita, 2001; Tikhonov & Karachentsev,
2006). Nevertheless, this has to be investigated systematically on a large area of the sky
and compared to mock catalogues to find conclusive and statistically relevant evidence.
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2.3 Early-type galaxies

Early-type galaxies are the main tool in my thesis, but also objects of investigation. Early-
type galaxies, generally speaking, have a relatively simple morphology, very little cold gas
and consequently an extremely low star formation rate, and they are dominated by the
light of old red stellar populations. Their smooth profiles make them well suited to be
studied in large-scale survey by automated pipelines, which is one of the main arguments
for choosing them as tools for this thesis.

When looking into more detail on early-type galaxies, they turn out to be complex
objects. Especially their kinematics are highly complex. The vast majority of early-
type galaxies are fast rotators (Emsellem et al., 2011), which exhibit a regular rotation
throughout the galaxy. About 15% (Emsellem et al., 2011) are slow rotators, which are
generally more massive than fast rotators and often posses kinematically distinct cores
and complex stellar velocity fields (Krajnović et al., 2011; Emsellem et al., 2011). The fast
rotators on the other hand are very similar to spiral galaxies, but with most of the gas and
dust removed and star-formation ceased (Cappellari et al., 2011). By their morphological
appearance, they are typically classified as lenticular galaxies or elliptical galaxies with
disky isophotes (Cappellari et al., 2011).

Due to the, with very few exceptions (Crocker et al., 2009), very low to zero star
formation rate, the light of the early-type galaxies is dominated by old red populations.
Hence they form the red sequence (Gladders et al., 1998; Bell et al., 2004; Harker et al.,
2006; Graves et al., 2009a,b; Graves & Faber, 2010; Graves et al., 2010; Bundy et al.,
2010; Chilingarian & Zolotukhin, 2012) in a colour magnitude diagram of galaxies (Wyder
et al., 2007; Martin et al., 2007) opposed to the blue cloud (Nandra et al., 2007; Coil et al.,
2008; Simon et al., 2009; Schawinski, 2009; Zehavi et al., 2011; Basu et al., 2015), where
most late-type galaxies can be found. The photometric profiles of early-type galaxies
are in general relative simple and smooth. They can be well-fitted by de Vaucoleurs
profiles and even better by Sersic profiles and only a small fraction of early-type galaxies
show significant peculiar features (Krajnović et al., 2011). Most slow-rotating early-
type galaxies have boxy isophotes and show signs of an underlying triaxial structure and
anisotropic velocity fields (Cappellari et al., 2007).

The properties of early type galaxies follow several scaling relation such as the CO
Tully-Fisher relation (Davis et al., 2011), the M-σ relation (Ferrarese & Merritt, 2000;
Gebhardt et al., 2000) and the fundamental plane (Dressler et al., 1987; Djorgovski &
Davis, 1987) and its projections like the Faber-Jackson relation. The fundamental plane
will be discussed in great detail in Chapter 4.

Among the broad category of early-type galaxies, several groups of exotic objects can
be found. One example are extremely compact massive galaxies, which will be discussed
in detail in Chapter 5. Recently an isolated giant elliptical galaxy (NGC 7507) was found
to be (almost) dark matter free (Lane et al., 2014) and Nigoche-Netro et al. (2014) showed
that there might be some early-type galaxies with much lower dark matter ratios in the
inner areas than expected. Early-type galaxies cover a wide range in mass and size, but
are connected by strong morphological similarities. Despite complex inner kinematics,
they follow several tight scaling relations such as the later used fundamental plane.
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Chapter 3

Observational Aspects of an
Inhomogeneous Cosmology

The conference proceedings paper presented in this chapter describes the initial concept
of the test of timescape cosmology. Over the further course of the research project several
effects and biases, which were not yet considered at that stage of the research, were
included in the test design. Furthermore, newer and better calibrations were used in the
final results than for the preliminary data presented here. However, the main idea behind
the test remained unchanged: I compare expansion rates of voids and wall, which should
be notably different according to timescape cosmology. If different expansion rates are
detected, it will provide support for this alternative theory, if they are not detected, it
will strongly disqualify that theory. This proceedings paper provides a good introduction
into my work.

The conference proceedings paper “Observational Aspects of an Inhomogeneous Cos-
mology” was published in Proceedings of VIII International Workshop on the Dark Side of
the Universe (DSU 2012). June 10-15, 2012. Buzios, Rio de Janeiro, Brasil 1. As the first
author of this paper, I have written the entire text. Steffen Mieske and Werner Zeilinger
helped me in proof-reading the text and straightening out the discussion. Furthermore, I
mention their assistance in designing the test presented in the proceedings paper.

1More information is available on ADS: http://adsabs.harvard.edu/abs/2012dsu..workE..18S
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One of the biggest mysteries in cosmology is Dark Energy, which is required to explain the

accelerated expansion of the universe within the standard model. But maybe one can explain the

observations without introducing new physics, by simply taking one step back and re-examining

one of the basic concepts of cosmology, homogeneity. In standard cosmology, it is assumed

that the universe is homogeneous, but this is not true at small scales (<200 Mpc). Since general

relativity, which is the basis of modern cosmology, is a non-linear theory, one can expect some

backreactions in the case of an inhomogeneous matter distribution. Estimates of the magnitude

of these backreactions (feedback) range from insignificantto being perfectly able to explain the

accelerated expansion of the universe. In the end, the only way to be sure is to test predictions of

inhomogeneous cosmological theories, such as timescape cosmology, against observational data.

If these theories provide a valid description of the universe, one expects aside other effects, that

there is a dependence of the Hubble parameter on the line of sight matter distribution. The redshift

of a galaxy, which is located at a certain distance, is expected to be smaller if the environment

in the line of sight is mainly high density (clusters), rather than mainly low density environment

(voids). Here we present a test for this prediction using redshifts and fundamental plane distances

of elliptical galaxies obtained from SDSS DR8 data. In orderto get solid statistics, which can

handle the uncertainties in the distance estimate and the natural scatter due to peculiar motions,

one has to systematically study a very large number of galaxies. Therefore, the SDSS forms a

perfect basis for testing timescape cosmology and similar theories. The preliminary results of this

cosmological test are shown in this contribution.
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June 10-15, 2012
Rio de Janeiro, Brazil
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Observational Aspects of an Inhomogeneous Cosmology Christoph Saulder

1. Timescape cosmology

Inhomogeneous cosmology has been around since the days of Tolman [1]and Bondi [2], but
for a very long time it was a rather quiet and exotic topic. During the last 15 years significant
advances were made on this field, mainly due to the work of groups around Buchert [3, 4, 5,
6, 7, 8, 9, 10] , Räsänen [11, 12, 10, 13], Wiltshire [14, 15, 16, 17,18] and others. The basic
assumption is that since general relativity is a non-linear theory, inhomogeneities like voids and
cluster can cause some backreactions (feedback) on cosmological parameters, which may explain
the observed accelerated expansion of the universe. Buchert constructed a scheme [4], which is
based on perturbation theory and general relativity, and it considers the inhomogeneities’ influence
on the average properties of cosmological parameters. In the simple case of a general relativistic
dust, the equations, which describe the cosmic expansion, have to be modifiedto the Buchert’s
scheme:

3
(

˙̄a
ā

)2
= 8πG〈ρ〉− 1

2 〈R〉− 1
2Q 3 ¨̄a

ā =−4πG〈ρ〉+Q

∂t 〈ρ〉+ ¨̄a
ā 〈ρ〉= 0 Q= 2

3

〈
(θ −〈θ〉)2

〉
−2〈σ〉2

(1.1)

The backreactionQ is defined by the expansionθ and the shearσ . ā is the scaling parameter of the
universe,〈R〉 the average spatial curvature,〈ρ〉 the average energy density andG the gravitational
constant. But the acceleration of the universe’s expansion cannot befully understood in a simple
pertubative approach alone [12, 19, 20]. One of the most advanced conceptions of an inhomo-
geneous cosmology, which can mimic dark energy, was created by Wiltshire [14] and it is called
”timescape cosmology”. He uses a simple two-phase model consisting of a fractal bubble of empty
voids and dense walls (clusters and filaments). Both regions are separated by the finite infinity
boundary (see Fig 1), which encloses gravitationally bound regions anddisconnects them from the
freely expanding voids. In this model, a backreaction also causes significant differences in the time

Figure 1: A schematic illustration of the concept of finite infinity (byDavid Wiltshire [14]).

flow, due to effects of quasilocal gravitational energy: the universe inthe middle of a void is older
than in the centre of a cluster. Due to this effect, this specific model of inhomogeneous cosmology
is also called timescape cosmology. As a consequence of the importance of thelocal geometry in
this model, the Hubble flow is not uniform any more and the empty voids expand faster than the
dense walls. At large scales, these different expansion rates will lead tothe signature of an overall
accelerated expansion of the universe, because in timescape cosmologythe fraction of the volume
occupied by voids constantly increases with time. According to Wiltshire [14],the dynamics of
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this fractal bubble model can be described by following equations:

(
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ḟ 2
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ā

ḟv−
3α2 f

1
3

v (1− fv)
2ā2 = 0

(1.2)

The variable fv denotes the volume fraction of voids in the universe, which is of course time
dependent and̄ρ0 is the true critical density [14, 6, 8]. Recently there have been several papers
[21, 22, 23, 24, 25, 26, 27, 18, 10] , which show that the magnitude andimportance of these
backreactions is still a topic of hot discussion. Timescape cosmology and similar inhomogeneous
cosmologies may provide possible solutions for the dark energy problem, but the estimates of the
magnitude of backreaction from voids and their influence on the expansionof the universe range
from negligible to extremely important [28, 29, 26, 14]. Therefore, observational tests are essential
for the ongoing debate.

2. Predictions of the theory

There are several predictions of timescape cosmology, which can be used as potential tests.
Most of them are extremely difficult and not possible with today’s technologyor leave quite some
space for interpretation and therefore, they cannot produce striking evidence neither for nor against
the theory. Here we focus on a very direct test which was proposed [30, 17], namely measuring the
different expansion rates of voids and walls directly. Those should differ by about 17 to 22% [18], in
order to fully explain the observed accelerated expansion with timescape cosmology: The Hubble
parameter is larger, if the foreground is void dominated, rather than wall dominated (for a better
illustration of this feature see Fig. 2). This test requires: 1. redshift data, 2. a redshift independent

Figure 2: The measured redshift at a fixed distance depends on matter distribution in the line of sight.

distance indicator and 3. a model of the matter distribution in the line of sight. While performing
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this test one might encounter potential problems like uncertainties in the distancemeasurement,
peculiar motions of the galaxies and difficulties in mass estimates for matter distribution. Due to
the statistical nature of these problems, one can handle them quite well using alarge homogeneous
sample.

3. Testing the predictions

We use data from the Sloan Digital Sky Survey (SDSS) DR8 [31] in order toperform our test.
We take redshifts, central velocity dispersions, the different apparent model magnitudes in the 5
SDSS filters and the corresponding effective radii of these models fromthe SDSS DR8 database.
Furthermore, we make use of third party information, which is also implemented in the SDSS
database such as the extinction map of Schlegel [32] and Galaxy classification from the citizen-
science project GalaxyZoo [33, 34], which is based on SDSS. In addition to that, we also use
masses from the SDSS-based catalogue of groups and clusters by Yanget al. [35] and the new
high-quality K-correction by Chilingarian et al. [36].

3.1 Calibrate the fundamental plane

The fundamental plane of elliptical galaxies is an empirical relation between theeffective
radiusR0, the mean surface brightness−2.5· log(I0) and the central velocity dispersionσ0 of these
galaxies, which can be used as redshift independent distance indicator.

R0 = a· log(I0)+b· log(σ0)+c (3.1)

We calibrate this relation, in a similiar manner as Bernardi et al. [37] did, but using more than 90
000 elliptical galaxies from SDSS, which were classified by GalaxyZoo [33, 34] and by applying
some additional constraints to avoid misclassifications. One can derive all three parameters of
the fundamental plane directly from observables which are already in SDSS data only using the
Schlegel extinction maps [32] and the Chiligarian K-corrections [36] for corrections. The resulting
fit for r-band data can be seen in Fig. 3 for which we obtain a root mean square of about 10%.
The results will be published in an upcoming paper (Saulder et al. 2012, in preparation). We will
use the fundamental plane to calculate distances to a quality selected subsampleof about 10 000
elliptical galaxies.

3.2 The foreground model

We use data of more than 350 000 galaxies to model the foreground. The masses of galaxy
groups and clusters are taken from the Yang catalogue [35] and since itis only based on DR4, which
has a smaller sky coverage than DR8, we extended it using mass-light ratiosfor all missing objects.
We plan to do this more sophisticated in the future and create a similar (using the same methods) but
larger catalogue as Yang et al. We calculate the radii of homogeneous spheres with renormalized
critical density (finite infinity regions) around the clusters and galaxies in our foreground model.
The distances for the objects in the foreground model are simply estimated using a redshift-distance
relation. A part of our foreground model can be see in Fig. 4.
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Figure 3: The fundamental plane of elliptical galaxies fitted for the SDSS r-band using 90 000 galaxies.

Figure 4: A part of the foreground model between 100 and 150h−1 Mpc. One can also see the sky coverage
of SDSS here.

3.3 Testing timescape cosmology

For the final analysis, we use redshifts and fundamental plane distancesto calculate ”individual
Hubble parameters” for every galaxy in the sample. Furthermore, the fraction of the line of sight
which is in wall environment (inside a finite infinity boundary) is calculated using the foreground
model. This can be done using simple geometry (intersecting straight lines with spheres) and
interval nesting, but it has to be done more than 10 000× 350 000 times. Consequently, this
requires a lot of computational power for which we use the ViennaAstroCluster. In a final step,
one has to put the fraction of the line of sight inside wall environment in relation to the ”individual
Hubble parameters”.
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4. Preliminary results

Our preliminary analysis yields systematically larger Hubble parameters for lowdensity en-
vironment (voids) in the line of sight (see Fig. 5). The distribution is not as smooth as may be
expected, given the dearth of galaxies for void foreground and belowaverage Hubble parameter.
This is still a matter of concern for us in this analysis. It might be due to yet unknown biases or
unknown systematic effects or maybe further improvements in the foreground model are necessary
(Saulder et al. 2013b, in preparation). Concerning Fig. 5: TheΛ-CDM estimate of no dependence
on the line of sight environment at all is too naïve since it does not take into account coherent infall
into clusters, which creates a similar effect of yet unknown magnitude (a comparison with large
cosmological N-body simulations will be included in an upcoming paper (Saulder et al. 2013b,
in preparation)). Furthermore, it should be noted that any fit to a distribution with such a scatter
strongly depends on the fitting method (for example using a binned fit instead of the least square
method for which the result is shown in Figure 5, one can get a very different dependence) and
therefore, we cannot yet conclude any clear evidence although the preliminary data looks promis-
ing. We also want to point out that this project creates quite some additional science output on its
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Figure 5: This plot shows the dependence of the Hubble parameter on theforeground matter distribution.

way, because we obtain new fits for the fundamental plane (Saulder et. al,2013a in preparation)
and it yields lots of data on peculiar velocities of galaxies and on the large scale structure of the
local universe aside from testing timescape cosmology.
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Chapter 4

Calibrating the fundamental plane
with SDSS DR8 data

The test presented in my thesis requires a redshift-independent distance indicator. To this
end, the fundamental plane of elliptical galaxies was chosen and calibrated in the paper
presented in this chapter. I used the largest available sample at that time to calibrate the
fundamental plane, which has so far only been surpassed by Joachimi et al. (2015) and in
Paper III, which is presented in the next chapter. Our calibrations help us to understand
the biases introduced by using early-type galaxies to our test, but also to minimize and
better quantify the scatter of the fundamental plane and the uncertainties in our distance
measurements. Therefore, this paper is a fundamental pillar of my cosmological test.

The paper “Calibrating the fundamental plane with SDSS DR8 data” was published
in Astronomy & Astrophysics, Volume 557, id.A21, 36 pp 1. As the first author of this
paper, I wrote the majority of the text. Igor Chilingarian provided the coefficients of
the K-corrections listed in Appendix C and he was also the driving force behind the
Section 5.3 Correlations of the residuals. Werner Zeilinger and Steffen Mieske provided
continuous assistance and help over the entire work leading to this paper. Furthermore,
all collaborators were proof-readers of this paper and made several suggestions, which
improved its quality.

1More information is available on ADS: http://adsabs.harvard.edu/abs/2013A\%26A...557A.
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Abstract

We present a calibration of the fundamental plane using SDSS Data Release 8. We analysed about 93000 elliptical galaxies up to
z< 0.2, the largest sample used for the calibration of the fundamental plane sofar. We incorporated up-to-date K-corrections and used
GalaxyZoo data to classify the galaxies in our sample. We derived independent fundamental plane fits in all five Sloan filters u, g, r,
i and z. A direct fit using a volume-weighted least-squares method was applied to obtain the coefficients of the fundamental plane,
which implicitly corrects for the Malmquist bias. We achieved an accuracy of 15% for the fundamental plane as a distance indicator.
We provide a detailed discussion on the calibrations and their influence on theresulting fits. These re-calibrated fundamental plane
relations form a well-suited anchor for large-scale peculiar-velocity studies in the nearby universe. In addition to the fundamental
plane, we discuss the redshift distribution of the elliptical galaxies and their global parameters.

Key words. galaxies: elliptical and lenticular, cD – galaxies: distances and redshifts – galaxies: fundamental parameters – galaxies:
statistics – galaxies: structure

1. Introduction

The fundamental plane is an empirical relation between three
global parameters of elliptical galaxies: the central velocity dis-
persionσ0, the physical effective radiusR0, and the mean surface
brightnessµ0 within the effective radius. The last parameter is
usually expressed asI0, which is a renormalised surface bright-
ness (see Equation 17). The functional form of the fundamental
plane reads

log10 (R0) = a · log10 (σ0) + b · log10 (I0) + c. (1)

Historically, the fundamental plane of elliptical galaxies was first
mentioned in Terlevich et al. (1981). It was defined and dis-
cussed in more detail in Dressler et al. (1987) and Djorgovski &
Davis (1987). As part of an extensive study on elliptical galaxies
(Bernardi et al. 2003a,b,c,d), the first work on the fundamental
plane using SDSS data was done in Bernardi’s paper (Bernardi
et al. 2003c). Afterwards considerable work was done on the
fundamental plane by a wide range of scientists e.g. D’Onofrio
et al. (2008), La Barbera et al. (2008), Gargiulo et al. (2009),
Hyde & Bernardi (2009), La Barbera et al. (2010a), Fraix-Burnet
et al. (2010), and Magoulas et al. (2012).

The central velocity dispersion as well as the mean surface
brightness are distance-independent quantities. Consequently,
one can use the fundamental plane as a distance indicator by
comparing the predicted effective radius with the observed one.
We plan to use this standard-candle property of the fundamental
plane in future work on the peculiar-velocity field in the nearby
universe.

According to Bernardi et al. (2003c), a direct fit is the most
suitable type of fit to obtain the fundamental plane coefficients if
one plans on using them as a distance indicator, because it min-
imises the scatter in the physical radiusR0. Other types of fits
also have their advantages, when using the fundamental plane
for different applications (such as investigating the global prop-
erties of elliptical galaxies). In Table 1, we collect the results for
the fundamental plane coefficient of previous literature work. As
Bernardi et al. (2003c) already pointed out, the coefficients de-
pend on the fitting method. Table 1 shows that the coefficienta
is typically smaller for direct fits than for orthogonal fits.

On theoretical grounds, it is clear that virial equilibriumpre-
dicts interrelations between the three parametersR0, σ0, andI0.
The coefficients of the fundamental plane can be compared with
these expectations from virial equilibrium, and a luminosity-
independent mass-to-light (M/L) ratio for all elliptical galaxies.
Virial equilibrium and constant M/L predictsa = 2 andb = −1.
Any deviation (usually lower values fora and higher values for
b) of these values is referred to as tilt in the literature. From
Table 1 it is clear that the actual coefficients of the fundamen-
tal plane deviate from these simplified assumptions (e.g. a∼1
instead of 2). The physical reasons that give rise to this devia-
tion are obviously a matter of substantial debate in the literature
since it provides fundamental information about galaxy evolu-
tion (Ciotti et al. 1996; Busarello et al. 1997, 1998; Graham
& Colless 1997; Trujillo et al. 2004; D’Onofrio et al. 2006;
Cappellari et al. 2006) or its environment dependence (Lucey
et al. 1991; Jorgensen et al. 1996; Pahre et al. 1998; de Carvalho
& Djorgovski 1992; La Barbera et al. 2010b). The empirical re-
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parameter condition
SpecObj.z > 0
SpecObj.z < 0.5

SpecObj.zWarning = 0
zooVotes.p_el > 0.8

zooVotes.nvote_tot > 10
SpecObj.veldisp > 100
SpecObj.veldisp < 420

SpecObj.snMedian > 10
SpecObj.class =’GALAXY’

PhotoObj.deVAB_u > 0.3
PhotoObj.deVAB_g > 0.3
PhotoObj.deVAB_r > 0.3
PhotoObj.deVAB_i > 0.3
PhotoObj.deVAB_z > 0.3
PhotoObj.lnLDeV_u >PhotoObj.lnLExp_u
PhotoObj.lnLDeV_g >PhotoObj.lnLExp_g
PhotoObj.lnLDeV_r >PhotoObj.lnLExp_r
PhotoObj.lnLDeV_i >PhotoObj.lnLExp_i
PhotoObj.lnLDeV_z >PhotoObj.lnLExp_z

Table 2. Selection criteria given in the language of the SDSS CAS-
job queries. As a direct consequence of these requirements, we demand
that there must be spectroscopic data for every galaxy in our sample.
Hereby, we impose the target limit for galaxy spectroscopy of SDSS on
our sample, which is a minimum Petrosian magnitude in the r band of
17.77 mag (Strauss et al. 2002).

lation as such is very well documented and is often used as a
distance indicator.

There are several two-dimensional relations that can be de-
rived from the fundamental plane: the Faber-Jackson relation
(Faber & Jackson 1976) between the luminosity and the veloc-
ity dispersion, and the Kormendy relation (Kormendy 1977) be-
tween the luminosity and effective radius and theD−σ-relation
(Dressler et al. 1987), which connects the photometric parameter
D with the velocity dispersionσ.

In this paper, we provide a calibration of the fundamental
plane for usage as a distance indicator, using a sample of about
93000 elliptical galaxies from the eighth data release of the
Sloan Digital Sky Survey (SDSS DR8) (Aihara et al. 2011).
This doubles the sample of the most extensive FP calibration
in the present literature (Hyde & Bernardi 2009). We assumed
a Λ-CDM cosmology with a relative dark-energy density of
ΩΛ = 0.7 and and a relative matter density ofΩM = 0.3 as well
as a present-day Hubble parameter ofH0 = 70 km s−1 Mpc−1.
One can use the parameterh70 to rescale the results for any other
choice of the Hubble parameter.

2. Sample

2.1. Definition

Our starting sample consisted of 100427 elliptical galaxies from
SDSS DR8 (Aihara et al. 2011). These galaxies were selected by
the following criteria, as also summarised in Table 2:

The redshift z has to be between 0 and 0.5. Furthermore,
to ensure that the redshift measurements were trustworthy,the
SpecObj.zWarningflag had to be 0. For the morphological se-
lection we made use of the citizen science project GalaxyZoo
(Lintott et al. 2008), in which volunteers on the internet classify
SDSS galaxies in a simplified manner (no scientific background
required). The results of these visual classifications (Lintott et al.
2011) were integrated into the SDSS query form. To obtain a

Figure 1. Randomly selected subsample of 12 galaxies of our selected
sample with a redshift lower than 0.1. All of them were classified to be
elliptical galaxies by our selection criteria, which is confirmed by their
morphology.

reasonable sample of elliptical galaxies with only a small num-
ber of misclassification, we demanded that the probability that
a galaxy is an elliptical is greater than 0.8 and that at leastten
GalaxyZoo users classified it. This probability is the fraction of
all users who classified the given galaxy as elliptical. It would
make no sense to set the parameter to 1 in the query because this
would exclude too many galaxies since many users occasionally
misclassify a galaxy by accident or trolling. Based on criterion,
GalaxyZoo provided 170234 candidates for elliptical galaxies
within the given redshift range of 0 and 0.5.

To reduce the number of misqualifications and to ensure the
quality of our data set, we applied the following criteria. The
signal-to-noise ratio of the spectra had to be higher than 10and
the central velocity dispersion of every galaxy in our sample had
to be higher than 100 km/s and lower than 420 km/s. In gen-
eral, velocity dispersion measurements of SDSS are only rec-
ommended to be used if they are between 70 and 420 km/s.
Our choice of 100 km/s as lower limit is an additional precau-
tion to avoid contamination of our sample by misclassification,
because we found that a significant number of galaxies with a
low central velocity dispersion (<100 km/s) are misclassified as
elliptical galaxies by GalaxyZoo, although most of them actu-
ally are bulge-dominated spiral galaxies, as we found be taking
a small random sample and visually inspecting the imaging and
spectroscopic data. Furthermore, the spectrum has to be identi-
fied by the SDSS pipeline to be of a galaxy, and the likelihood
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band a b c σdist [%] Ngal type of fit authors
B 1.39± 0.14 −0.90± 0.09 - 20 106 2-step inverse R Djorgovski & Davis (1987)
B 1.33± 0.05 −0.83± 0.03 - 20 97 inverse R Dressler et al. (1987)

V+R 1.43± 0.03 −0.84± 0.02 −7.995± 0.021 21 694 inverse R Smith et al. (2001)
R 1.38± 0.04 −0.82± 0.03 - 21 352 inverse R Hudson et al. (1997)
R 1.37± 0.05 −0.84± 0.03 - 21 428 inverse R Gibbons et al. (2001)
V 1.26± 0.07 −0.82± 0.09 - 13 66 forward R Lucey et al. (1991)
V 1.14 −0.79 - 17 37 forward R Guzman et al. (1993)
r 1.24± 0.07 −0.82± 0.02 - 17 226 orthogonal R Jorgensen et al. (1996)
R 1.25 −0.87 - 19 40 orthogonal R Müller et al. (1998)
V 1.21± 0.05 −0.80± 0.01 - - - orthogonal R D’Onofrio et al. (2008)
r 1.42± 0.05 −0.76± 0.008 - 28 1430 orthogonal R La Barbera et al. (2008)
K 1.53± 0.04 −0.77± 0.01 - 29 1430 orthogonal R La Barbera et al. (2008)
R 1.35± 0.11 −0.81± 0.03 - 21 91 orthogonal R Gargiulo et al. (2009)
g 1.40± 0.02 −0.76± 0.02 −8.858 31 46410 orthogonal R Hyde & Bernardi (2009)
r 1.43± 0.02 −0.79± 0.02 −8.898 30 46410 orthogonal R Hyde & Bernardi (2009)
i 1.46± 0.02 −0.80± 0.02 −8.891 29 46410 orthogonal R Hyde & Bernardi (2009)
z 1.47± 0.02 −0.83± 0.02 −9.032 29 46410 orthogonal R Hyde & Bernardi (2009)
g 1.38± 0.02 −0.788± 0.002 −9.13± 0.08 29 4467 orthogonal R La Barbera et al. (2010a)
r 1.39± 0.02 −0.785± 0.002 −8.84± 0.06 26 4478 orthogonal R La Barbera et al. (2010a)
i 1.43± 0.02 −0.780± 0.002 −8.76± 0.05 - 4455 orthogonal R La Barbera et al. (2010a)
z 1.42± 0.02 −0.793± 0.002 −8.74± 0.07 - 4319 orthogonal R La Barbera et al. (2010a)
Y 1.47± 0.02 −0.785± 0.002 −8.53± 0.06 - 4404 orthogonal R La Barbera et al. (2010a)
J 1.53± 0.02 −0.795± 0.002 −8.57± 0.06 26 4317 orthogonal R La Barbera et al. (2010a)
H 1.56± 0.02 −0.795± 0.002 −8.42± 0.08 27 4376 orthogonal R La Barbera et al. (2010a)
K 1.55± 0.02 −0.790± 0.002 −8.24± 0.08 28 4350 orthogonal R La Barbera et al. (2010a)
K 1.53± 0.08 −0.79± 0.03 - 21 251 orthogonal R Pahre et al. (1998)
V 1.31± 0.13 −0.86± 0.10 - 14 30 orthogonal R Kelson et al. (2000)
R 1.22± 0.09 −0.84± 0.03 - 20 255 orthogonal ML Colless et al. (2001)
g 1.45± 0.06 −0.74± 0.01 −8.779± 0.029 25 5825 orthogonal ML Bernardi et al. (2003c)
r 1.49± 0.05 −0.75± 0.01 −8.778± 0.020 23 8228 orthogonal ML Bernardi et al. (2003c)
i 1.52± 0.04 −0.78± 0.01 −8.895± 0.021 23 8022 orthogonal ML Bernardi et al. (2003c)
z 1.51± 0.04 −0.77± 0.01 −8.707± 0.023 22 7914 orthogonal ML Bernardi et al. (2003c)
J 1.52± 0.03 −0.89± 0.008 - 30 8901 orthogonal ML Magoulas et al. (2012)
H 1.47± 0.02 −0.88± 0.008 - 29 8568 orthogonal ML Magoulas et al. (2012)
K 1.46± 0.02 −0.86± 0.008 - 29 8573 orthogonal ML Magoulas et al. (2012)
g 1.08± 0.05 −0.74± 0.01 −8.033± 0.024 - 5825 direct ML Bernardi et al. (2003c)
r 1.17± 0.04 −0.75± 0.01 −8.022± 0.020 - 8228 direct ML Bernardi et al. (2003c)
i 1.21± 0.04 −0.77± 0.01 −8.164± 0.019 - 8022 direct ML Bernardi et al. (2003c)
z 1.20± 0.04 −0.76± 0.01 −7.995± 0.021 - 7914 direct ML Bernardi et al. (2003c)
g 1.12± 0.02 −0.74± 0.02 −8.046 - 46410 direct R Hyde & Bernardi (2009)
r 1.17± 0.02 −0.76± 0.02 −8.086 - 46410 direct R Hyde & Bernardi (2009)
i 1.20± 0.02 −0.76± 0.02 −8.048 - 46410 direct R Hyde & Bernardi (2009)
z 1.23± 0.02 −0.78± 0.02 −8.216 - 46410 direct R Hyde & Bernardi (2009)
I 1.25± 0.02 −0.79± 0.03 - 20 109 direct R Scodeggio et al. (1998)
R 1.13± 0.03 −0.84± 0.01 8.53± 0.1 - 699 direct R Fraix-Burnet et al. (2010)
u 0.798± 0.030 −0.700± 0.008 −7.53± 0.10 16.5 92953 direct R this paper
g 0.966± ±0.030 −0.740± 0.013 −7.75± 0.13 15.6 92953 direct R this paper
r 1.034± 0.030 −0.753± 0.013 −7.77± 0.13 15.3 92953 direct R this paper
i 1.062± 0.030 −0.757± 0.013 −7.75± 0.13 15.0 92953 direct R this paper
z 1.108± 0.030 −0.763± 0.013 −7.81± 0.13 14.8 92953 direct R this paper

Table 1. A list of previous publications (we do not claim completeness) of fundamental plane coefficients, based on the list of Magoulas et al.
(2012), which is itself based on the lists of Bernardi et al. (2003c) and Colless et al. (2001). It is sorted by method (note: R=regression,
ML=maximum likelihood) and date of publication. Some of the values in the list cannot be found in the same form due to slightly different
definitions in the referenced papers. We sometimes had to renormalise thecoefficientb, when the fundamental plane was defined using with the
mean surface brightnessµ0 instead of the parameter log10 (I0). Furthermore, the coefficientc, if available, is always given for a Hubble parameter
of H0 = 70 km s−1 Mpc−1 here, therefore we had to rescale it if other values ofH0 were used in the referenced paper. In addition to the fundamental
plane coefficientsa, b and if availablec, the distance errorσdist and the number of galaxiesNgal in the sample is given. Furthermore, we also list
the type of fit (R= regression, ML= maximum likelihood), which was used to obtain the fundamental plane coefficient, because it is known that
the coefficients not only depend on the wavelength, but also on the fitting method.

of a de Vaucouleurs fit on a galaxy has to be higher than the
likelihood of an exponential fit, in all five SDSS filters. We also
demanded the axis ratio derived from the de Vaucouleurs fit to
be higher than 0.3 (which excludes all early-type galaxies later
than E7) in all filters, thereby removing very elongated ellipti-

cal and lenticular galaxies from our sample. In Figures 1 and2,
randomly selected SDSS colour thumbnails of our selected sam-
ple are shown. Their morphologies are all consistent with be-
ing ellipticals (some artificial apparent green/red granulation can
occur in the colour composite), without obvious spiral/disk pat-
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Figure 2. Randomly selected subsample of 12 galaxies of our selected
sample with a redshift range of [0.1,0.2]. All of them were classified
to be elliptical galaxies by our selection criteria, which is confirmed by
their morphology.

terns, and overall smoothness. We thus conclude that our sample
is sufficiently clean. For redshifts higher than 0.2, our set of cri-
teria still yields a pretty clean sample as one can see in Figure 3.
However, in Subsection 2.2 that our criteria create an additional
bias at redshifts higher than 0.2, because an increasing fraction
of galaxies is rejected due to uncertain classification.

There are 100427 galaxies in SDSS DR8 that fulfil all these
requirements; they form our basic sample1. We downloaded the
galactic coordinatesPhotoObj.band PhotoObj.l, the redshift
SpecObj.zand its error SpecObj.zErr, the central velocity
dispersionSpecObj.veldispand its errorSpecObj.veldispErr, the
axis ratio of the de Vaucouleurs fitPhotoObj.deVAB_filter, the
scale radius of the de Vaucouleurs fitPhotoObj.deVRad_filter
and its error PhotoObj.deVRadErr_filter, the model mag-
nitude of the de Vaucouleurs fitPhotoObj.deVMag_filter
and its error PhotoObj.deVMagErr_filter, the magnitude
of the composite model fit PhotoObj.cModelMag_filter
and its error PhotoObj.cModelMagErr_filter, the scale ra-
dius of the Petrosian fitPhotoObj.petroRad_filterand its
error PhotoObj.petroRadErr_filter, the model magnitude
of the Petrosian fitPhotoObj.petroMag_filterand its er-
ror PhotoObj.petroMagErr_filterand the extinction values
PhotoObj.extinction_filter, which are based on Schlegel maps
(Schlegel et al. 1998), for all five SDSS filters (if a parameter is

1 finer cuts in redshift and colours as well as a rejection of outliers
will reduce this to about 93000 galaxies in the end, see next sections

Figure 3. Randomly selected subsample of 12 galaxies of our extended
sample (limited to a redshift lower than 0.2 for our main analysis) with
a redshift higher than 0.2. All of them were classified to be elliptical
galaxies by our selection criteria, which is confirmed by their morphol-
ogy. Note that for some of the sources with the smallest angular extent,
the SDSS colour-composite image becomes imprecise, causing the ap-
parent rainbow-like colour structure.

available for different filters, the wild cardfilter is placed there,
which can stand for either u, g, r, i, or z) and all galaxies in our
basic sample. The SDSS filters have a central wavelength of
355.1 nm for u, 468.6 nm for g, 616.6 nm for r, 748.0 nm for i,
and 893.2 nm for z (Stoughton et al. 2002).

In Figure 4, we consider the overall redshift distribution of
our basic sample. In this Figure 4, we use redshifts corrected for
the Milky Way’s motion relative to the CMB, but note that the
impact of the correction on the Figure is insignificant. Figure 4
shows that there are no galaxies in our sample with redshifts
greater than 0.3. Furthermore, the number density decreases
rapidly after a redshift of 0.15. We adopt a final cut at redshift of
0.2, since beyond that the sample is heavily biased towards only
the most luminous galaxies. Quantitative motivation for the cut
at a redshift of 0.2 comes from considering the Malmquist bias
in detail, see Section 4.1. Moreover, we introduced a lower cut at
a redshift of 0.01 to remove the galaxies for which peculiar ve-
locities can notably distort the Hubble flow. The limitationof our
sample to a redshift interval of [0.01,0.2] reduces the number of
galaxies by roughly 5000. Furthermore, excluding some objects,
with unreasonably large or small absolute magnitudes or phys-
ical radii removes a handful galaxies more. We also introduce
a colour cut by demanding that the galaxies in our sample lie
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on the red sequence (Chilingarian & Zolotukhin 2012), whichis
a narrow region in the colour-magnitude diagram where early-
type galaxies are located. Since our sample was already rela-
tively clean at this stage, we fitted a second-order polynomial to
it in the colour-magnitude diagram. For this end, we used theg-r
colours of the apparent magnitudes and the absolute magnitude
in the z band. The results of these fits are shown in Figures B.67
to B.69 with their fitting parameters in Table C.6. Using these
fits, we perform a 3-σ clipping to remove outliers. Less than
1 % (the exact ratio depends on the choice of the photometric
fits, i.e., the composite model, de Vaucouleur or Petrosian (see
Section 4 for details on these fits), of the sample is removed by
the colour cut. For comparison, applying the same colour cuts
on the sample classified only via GalaxyZoo, about 4.5% are re-
moved. The remaining∼95000 galaxies were used for the funda-
mental plane calibrations and form our selected sample. During
the fitting process another about 2000 galaxies were excluded as
outliers, which leaves a sample of 93000 galaxies for our final
analysis. A set of comparative colour-magnitude diagrams (see
Figure 5) illustrates the cleaning process of our sample allthe
way from the 852173 SDSS galaxies with proper spectroscopic
data to our selected sample of about 95000 galaxies.
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Figure 4. Redshift distribution of the basic sample. The green vertical
lines at z=0.01 and z=0.2 indicate the limitation of the selected sample
that was used for fitting the fundamental plane.

2.2. Substructure in the redshift distribution

In this section we discuss the redshift substructure in our sample,
identifying three peaks in redshift at which galaxies cluster.

Consider Figure 4 again, in which one may immediately no-
tice two peaks in the galaxy counts. The first one, which appears
to be most prominent at z=0.08 in this plot, is associated with the
Sloan Great Wall, which is located at a redshift of 0.073 (Gott
et al. 2005). The other peak is around a redshift of 0.13 and has
been reported previously in Bernardi et al. (2003b), thoughit
was not discussed in detail afterwards.

In the following we describe how we corrected the redshift
histogram in Figure 4 for completeness and sampling effects to
investigate the redshift substructure of our sample in moredetail.
First of all, for a volume-limited sample one expects the num-
ber of galaxies to increase with the third power of the distance
(which is in first-order approximation linearly related to the red-
shift). Then, due to magnitude limitation, one looses the less lu-
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Figure 5. Selection of our sample illustrated using colour-magnitude
diagrams. This set of g-r colour versus z band absolute magnitude di-
agrams shows that with our constraints only the red sequence remains
in the selected sample (top left panel) of about 95000 galaxies, which
is used to fit the fundamental plane. The basic sample (top right panel),
which consists of 100427 galaxies, is already relatively clean by itself.
The 170234 candidates of elliptical galaxies from GalaxyZoo can be
found in the bottom left panel. The bottom right panel shows 852173
unclassified galaxies with proper spectroscopic data from the SDSS
database and in this plot, other structures in the colour magnitude di-
agram, such as the blue cloud, are clearly visible as well. The colour-
coding in the plots is always relative to the maximum number den-
sity per pixel. Red indicates the maximum number density (which can
vary from figure to figure) per pixel. Colours between red and orange
cover number densities between the maximum and 2/3 of the maximum.
Shades from yellow to green cover the range between∼2/3 and∼1/3 of
the maximum number density. Shades from cyan to blue indicate less
than∼1/3 of the maximum number density. White pixels contain no ob-
jects. The same colour scheme is used for all other density map plots in
this paper as well.

minous part of the sample starting at a certain redshift, andnum-
ber counts will decrease towards zero at very large distances.
The combination of volume sampling and magnitude limitation
yield a function that grows as a function of redshift from zero to
a peak, and then decreases afterwards to zero again. Our sample
in Figure 4 has this overall peak at about z=0.1, close to the two
putative sub-peaks.

It is therefore important to remove the signature of magni-
tude limitation from this histogram, which will allow a clean
assessment of the existence of those possible sub-peaks. Asa
first step (Figure 6), we thus considered the galaxy count per
comoving volume instead of the absolute numbers, dividing the
number of galaxies in each redshift bin by the comoving volume
of the bin. The following equations define the comoving volume
of such a redshift binVC(z1, z2):

VC(z1, z2) =
4π
3

ASDSS

Asky

(
D3

C(z2) − D3
C(z1)

)
(2)

DC(z) = DL(z) · (1+ z)−1 (3)

DL(z) =
c · z
H0

1+


z · (1− q0)√
1+ 2q0 · z+ 1+ q0 · z


 (4)

q0 =
ΩM

2
−ΩΛ. (5)

The comoving volumeVC(z1, z2) is derived from the comov-
ing distanceDC(z) and the spectroscopic sky coverage of SDSS
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DR8 ASDSS, which is 9274 deg2, normalised to the total size of
the skyAsky, which is∼ 41253 deg2. The comoving distance
DC itself is derived from the luminosity distanceDL, which is
given in Equation 4. We assumed a Hubble parameterH0 of
70 km s−1 Mpc−1 for our calculations, which can be rescaled
to any measured Hubble parameter usingh70. The subscript 70
emphasises that this scaling parameter is relative to our chosen
value of the Hubble parameter.c denotes the speed of light and
q0 the deceleration parameter of the universe, which is−0.55 for
a universe with a relative matter density ofΩM = 0.3 and relative
dark-energy density ofΩΛ = 0.7 according to Equation 5.

In the next step, we corrected for the magnitude limitation.
We assumed that we have the same functional shape of the lumi-
nosity function of giant elliptical galaxies in every volume ele-
ment of the universe. For this, we adopted a Gaussian luminosity
function with a mean luminositȳM slowly evolving (evolution
parameterQ) as linear function of the redshift, and assumed that
the standard deviationσM is the same for all redshifts and vol-
ume elements. The Gaussian shape of the luminosity function
of large elliptical galaxies is discussed in detail in Section 4.2.
Although the bulk of the dwarf elliptical galaxies are already too
faint at the minimum redshift of our sample, there are still afew
bright dwarf elliptical galaxies that do not fall below the mag-
nitude limit. However, these galaxies are not part of the sample,
because their light profiles are more exponential than elliptical
and therefore, they are already excluded by the sample selection.

Our sample is limited by a fixed apparent magnitudemlimit
(basically the spectroscopy limit of SDSS), which will cut into
the elliptical galaxy luminosity function more and more as red-
shift/distance increases, biasing our sample towards intrinsically
brighter luminosities at high distances. This effect is also known
as Malmquist bias.

We can now express the expected space density of ellipticals
in our sample with Equation 6:

ρobs(z) =
ρ0

2

(
1+ erf

(
∆m+ Q · z− 5 · log10(DL/pc)+ 5√

2 · σM

))
.

(6)
mapp− Mabs= 5 · log10(DL/pc)− 5 (7)

In these equations, we defined a new parameter∆m= mlimit − M̄,
which denotes the difference between limit magnitudemlimit and
the mean luminosity of the luminosity function at redshift zero
M̄. To represent the Malmquist bias we made use of the distance
modulus (see Equation 7), which defines the difference between
the apparent magnitudemapp and the absolute magnitudeMabs in
dependence on the luminosity distanceDL.

We then fitted this 4-parameter function for the observed
galaxy densityρobs(z) to the redshift distribution in Figure 6. The
four varied parameters are the density of elliptical galaxiesρ0,
the evolution parameterQ, the standard deviation of the lumi-
nosity functionσM, and the parameter∆m. We used a modified
simplex algorithm to perform the first fit to obtain the galaxy
densities. After inverting the error function in Equation 6, we
used a least-squares fit to obtain the other parameters. For mathe-
matical reasons, we had to exclude the first five bins, which form
the plateau of the function, for the least-squares fit. However,
since the height of the plateau was already fixed by the simplex
fit, which uses these bins, no information is lost. The results of
this fit are shown as a dashed (green) line in Figure 6. Our bestfit
yields an average density of elliptical galaxies in the universeρ0
(which fulfil the requirements of our sample) of 7·10−4 galaxies
per (Mpc· h−1

70)3. Furthermore, we derived a mild redshift evo-
lution Q of 1.07 mag (perz). Our values for∆m andσM are(
38.3− 5 · log10(h70)

)
mag and 0.89 mag, respectively.
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Figure 6. Redshift distribution of the number density of elliptical galax-
ies in our sample. The measured density of elliptical galaxies is given by
the red solid line of the histogram. We divided our sample into redshift
bins with a width of 0.01. The blue dashed line represents our best-fit
model to the data. The green dashed vertical lines indicate the limits of
the sample, which were used for the fundamental plane fitting.

To analyse overdensities, we subtracted the fit function from
our data in Figure 6 and normalised it to the fit function’s val-
ues. The result of this exercise is shown in Figure 7. One notices
three overdensities, two of which can be identified with known
large-scale structures. There are the CfA2-Great Wall between
a redshift of 0.0167 and 0.0333 with a median redshift of 0.029
(Geller & Huchra 1989) and the Sloan Great Wall between a red-
shift of 0.0509 and 0.0876 with a median redshift of 0.073 (Gott
et al. 2005). Furthermore, we found another (so far not investi-
gated) overdensity between 0.12 and 0.15 with a peak around
0.13. This overdensity was previously mentioned in Bernardi
et al. (2003b), who noticed two overdensities in their (SDSS-
based) sample of elliptical galaxies: one at a redshift of 0.08
(their paper was published before the Sloan Great Wall was dis-
covered at a similar redshift) and another one at 0.13, whichwe
can now confirm. Identifying any large-scales structures, which
might be associated with this over-density, would exceed the
scope of this paper and is left open for future investigations.

When looking at Figure 7, one will also notice some signif-
icant underdensities at very low and at relatively high redshifts.
The underdensity at low redshifts is due to a selection effect in
SDSS and GalaxyZoo. Very nearby galaxies are sometimes not
included in the SDSS spectroscopic sample because they are too
bright. Previously well-classified nearby galaxies were not in-
cluded in GalaxyZoo as well. These two selection effects cause
the apparent deficiency of elliptical galaxies at low redshifts. At
high redshifts (z>0.2), we encounter a similar problem. Galaxies
at this distance are already rather small and difficult to classify.
Therefore, we excepted fewer galaxies that were clearly identi-
fied as ellipticals by GalaxyZoo. These two findings strengthen
our previous considerations to cut our sample at redshifts lower
than 0.01 and higher than 0.2 before using them for the funda-
mental plane fitting.

3. Method

The fitting procedure of fundamental plane coefficients was per-
formed individually for each SDSS filter to derive independent
results. The first matter that needs to be taken into account is
galactic extinction:
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Figure 7. Redshift distribution of the relative number density of el-
liptical galaxies. The red solid line shows the relative overdensity of
the galaxies in our sample compared with the model predictions. Two
known large-scale structures are indicated by the green and blue dashed
vertical lines. The thin lines are the lower and upper limit of these struc-
tures, while the thick line indicates their median redshift. The green
lines denote the CfA2 Great Wall and the blue lines denote the Sloan
Great Wall.

mextcor= msdss− ASchlegel. (8)

We corrected the SDSS model magnitudesmsdss for extinc-
tion ASchlegel according to the Schlegel maps (Schlegel et al.
1998). The values for extinction were obtained from the SDSS
database, in which they can be found for every photometric ob-
ject based on its coordinates.

We also applied a K-correction tomextcor, to correct for the
effect of the redshift on the spectral profile across the filters,

K(z,mf1 −mf2) =
∑

i, j

Bi j z
i(mf1 −mf2)

j (9)

m′app= mextcor− K(z,mf1 −mf2). (10)

The K-correction is calculated using the (extinction-corrected)
colourmf1 −mf2 and the redshiftzof the galaxy. We used the re-
cent model of Chilingarian et al. (2010) with updated coefficients
as shown in Tables C.1 to C.5. This K-correction model uses a
two-dimensional polynomial with coefficientsBi j that depend on
the filter. One obtains the K-corrected apparent magnitudem′app
by a simple subtraction of the K-correction termK(z,mf1 −mf2).
The subscriptsf1 and f2 stand for two different filters, which one
can choose for calculating the correction.

The next step was to renormalise the measured model radius
from the SDSS datarsdssto take into account the different ellip-
ticities of the elliptical galaxies in our sample,

rcor = rsdss
√

qb/a. (11)

This can be done according to Bernardi et al. (2003c) by using
the minor semi-axis to mayor semi-axis ratioqb/a from SDSS.
The corrected radiusrcor enables us to directly compare all types
of elliptical galaxies.

The velocity dispersions also need to be corrected for.
Because SDSS uses a fixed fibre size, the fibres cover different
physical areas of galaxies at different distances. This affects the
measured velocity dispersion. Suitable aperture corrections for

early-type galaxies were calculated by Jorgensen et al. (1995)
and Wegner et al. (1999), see the following equation:

σ0 = σsdss·
(

rfiber

rcor/8

)0.04

. (12)

The radius of the SDSS fibresrfiber is 1.5 arcseconds for all re-
leases up to and including DR82. σ0 is typically about 10%
higher than the measured valueσsdss.

We also corrected the measured redshiftsz for the motion of
our solar system relative to the cosmic microwave background
(CMB), because we intend to calculate redshift-based distances
afterwards. The corrected redshiftzcor for the CMB rest frame
can be calculated using some basic mathematics as demonstrated
in Appendix A.

Since we need distances to obtain the physical radiiR0 of
our elliptical galaxies, we calculated angular diameter distances
DA(zcor):

DA(zcor) = DL(zcor) · (1+ zcor)
−2. (13)

They are derived from the luminosity distancesDL, which have
been defined in Equation 4. The physical radius is given in
Equation 14:

R0 = DA(zcor) · tan(rcor) . (14)

Another aspect needs to be considered, the passive evolution of
elliptical galaxies

mapp= m′app+ Q · zcor. (15)

The K- and extinction-corrected apparentm′app of a sample of el-
liptical galaxies changes as a function of look-back time due to
stellar evolution. We corrected for this effect using an evolution-
ary parameterQ. This parameter was derived by fitting Equation
6 to the overall redshift distribution of our sample, as donein
Subsection 2.2. The fit assumes a passive evolution of the ellip-
tical galaxies that is linear and proportional to the redshift within
the sample’s redshift range. Using this parameter, one can to cal-
culate the fully (extinction-, K-, and evolution-) corrected appar-
ent magnitudemapp.

A final correction was applied to the measured surface
brightness:

µ0 = mapp+ 2.5 · log10

(
2π · r2

cor

)
− 10 · log10 (1+ zcor) . (16)

The mean surface brightnessµ0 within the effective radiusrcor
is defined by the equation above. The last term corrects for
cosmological dimming of surface brightnesses, which is pro-
portional to (1+ zcor)4 in any Friedmann-Lemaître-Robertson-
Walker metric-based universe (Tolman 1930; Hubble & Tolman
1935; Sandage & Perelmuter 1990a,b, 1991; Pahre et al. 1996).

log10 (I0) = − µ0

2.5
(17)

To be consistent with Bernardi et al. (2003c), we used log10 (I0)
instead of the surface brightness, although they only differ by a
factor.

In the final step, we used the angular diameter distance to
determine the physical radiusR0 of the galaxies in our sample.
With this, we have all parameters at hand that are required for
the fundamental plane.

We now briefly discuss our options for fitting it. One first
has to take into account is the Malmquist bias. There are several

2 Afterwards the SDSS-telescope was refitted with new smaller (1
arcsecond radius) fibres for BOSS (Ahn et al. 2012).
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methods to correct for it, and first we tried to use a maximum-
likelihood method to fit the fundamental plane, as done in
Bernardi et al. (2003b,c). We found that the extrema landscape
of the likelihood function of the multivariate Gaussian (see
Bernardi et al. (2003b) for more details) is unsuitable for the
method, since small variations in the initial conditions ofour
simplex fit led to significantly different results. Other more ad-
vanced methods for minimising the likelihood function were
considered, but rejected because of their unreasonably high com-
putational costs.

As a consequence, we decided to use a less complex, yet
efficient method to account for the Malmquist bias: volume-
weighting (Sheth & Bernardi 2012). One assigns statistical
weights to the galaxies based on the volume in which a galaxy
with its luminosity is still visible. To do this, one has to know
the exact limits imposed by the bias on one’s sample:

log10
(
DL,limit

)
= kfit · Mabs+ dfit (18)

mlimit = 5 · dfit − 5. (19)

Owing to the nature of the bias, one expects a linear cut in the
sample when plotting the logarithm of the luminosity distance
DL versus the absolute magnitudeMabs. The fit parameterdfit is
directly connected to the limiting magnitudemlimit of the sam-
ple. We can perform a simple linear fit (see Equation 18) to this
cut, but since we know that it originates in a Malmquist bias,we
are able to fix the slopekfit to −0.2 and only have to vary the
offsetdfit . This is done in a way that 99.7% (equivalent to 3σ)
of the data points are located on one side of the fitted line. The
fit parameterdfit is directly connected to the limiting magnitude
mlimit of the sample (equation 19). In the next step, we used this
fit to determine the maximum distanceDL,limit at which a galaxy
with a certain absolute magnitude is still visible. Subsequently,
we transformed this luminosity distance into a comoving dis-
tanceDC (see Equation 3) for which we derived the redshiftzlimit
from the limiting luminosity distanceDL,limit . An inversion of
Equation 4 yields,

z=
1
c2

(
c2q0 − c2 + c DLH0q0+ (20)

√
c2q2

0 − 2c4q0 + c4 + 2c3DLH0q2
0 − 4c3DLH0q0 + 2c3DLH0

)
,

which can be used to derive the limiting redshift to determine the
limiting comoving distance and consequently the corresponding
comoving volumeVC (see Equation 2),

wvol,i =

(
VC,i

)−1

∑
j

(
VC, j

)−1
. (21)

The normalised volume weightswvol,i for every galaxyi are de-
fined by Equation 21 according to Sheth & Bernardi (2012).
With the volume weights at hand, one can compute the coeffi-
cientsa, b, andc of the fundamental plane (see Equation 1) us-
ing a multiple regression based on weighted least-squares.These
volume weights correct for the Malmquist bias (see Figure 8),
which affects our magnitude-limited sample. One has to solve
the following set of equations:


A11 A12 A13
A12 A22 A23
A13 A23 A33

 ·

a
b
c

 =

V1
V2
V3

 , (22)

with

A11 =

n∑

i=1

((
log10(σ0,i)

)2 · w̄vol,i

)
(23)

A12 =

n∑

i=1

(
log10(σ0,i · log10(I0,i) · w̄vol,i

)
(24)

A13 =

n∑

i=1

(
log10(σ0,i) · w̄vol,i

)
(25)

A22 =

n∑

i=1

((
log10(I0,i)

)2 · w̄vol,i

)
(26)

A23 =

n∑

i=1

(
log10(I0,i) · w̄vol,i

)
(27)

A33 =n (28)

V1 =

n∑

i=1

(
log10(R0,i) · log10(σ0,i) · w̄vol,i

)
(29)

V2 =

n∑

i=1

(
log10(R0,i) · log10(I0,i) · w̄vol,i

)
(30)

V3 =

n∑

i=1

(
log10(R0,i) · w̄vol,i

)
, (31)

which is done using Cramer’s rule. It should be noted that
w̄vol,i = wvol,i ·n are renormalized volume weights that were only
multiplied by the number of galaxiesn used for the fit.

sε =

√√√√ n∑
i=1

w̄vol,i
(
a log10

(
σ0,i

)
+ b log10

(
I0,i

)
+ c− log10

(
R0,i

))2

n
(32)

σa =

√
A22A33 − (A23)2

det(A)
(33)

σb =

√
A11A33 − (A13)2

det(A)
(34)

σc =

√
A11A22 − (A12)2

det(A)
(35)

We also computed the root mean squaresε and the standard er-
rorsσa, σb, andσc of the coefficientsa, b, andc, whereA de-
notes the matrix from Equation 22.

We performed an iterative 3σ-clipping after the fitting pro-
cess, which was repeated until all outliers were eliminated. With
the entire set of calibration and tools at hand, we then determined
the coefficients of the fundamental plane.

4. Results

For the photometric parameters of our model galaxies we used
the three available sets of models in SDSS: the c model, the dV
model, and the p model. The c model usescModelMag3 andde-
VRad (since SDSS does not provide a composite scale radius

3 Actually PhotoObj.cModelMag_filter, to be consistent with
Subsection 2.1, but we use this short notation and similar abbreviations
here.
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fit). The dV model usesdeVMaganddeVRad. The p model uses
petroMagandpetroRad, and all filters independently.

The following equations define the various parameters:

I (r) = I0 · exp

−7.67

(
r
re

) 1
4

 (36)

I (r) = I0 · exp

(
−1.68

r
re

)
(37)

RP(r) =

∫ 1.25r

0.8r
dr̄ r̄ · I (r̄)

(1.252 − 0.82) ·
∫ r

0
dr̄ r̄ · I (r̄) (38)

FP =

∫ NP·rP

0
dr̄ 2π · r̄ · I (r̄). (39)

The cModelMagare based on a simple weighted adding (de-
pending on the likelihood of the two fits) of the fluxes from
de Vaucouleurs fits (see Equation 36) and the pure exponential
fit (see Equation 37). ThedeVMagare the magnitudes derived
directly from the de Vaucouleurs fit given in Equation 36. The
Petrosian magnitudespetroMagare slightly more complicated.
Firstly, one has to calculate the Petrosian ratioRP(r) according to
Equation 38, whereI (r) stands for the azimuthally averaged sur-
face brightness profile. The Petrosian radiusrP, which is denoted
with petroRad, is the radius for which the Petrosian ratioRP(rp)
is equal to a defined value (0.2 for the SDSS). The Petrosian flux
FP is given by Equation 39, where the parameterNP is defined
to be 2 (for the SDSS). SDSS also providesfibreMag, but since
they are by definition calculated for fixed apertures (diameter of
the SDSS-fibre), we found them not to be useful for studying a
sample of galaxies at different distances. Therefore, we did not
construct a model based on them.
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Figure 8. Malmquist bias affecting the magnitude-distance distribution
of our sample. Taking the example of the r band for the dV model pa-
rameters, one can see a deviation of the pure Malmquist bias (indicated
by the black solid line) at large distances. The red solid line indicates
a distance corresponding to a redshift of 0.2, which is the limit of our
selected sample.

4.1. Malmquist bias

The first stop on our way to proper results is quantifying the
Malmquist bias in our sample (see Figure 8). Owing to the phys-
ical nature of this bias, it is best to plot the logarithm of the lumi-
nosity distanceDL versus the absolute magnitude for the sample.

models mlimit,u mlimit,g mlimit,r mlimit,i mlimit,z

c model 20.61 18.54 17.78 17.46 17.22
dV model 20.59 18.54 17.78 17.46 17.22
p model 20.77 18.59 17.80 17.47 17.23

Table 3. Limiting magnitudemlimit,filter , which was derived from the co-
efficientsdfit,filter of the fit on the Malmquist bias according to Equation
19, for every filter and for every model.

Then one fits a straight line to the cut, which is introduced by
the Malmquist bias, in the distribution (see Figures B.1 to B.15).
This fit is given by Equation 18, and its result is listed in Table
3. Since the parameterdfit is directly connected to the limiting
magnitudemlimit , which has a higher physical significance than
the fit parameter itself, by Equation 19, we display this limit-
ing magnitude in Table 3. It is assuring to see that the limiting
magnitude is almost independent of the model and only depends
on the filter. Because spectroscopic data are required for every
galaxy in our sample, the limiting magnitudes from Table 19 are
driven by the spectroscopic limit of SDSS, which is the (uncor-
rected) Petrosian magnitude in the r band of 17.77 (Strauss et al.
2002). This value is almost the same limiting magnitude for the
same model and filter, as we found. It is not surprising that the
limiting magnitude is fainter in the bluer filter than in the redder
ones, since elliptical galaxies are more luminous in the red, as
one can see in Subsection 4.2.

The fit results shown in Table 3 were used to calculate the
volume weights (see Equation 21) to correct for the Malmquist
bias in our analysis. We found that our sample is affected by an
additional bias for redshifts z& 0.2, which is consistent with our
previous findings in Subsection 2.2 (especially Figures 6 and 7):
when we extend our plots beyond the luminosity distance corre-
sponding to a redshift of 0.2, there is slight shortage of galaxies
just above the fitted line (see Figure 8). This happens for allfil-
ters and all models, which is another motivation for removing
galaxies above redshift of 0.2 from our sample. A useful review
on the Malmquist bias in general can be found in Butkevich et al.
(2005).

4.2. Luminosity function

Additional information obtained from the preparations of the
calibration of the fundamental plane are the luminosity functions
of the galaxies in our sample. We note that the faint-luminosity
limit of our sample ofMr = (−18.66+ 5 log10(h70)) mag (corre-
sponding to a 3σ of the mean luminosity of the sample’s galaxies
in this filter, see Table 4) is brighter than the apparent spectro-
scopic limit of the SDSS, which is 17.77 Petrosian magnitudes
in the r band (Strauss et al. 2002), at the lower redshift limit
z=0.01 (distance modulusmapp− Mabs= (33.16 - 5 log10(h70))
mag). The reason for this is the overall surface brightness limit
of SDSS (omitting dwarf galaxies), and the restriction of our
sample to galaxies that are better fit by a de Vaucouleurs profile
than an exponential. The former profile is characteristic ofgiant
ellipticals, whereas an exponential profile corresponds tofainter,
mostly dwarf, galaxies. We hereby conclude that our sample is
not contaminated by dwarf ellipticals.

We calculated the absolute magnitudes of the galaxies us-
ing the distance modulus (see Equation 7) and redshift-based
distances (see Equation 4). Since the sample is affected by a
Malmquist bias, the luminosity function in different redshift bins
is not the same, but shifted to higher luminosity with higherred-
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Figure 9. Luminosity function for our sample in the r band for the dV
model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is complete at the lumi-
nous end, but we miss many of the fainter galaxies due to the Malmquist
bias.

shift. To analyse the luminosity function, we split the datainto
0.2 mag bins. We show the resulting luminosity distributions in
Figure 9 here as well as in Figures B.16 to B.29.

We also calculated the mean luminosity and its standard de-
viation for every model and filter. We used these values and
the mean galaxy densityρ0 obtained in Subsection 2.2 to calcu-
late the expected luminosity function assuming that our sample
would not suffer from a Malmquist bias (see Figures 9 and B.16
to B.29). In this case, we would have almost 416000 galaxies in
our selected sample (between a redshift of 0.01 and 0.2), com-
pared to the about 95 000 that we actually found. The magni-
tude limitation of the SDSS data set thus reduced the number of
galaxies by about 80% for the full redshift range 0.01< z< 0.2,
compared to an extrapolated volume limited sample. With the
volume weights, we then calculated a bias-corrected mean ab-
solute magnitudēMfilter and a standard deviationσfilter for every
filter of every model. The results are listed in Table 4. The stan-
dard deviations are very similar between all filters and models.
The mean absolute magnitude also depends almost entirely on
the filter. This again shows that the completeness is entirely con-
strained by the spectroscopic survey limit, not by photometric
limits.

4.3. Parameter distribution

In this subsection, we discuss the properties of the different pa-
rameters that define the fundamental plane and their observables.
The parameters of the fundamental plane are derived from three
observables: the apparent corrected radiusrcor, the extinction-
and K-corrected apparent magnitudemapp, and the central veloc-
ity dispersionσ0, which is already corrected for the fixed aper-
ture size of the SDSS fibres. The three parameters of the funda-
mental plane are the logarithm of the physical radius log10(R0),
the logarithm of the central velocity dispersion log10(σ0), and
the mean surface brightnessµ0 in lieu of which as a convention,
the parameter log10(I0) is used in the fitting process, which only
differs by a factor of−2.5.

The distribution of the radiircor is shown in Figures 10 and
B.33. The apparent radius is typically in the order of coupleof
arcseconds (with its peak about 1.5-2 arcseconds for the c and
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Figure 10. Distribution of the apparent corrected radiusrcor is displayed
in different filters for the dV model and the c model (the radii are
the same is both models). The vast majority of the measured radii are
smaller than 5 arcseconds.

dV models and aroung 3-4 arcseconds for the p model), but in
the case of the SDSS u band, they can be moved to much larger
radii (especially for the Petrosian model) because of the known
problems with this filter (see the SDSS website4). It has been re-
ported in Fathi et al. (2010) that the SDSS fitting algorithm tends
to prefer certain sets of values for de Vaucouleurs and exponen-
tial fits. We found that this happens for the Petrosian fits as well
and that it even is much more prominent there, especially in the
u and z band. One can already see some grouping in the plots
of the corrected apparent radiusrcor against the apparent magni-
tudesmapp (see Figures B.62 and B.64 and compare them with
Figure B.63, which is for the r band and does not show any pe-
culiarities). It becomes more prominent in plots of the log10(R0)
versus redshift, in which one can clearly see band-like structures
(see Figures B.65 and B.66). Furthermore, the average apparent
radii in all filters are larger for the Petrosian model than for the
de Vaucouleurs model (the c model also uses de Vaucouleurs
radii). There are some tiny differences (too small to be seen in
a plot) between the de Vaucouleurs model and the composite
model, which are created by the selection of galaxies (because
of limits in the magnitudes and the 3-σ clipping).

In Table C.8, the averages and standard deviations of all pre-
viously mentioned parameters are displayed for all filters and
all models. For the p model, there is a suspiciously high stan-
dard deviation for the u band and for the z band though to a
smaller extent there. There is obviously a problem with the mea-
sured radii in the u band, which is most likely due to the known
problem of scattered light in this filter, and it is much worsefor
Petrosian fits, for which the z band is also affected. The distri-
bution of the apparent magnitudemapp for different models is
displayed in Figures B.36 to B.38. The distributions show very
steep cut-offs around the limiting magnitudes, which is exactly
the expected behaviour for a magnitude-limited sample.

In Figures B.34 and B.35, one can see that the corrected cen-
tral velocity dispersion barely depends on the filter. This is not
surprising since the correction (see Equation 12) only mildly
depends on the apparent corrected radiusrcor, which is differ-
ent for different filters. Therefore, as a spectroscopic observable,

4 http://www.sdss.org/dr7/start/aboutdr7.html#
imcaveat
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models M̄u σu M̄g σg M̄r σr M̄i σi M̄z σz

[mag+ [mag] [mag+ [mag] [mag+ [mag] [mag+ [mag] [mag+ [mag]
5 log10(h70)] 5 log10(h70)] 5 log10(h70)] 5 log10(h70)] 5 log10(h70)]

c model -18.82 0.79 -20.47 0.80 -21.20 0.82 -21.55 0.82 -21.78 0.83
dV model -18.84 0.80 -20.48 0.80 -21.20 0.82 -21.55 0.82 -21.79 0.83
p model -18.55 1.04 -20.38 0.80 -21.12 0.82 -21.48 0.82 -21.74 0.83

Table 4. Bias- and evolution-corrected absolute magnitudesM̄filter and the corresponding standard deviationσfilter can be found in this table for all
models and all filters.

one will not notice any significant differences depending on the
model either.
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Figure 11. Distributions of the logarithm of the physical radius
log10(R0) in different filters for the dV model can be well described
by sharp Gaussian with their peaks almost exactly at the same value.
Only the u band shows some digressive behaviour. In this case the peak
is smaller and set apart from the other. Furthermore, the distribution is
wider and it shows a small bump at the larger end.

The three parameters log10(R0), log10(σ0), and log10(I0) en-
ter directly into the fit of the fundamental plane. Therefore, the
distribution of these parameter is especially important. The dis-
tribution of the logarithm of the physical radiusR0 is shown in
Figures 11, B.41, and B.42. They show for almost all filters in
all models sharp Gaussians with their peaks very close together
for almost all filters and with comparable standard deviations
(see Table C.8 for details). Nevertheless, the problems in uband,
which we already encountered for the apparent corrected radius
rcor, are propagated and are even more striking here. In the case
of the c model (Figure B.41) and the dV model (Figure 11), the
distribution of log10(R0) is widened in the u band compared with
the other filters. Moreover, its peak is shifted and the distribution
shows a clear deviation from a Gaussian shape at its high end.
For the p model (Figure B.42), one can clearly see a two peaked
distribution for the u band and also for the z band to some smaller
extent. For these particular models and filters, one has to intro-
duce a cut (or another method) to handle the second peak during
the least-squares fitting to avoid unwanted offsets.

Since the mean surface brightnessesµ0 are derived from
rcor (see Equation 16), one expects similar problems from them.
Indeed, there are similar sharp Gaussians for all filters, but for
the u for all models and for the p model, one may notice a
double-peaked distribution for the z band as well (see Figures
12, B.39 and B.40).
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Figure 12. Distribution of the surface brightnessµ0 in different filters
for the dV model is close to a Gaussian shape. For the u band, the dis-
tribution is wider and shows a small bump at the faint end.
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Figure 13. Distributions of the logarithm of the central velocity disper-
sion log10(σ0) in different filters for the c model and the dV model are
almost exactly the same for all filters.

The logarithm of the central velocity dispersionσ0 shows
the same behaviour as the central velocity dispersion itself, as
one can see in Figures 13 and B.43. The shape of the distribu-
tion of log10(σ0) is not a perfect Gaussian, in contrast to the
distributions of the previous parameters, but this does nothave
to be the case for the velocity dispersion distribution. Yet, the
distributional shape is sufficiently regular (no double peaks or
other strange features) to be used in a least-squares fit without
concerns.
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models and filters a b c sε σ̄dist [%]

c model
u 0.809± 0.030 −0.696± 0.008 −7.53± 0.10 0.0947 16.5
g 0.975± 0.030 −0.736± 0.013 −7.73± 0.13 0.0933 15.6
r 1.041± 0.030 −0.750± 0.013 −7.76± 0.13 0.0933 15.3
i 1.068± 0.030 −0.755± 0.013 −7.75± 0.13 0.0918 15.0
z 1.113± 0.030 −0.760± 0.013 −7.80± 0.13 0.0947 14.8

dV model
u 0.798± 0.030 −0.700± 0.008 −7.53± 0.10 0.0941 16.5
g 0.966± 0.030 −0.740± 0.013 −7.75± 0.13 0.0934 15.6
r 1.034± 0.030 −0.753± 0.013 −7.77± 0.13 0.0933 15.3
i 1.062± 0.030 −0.757± 0.013 −7.75± 0.13 0.0918 15.0
z 1.108± 0.030 −0.763± 0.013 −7.81± 0.13 0.0941 14.8

p model
u 0.852± 0.030 −0.550± 0.005 −6.36± 0.08 0.1098 19.4
g 0.987± 0.030 −0.697± 0.013 −7.58± 0.13 0.0970 16.5
r 1.055± 0.030 −0.718± 0.013 −7.69± 0.14 0.0956 16.1
i 1.080± 0.030 −0.711± 0.013 −7.58± 0.13 0.0946 15.9
z 1.106± 0.030 −0.638± 0.010 −6.96± 0.11 0.1098 16.7

u (cut) 0.849± 0.034 −0.539± 0.009 −6.25± 0.12 0.1110 19.5
z (cut) 1.126± 0.031 −0.688± 0.012 −7.41± 0.13 0.1102 16.0

Table 5. The results of the best fits for the fundamental-plane coefficients in all filters and for all models using redshift evolution, volume weights,
and 3-σ clipping.

4.4. Coefficients of the fundamental plane

We performed a volume-weighted least-squares fit in three di-
mensions (see Equation 22) to obtain the coefficientsa, b, andc
of the fundamental plane. The results for all parameters, filters,
and models, are shown in Table 5. By definition (see Equation
1), the fundamental plane relates the logarithm of the physical
radius log10(R0), the logarithm of the central velocity dispersion
log10(σ0), and the renormalized surface brightness log10(I0) (see
Equation 17 for the relation betweenI0 and the surface bright-
nessµ0). We determined its coefficients and their standard errors
as well as the root mean squaresε. Furthermore, we determined
an upper limitσ̄dist for the average distance errorσdist by com-
paring the distances obtained with the fundamental plane tothe
redshift-based calibration distances.

The error obtained by this comparison is a combination of
the true average distance errorσdist, a scatter afflicted by peculiar
motions, and the finite measurement precision. Consequently,
σ̄dist is an upper limit to the average distance error, with the true
distance error expected to be up to a few percent lower. To es-
timate the contribution of peculiar motions to the average dis-
tance error, we made use of additional data. The catalogue of
Tempel et al. (2012) provides redshifts to galaxies in groups and
clusters, which are corrected for the Finger-of-God effect. We
picked a subsample that overlaps with our sample and in which
every (elliptical) galaxy that we used, is in a group of at least 20
members to have a solid corrected redshift. By comparing the
average distance errors of this subsample of 5013 galaxies,once
using the redshifts of Tempel et al. (2012) and once the ones
from SDSS, we noticed that there is no difference in the rele-
vant digits between the fits using the Finger-of-God corrected
redshifts and those from SDSS. This agrees with a simple esti-
mate one can make using the mean redshift of our entire sample,
which corresponds to a velocity of about 34000 km/s. The typ-
ical peculiar velocities of galaxies are on the order of 400 km/s
(Masters et al. 2006). The average scatter on the sample inflicted
due to peculiar motions is on the order of 1%. Using the prop-
agation of uncertainty, this 1% does not significantly contribute
to the overall∼ 15% error in the distance measurement.

For the fitting we used a recursive 3-σ clipping to optimise
the results. This reduced the number of galaxies in our selected
sample by about 2000 galaxies to 92994 for the c Model, to
92953 for the dV Model and to 92801 for the p model. Because
of the problem with double peak in the distribution of the physi-
cal radii in the u and z band for the p model, we refitted the coef-
ficients using a cut at log10(R0) of 1.5. This value corresponds to
a physical radiusR0 of slightly more than 30 kpch−1

70 and is mo-
tivated by the bimodal distribution in Figure B.42. The results of
these refits are given in Table 5. As a consequence of this cut,
we only used 73914 galaxies for the u band and 91187 galaxies
for the z band.
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Figure 14. Comparison of the coefficientsa (upper left panel),b (up-
per right panel), andc (lower left panel) and the root mean squaresε
(lower right panel) of the fundamental plane for all models and wave-
lengths. There are two additional data points for the p model, because
we included the refitted coefficients after a cut in log10(R0) to remove
wrong data points caused by problems discussed earlier in this paper. In
general, the behaviour of the coefficients is similar for all models and
only depends on the wavelength (notable exception the z band of the p
model).
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A general comparison of the fit parameters and the distance
error in Table 5 shows that the c model and the dV model are
clearly better than the p model. Moreover, the upper limit ofthe
average distance error ¯σdist is almost exactly the same for the
c model and the dV model, and so are the fitting parametersa,
b, andc. We found only small differences beyond the relevant
digits. Furthermore, we found that though the root mean square
sε is smallest in the i band, the average distance error decreases
with longer wavelengths and is smallest in the z band. In addi-
tion to that, the coefficients of the fundamental plane show clear
tendencies correlated with the wavelength. The coefficienta in-
creases with long wavelengths, while the other coefficientsb and
c in general decrease with longer wavelengths. These dependen-
cies are illustrated for all models in Figure 14 and hold quite
well, save for the two problematic filters u and z in the p model.
Figures 15, 16, and B.44 to B.56 show projections of the funda-
mental plane for all filters and all models. In Figure B.52, one
can see a split distribution of two clouds, which is also due to
the problems with the p model and the u filter as well. A similar,
but smaller, problem occurs for the z filter of the p model (see
Figure B.56), too.
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Figure 15. Projection of the fundamental plane for the i band of the dV
model. The root mean square is smallest for this particular filter and
model.

5. Discussion

5.1. Comparison with alternative fits

In addition to the main fit (for the resulting coefficients see Table
5), which considered redshift evolution and made use of volume
weights to correct for the Malmquist bias and a recursive 3-σ
clipping, we performed additional fits to test features of the code
and assumptions we made. A visual comparison of the different
fundamental plane fits of the i band for the dV model is shown
in Figure 17.

We provide in Table C.9 the fitting results obtained without a
3-σ clipping. The change in values of the coefficient is marginal,
and the quality of the fit (not surprisingly) is a little poorer than
with clipping. Removing outliers is important for the calibra-
tions, because we do not want our coefficients to be influenced
by them.

We also considered the case without corrections for the
Malmquist bias: Table C.10 shows the results of the fitting pro-
cess with the volume weights turned off. Although the root mean
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Figure 16. Projection of the fundamental plane for the z band of the dV
model. The averaged distance error is smallest for this particular filter
and model.

square decreases and the fundamental plane appears to be nar-
rower, its quality as a distance indicator clearly decreases when
not correcting for the Malmquist bias. It can be seen in Figure
17 that the fit of the fundamental plane lies directly in the centre
of the cloud of data points, if the Malmquist bias is not corrected
for by volume weights, while in all other cases (except in the
volume-limited sample, which is not affected by a Malmquist
bias by definition) the best fit is always slightly above the centre
of the cloud.

To test the Malmquist-bias correction further, we calculated
the fundamental-plane coefficients for a volume-limited subsam-
ple that does not require any corrections. Making use of Equation
6 and the results of the corresponding fit, we calculated the red-
shift distance for which our sample is still to∼95.45% com-
plete (corresponding to 2-σ). This is the case up to a redshift of
z = 0.0513, which significantly reduces the number of galaxies
in the sample. The c model contains only 7259 galaxies after fit-
ting the fundamental-plane coefficients, the dV model only 7257,
and the p model only 7267. We note that the average distance er-
ror is by about 2.5 percentage point larger than for the main fit.
Although the best fit is going through the centre of the cloud of
data points in the same way as for the Malmquist-biased fit (see
Figure 17), the coefficients (see Table C.14) are clearly less tilted
than those of the Malmquist biased fit (see Table C.10). In fact,
the coefficients of the volume-limited sample are relatively close
(though in general slightly less tilted) than those of the main fit
using the Malmquist bias correction (see Table 5). This corre-
spondence suggests that the Malmquist bias is handled well by
the correction, and therefore our magnitude-limited sample can
be used with the correction like a volume-limited sample.

In contrast to the smaller volume-limited sample, we ex-
tended our sample to a redshift of 0.3, despite the additional bias
beyondz = 0.2, which we found in Subsection 4.1. We used
97341 galaxies for the c model, 97309 for the dV model, and
97050 for the p model. The results of the fit are listed in Table
C.15. We found that the quality of this fit is only marginally
poorer than of the main fit (sometimes beyond the relevant dig-
its). However, since the number of additional galaxy in the red-
shift range between 0.2 and 0.3 is rather small (slightly more
than 4000) compared with the sample size, and because these
galaxies are the most luminous part of the sample and therefore
have relatively small statistic weights, it is not surprising that the
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Figure 17. Results for the fundamental plane in the i band for the dV model using ouralternatives fits. The plot in the top-left panel does not include
the Malmquist bias. We did not perform a 3-σ clipping for the plot in the top-middle panel. The plot in the top-right panel excludes the redshift
evolution. The results of the volume-limited sample (z< 0.0513) can be found in the central-left panel. The central-middle panel contains a plot of
the default i band fit for the dV model for comparison. We are considering the surface brightness evolution instead of the redshift evolution derived
form galaxy number densities in the central-right panel. In the bottom-leftpanel, the results are shown for an extended sample up toz= 0.3. The
fundamental plane plotted using the coefficients of Bernardi et al. (2003c), but with our sample data is displayed inthe bottom-middle panel. A
similar plot using the coefficients of Hyde & Bernardi (2009) can be found in the bottom-right panel.

differences between the main fit and this are so small, in spite of
the additional bias.

The correction for the redshift evolution that we used for the
main fit simply takes the evolutionary parameterQ, whose value
was derived in Subsection 2.2. This is 1.07 mag perz, and this
value is only based on the redshift distribution of the observed
galaxy number density. Therefore, it is independent of any filter.
However, we investigated how the coefficients of the fundamen-
tal plane and the quality of the fit changed without considering
redshift evolution. The results are listed in Table C.11. Wefound
that the upper limit of the average distance error ¯σdist is about
one percentage point higher for the non-evolution-corrected fit
than for the main fit. However, the coefficients of the fundamen-
tal plane are less tilted for the non-evolution-corrected fit, there-
fore it is possible that the details of handling the passive evo-
lution of elliptical galaxies might contribute to the slightly less
tilted coefficients (compared with our main fit) in the literature
(see Table 1).

We also considered an alternative method of deriving the
redshift evolution. For this, we analysed the redshift distribution
of the surface brightness in our sample. The surface brightness
(if properly corrected for the cosmological dimming) should
be a distance, and consequently redshift-independent quantity.
However, if the galaxies evolve, one expects different mean

surface brightnesses in different redshift bins. We performed a
Malmquist-bias-corrected fit to the redshift distributionof the
(non-evolution-corrected) surfaces brightness in all filters and
for all models. The results are listed in Table C.13, and a set
of graphic examples of the redshift evolution (for the dV model)
is shown in Figures B.57 to B.61. These evolutionary parameters
are surface brightnesses per redshift and not magnitudes per red-
shift, but they enter the calibration at a point at which these two
are mathematically equivalent. The numeric value of these new
Q parameters is at least twice as high as of the one derived by
galaxy number densities, since this evolution does not onlytake
into account changes of the absolute magnitude of the galaxies
over time, but also possible changes in the radial extensionof the
galaxies. Furthermore, these values are different for every filter,
which is more realistic because one may expect some changes
not only in the luminosities, but in the colours of the galaxies.
The results of the fundamental plane fit using theseQ parame-
ters from Table C.13 can be found in Table C.12. We found that
the coefficient of this fit indicates a slightly more tilted funda-
mental plane than for the main fit. However, the average distance
error is smaller by about half a percentage point for all filters and
models for the surface brightness evolution fit.
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Figure 18. Comparison of the upper limits of the average distance error
for all performed fits for all filters of the dV model.

5.2. Comparison with the literature

We compared our results with those from the literature. To this
end, we used our selected sample of about 95000 galaxies and
the derived fundamental-plane parameters log10(R0), log10(σ0),
and log10(I0) and see how well the fundamental plane with co-
efficients from the literature fits them. We used the direct-fit co-
efficients from the two works that best match our own, which
are Bernardi et al. (2003c) and Hyde & Bernardi (2009), and de-
rived the root mean squaresε and the distance error ¯σdist from
our sample and their coefficients. The results of this analysis can
be found in Table C.7. Our newly derived coefficients are shown
to provide a by a distance estimate couple of percentage points
better than the previous ones. We point out that we used the same
redshift evolutions for their samples as were given in the refer-
ences. Furthermore, one can see in Figure 17 that the location
of the fundamental plane in Bernardi et al. (2003c) and Hyde
& Bernardi (2009) is similarly slightly above the centre of the
cloud of data points, as in our fits. As already mentioned before,
this is due to the Malmquist-bias correction.

An overall visual comparison between the different fits of
the fundamental plane performed by us can be found in Figure
17. Furthermore, we compare the upper limit of the average dis-
tance error of each fit or recalculation (Bernardi et al. (2003c)
and Hyde & Bernardi (2009) coefficients) in Figure 18.

In addition to the fits of the fundamental plane, we studied
the redshift distribution of the elliptical galaxies. We found a co-
moving number density of elliptical galaxies in the universe of
7 · 10−4 per (Mpc· h−1

70)3, which is about 35% of the value de-
rived in Bernardi et al. (2003b), who reported (2.0±0.1)·10−3 per
(Mpc · h−1

70)3. We attribute this difference to the different under-
lying selection functions of the two samples. If we were to ac-
cept all 170962 candidates for elliptical galaxies obtained from
GalaxyZoo as true ellipticals, our average comoving number
density would increase by about 85% to 1.3·10−3 per (Mpc·h−1)3

in Figure 6, which is closer to, albeit still clearly below, the
value of Bernardi et al. (2003b). When comparing the fractions
of SDSS galaxies with spectroscopic data that are classifiedas
ellipticals, our overall selection criteria including GalaxyZoo
are slightly stricter than those of Bernardi et al. (2003a).Our
selected sample consists of∼95000 galaxies taken from a to-
tal of ∼852000 SDSS DR8 galaxies with proper spectroscopic
data. This yields a fraction of about 11%, somewhat lower than
the about 14% obtained by Bernardi et al. (2003a), who classi-

fied∼9000 galaxies as ellipticals of a total of∼65000 galaxies,
for which spectroscopic and photometric data was provided by
SDSS at that time. We thus conclude that differences in selec-
tion strictness work towards closing the gap between the higher
density estimate by Bernardi et al. (2003b) and our data, even
though they cannot directly explain the full difference. We note
that our value is consistent with the luminosity function analysis
in Subsection 4.2.

We found the same overdensities in the number counts by
redshift as Bernardi et al. (2003b). We identify one as beingas-
sociated with the CfA2-Great Wall around a redshift of 0.029
(Geller & Huchra 1989) and another related to the Sloan Great
Wall around a redshift of 0.073 (Gott et al. 2005). In addition to
that, we confirm a peak in the number count of elliptical galax-
ies around 0.13, which has previously been reported in Bernardi
et al. (2003b), but was not investigated in detail. Another result
we obtained by analysing the redshift distribution of sample is
the evolution parameterQ. The parameter derived just from the
galaxy number densities within the sample should be an aver-
aged estimate for all bands. Our fit yields aQ of 1.07 mag (per
z), which is similar to the values of Bernardi et al. (2003b). In an
alternative approach on deriving the redshift evolution, we used
the redshift distribution of the surface brightnesses of the galax-
ies in our sample, which yielded significantly higher values(see
Table C.13) than our first approach and the values of Bernardi
et al. (2003b) and Hyde & Bernardi (2009).
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Figure 19. Tight correlation between the residuals of the fundamental
plane in the i band∆i and of those in the z band∆z can be easily seen in
this plot. This plot uses the fundamental-plane fit for the dV model.

5.3. Correlations of the residuals

The fundamental plane was fitted independently in every fil-
ter. One does not necessarily expect any correlation between
the residuals∆ f (see Equation 40 for the definition) of the fun-
damental plane for different filters f due to our methodology.
However, a significant correlation between the residuals ofdif-
ferent filters may still exist if the thickness of the fundamental
plane is mainly caused by real deviations of the parameters and
not by errors in the measurement of these parameters,

∆ = a · log10 (σ0) + b · log10 (I0) + c− log10 (R0) . (40)

The strength of the correlation between the residuals of thefun-
damental plane in different filters is strikingly important, espe-
cially when one plans on using the fundamental plane as distance
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indicator. If the correlation between the residuals in different fil-
ters is found to be low, one will be able to treat the distances
obtained by the fundamental plane in different filters as indepen-
dent measurements and will be able to achieve a better distance
estimate by combining them than by using just data from one
filter. We can quantify the correlation strength by calculating the
linear correlation coefficientsr f1, f2 for all possible combinations
of filters.

r f1, f2 =

√√√√√√√√√√√√√√

((∑
j

(
∆ f1 − ∆̄ f1

))
·
(∑

j

(
∆ f2 − ∆̄ f2

)))2

(∑
j

(
∆ f1 − ∆̄ f1

)2
)
·
(∑

j

(
∆ f2 − ∆̄ f2

)2
) . (41)

The linear correlation coefficientr f1, f2 for the two filtersf1 and f2
can be calculated using the residuals of the fundamental plane∆ f

and their averages̄∆ f of the corresponding filtersf . For perfectly
linearly correlated data points, the coefficient r f1, f2 is equal to
one and for totally uncorrelated data points, it is zero. We found
that the residuals of the fundamental plane of different filters are
strongly correlated, as illustrated in Figure 19 using the example
of the i and z band residuals of the dV model. The corresponding
plots for all other combinations of filters for the same modelare
displayed in Figures B.70 to B.78. The linear correlation coef-
ficients for all filters and models are listed in Table 6. The val-
ues are very close to one, which indicates tight correlations. The
correlations are slightly weaker, yet very strong for the p model,
because the parameters of the fundamental plane have a larger
scatter in this model and consequently the larger random errors
dampen the correlation somewhat. The same is true for the cor-
relation between the u band and any other filter. Therefore, rel-
ative values of the linear correlation coefficients agree with our
previous findings about the u band and the p model parameters.

Furthermore, the correlation coefficients decrease with
greater differences in the wavelength of two filters, which is not
surprising, because one may expect lower correlation the more
different the bands are. We found that the correlation between
the filters is too strong to enhance the quality of the distance
measurement by combining different filters. In fact, every pos-
sible combination of the fundamental plane distances obtained
by two and more filters yields a greater average distance error
than using the best filter (z band) alone. This means that on av-
erage, if the parameters of a galaxy are located away from the
fundamental plane in one filter, they are most likely similarly
displaced in all other filters as well. This shows that the width of
the fundamental plane does not primarily originate in measure-
ment uncertainties of the required parameter, but in the intrin-
sic properties of the elliptical galaxies. The origin of this scatter
is widely discussed in the literature. The theoretical derivation
of the fundamental plane assumes a primary pressure-supported
system. Nevertheless, it is known that elliptical galaxiesare par-
tially rotation-supported (Burkert et al. 2008), too, and avaria-
tion in the fraction of pressure and rotational support can lead
to inaccuracies in the mass estimates, which finally manifest
themselves in the scatter of the fundamental plane. However,
this effect alone does not seem to be sufficient to explain the
entire scatter (Prugniel & Simien 1996; Oñorbe et al. 2005).
Other explanations or contributing factors are the age (Forbes
et al. 1998) and variations in the stellar population parameters
(Gargiulo et al. 2009), which are also considered as an explana-
tion for the tilt of the fundamental plane by some authors (La
Barbera et al. 2008; Trujillo et al. 2004), and the merger his-
tory (Hopkins et al. 2008). An extensive study on the detailsof

filters c model dV model p model
r i,z 0.9909 0.9918 0.9259
rr,z 0.9836 0.9852 0.9268
rg,z 0.9635 0.9653 0.9140
ru,z 0.8584 0.8637 0.8190
rr,i 0.9933 0.9939 0.9812
rg,i 0.9788 0.9798 0.9643
ru,i 0.8768 0.8823 0.7979
rg,r 0.9904 0.9905 0.9808
ru,r 0.8865 0.8913 0.8029
ru,g 0.9099 0.9155 0.8191

Table 6. Linear correlation coefficients of the fundamental-plane resid-
uals for all possible combinations of the five SDSS filters.

the origin of the scatter and the tilt of the fundamental plane is
beyond the scope of this paper.

6. Summary and Conclusions

We analysed a sample of about 93000 elliptical galaxies taken
from SDSS DR8. It forms the largest sample used for the
calibration of the fundamental plane so far (roughly twice
as large as the previous largest sample of Hyde & Bernardi
(2009)). Furthermore, we used the high-quality K-corrections
by Chilingarian et al. (2010). We also used GalaxyZoo data
(Lintott et al. 2011) to classify SDSS galaxies. A direct fit using a
volume-weighted least-squares method was applied to obtain the
coefficients of the fundamental plane because we plan on using
the fundamental plane as a distance indicator in the subsequent
work. We achieved an accuracy in the distance measurement of
about 15%. In addition to the fundamental plane, we studied the
redshift distribution of the elliptical galaxies and the distribution
of their global parameters such as the luminosity function.

We found a comoving number density of 7· 10−4 per
(Mpc · h−1

70)3 for elliptical galaxies that qualify for our sample.
Furthermore, in the analysis of the redshift distribution of the
galaxies in our sample, we detected the same overdensities in the
number counts by redshift as Bernardi et al. (2003b). One was
identified as being associated with the CfA2-Great Wall (Geller
& Huchra 1989) and another is related to the Sloan Great Wall
(Gott et al. 2005). In addition to these two well-known overden-
sities, we confirm a peak in the number count of elliptical galax-
ies around 0.13, which has previously been reported in Bernardi
et al. (2003b), but was not investigated in detail. Moreover, we
derived an evolution parameterQ for elliptical galaxies of 1.07
mag (perz), which is similar to the values of Bernardi et al.
(2003b).

In addition to the results of our main fit, which are listed in
Table 5, we provided a detailed analysis of the calibrationswe
made and their influence on the quality of the fitting process.We
studied the effects of neglecting the Malmquist-bias correction,
the 3-σ clipping, or the redshift evolution correction. We also
investigated changes in the parameters after using an alterna-
tive redshift evolution, a volume-limited sample, or an extended
sample.

To compare our calibrations with the literature, we calculated
the root mean square and the upper limit of the average distance
error using the coefficients and evolution parameters of Bernardi
et al. (2003c) and Hyde & Bernardi (2009), but with the galaxies
and parameters of our sample. We picked these two papers, be-
cause their work is the most similar to our own. The results can
be found in Table C.7, and one can easily see that our main fit
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(see Table 5) provides a better distance indicator by a couple of
percentage points.

We investigated the correlation between the fundamental-
plane residuals and found that they correlated too stronglyto use
a combination of the five independent fits (one for every filter)
to reduce the overall scatter by combining two or more of them.

We found that in general the quality of the fundamental plane
as a distance indicator increases with the wavelength, although
the root mean square has its minimum in the SDSS i band. The
upper limit of the average distance error is in general lowest in
the z band, as one can see in Figure 18. Furthermore, we found
that the tilt of the fundamental plane (for the c and dV model)
becomes smaller in the redder filters, as illustrated in Figure 14.
In our analysis, we learned that the dV model did best when
considering the root mean square and the average distance er-
ror. It uses the pure de Vaucouleurs-magnitudes and radii. The
c model (using composite magnitudes of a de Vaucouleurs and
an exponential fit) only performed insignificantly worse, which
indicates that the galaxies in our sample are very well described
by de Vaucouleurs profiles. This finding is an expected feature
of elliptical galaxies and tells us that our sample is very clean
(the contamination by non-elliptical galaxies is insignificantly
low). By comparing them to the results of the p model, we can
instantly see that the Petrosian magnitudes and radii in SDSS
provide poorer fits and cause a larger scatter. Therefore, werec-
ommend only using the pure de Vaucouleurs magnitudes and
radii together with our coefficients for them (see Table 5) and, if
possible, the z or the i band for applications of the fundamental
plane. Moreover, we strongly discourage the use of the u band
due to known problems and the resulting lower quality of the
results for this filter.

We also found that our coefficients are similar to other di-
rect fits of the fundamental plane of previous authors (see Table
1) (though thea coefficient is slightly lower in our case, there-
fore the fundamental plane is more tilted), but due to our larger
sample, we managed to achieve a yet unmatched accuracy.

In future work, we plan on using the fundamental plane to
obtain redshift-independent distances for a large sample of el-
liptical galaxies from the SDSS. We will use those distances
in combination with redshift data to derive peculiar velocities,
which will form the basis of a cosmological test outlined in
Saulder et al. (2012). We will investigate the dependence ofthe
Hubble parameter of individual galaxies or clusters on the line of
sight mass density towards these objects, and compare this with
predictions of cosmological models.
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Appendix A: Redshift correction for the motion
relative to the CMB

The observed redshiftz is in the rest frame of our solar system,
but for cosmological and extragalactic application, one requires
a corrected redshiftzcor, which is in the same rest frame as the
CMB.

zcmb,x =
vcmb

c
cos(bcmb) cos(lcmb)

zcmb,y =
vcmb

c
cos(bcmb) sin(lcmb) (A.1)

zcmb,z =
vcmb

c
sin(bcmb)

The solar system moves into the direction oflcmb = 263.99◦ ±
0.14◦ bcmb = 48.26◦ ± 0.03◦ (galactic coordinates) with a ve-
locity of vcmb = (369.0 ± 0.9) km s−1 (Hinshaw et al. 2009).
The first step required for this correction is to calculate the red-
shift space vector of our motion relative to the CMBzcmb =(
zcmb,x, zcmb,y, zcmb,z

)
.

zx = zcos(b) cos(l)

zy = zcos(b) sin(l) (A.2)

zz = zsin(b)

Then we translate the coordinates (l,b,z) of the observed galaxies
into Cartesian coordinates into redshift spacez =

(
zx, zy, zz

)
. In

the next step, we perform a vector addition,

zΣ = z + zcmb. (A.3)

zcor = zΣ,x cos(b) cos(l) + zΣ,y cos(b) sin(l) + zΣ,z sin(b) (A.4)

Now we project the vectorzΣ =
(
zΣ,x, zΣ,y, zΣ,z

)
onto the line

of sight and obtain the corrected (for our motion relative tothe
CMB) redshiftzcor. The corrected redshiftszcor are in the same
rest frame as the CMB and can be used to calculate distances
using the Hubble relation.
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Appendix B: Additional figures
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Figure B.1. Malmquist bias in the u band for the c model parameters is
indicated by the black solid line of our fit. Due to the larger scatter in
the u band, the fit is not as tight as for the other filters.
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Figure B.2. Malmquist bias in the g band for the c model parameters is
indicated by the black solid line of our fit.
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Figure B.3. Malmquist bias in the r band for the c model parameters is
indicated by the black solid line of our fit.
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Figure B.4. Malmquist bias in the i band for the c model parameters is
indicated by the black solid line of our fit.
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Figure B.5. Malmquist bias in the z band for the c model parameters is
indicated by the black solid line of our fit.
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Figure B.6. Malmquist bias in the u band for the dV model parameters
is indicated by the black solid line of our fit. Due to the larger scatter in
the u band, the fit is not as tight as for the other filters.
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Figure B.7. Malmquist bias in the g band for the dV model parameters
is indicated by the black solid line of our fit.
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Figure B.8. Malmquist bias in the r band for the dV model parameters
is indicated by the black solid line of our fit.
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Figure B.9. Malmquist bias in the i band for the dV model parameters
is indicated by the black solid line of our fit.
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Figure B.10. Malmquist bias in the z band for the dV model parameters
is indicated by the black solid line of our fit.
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Figure B.11. Malmquist bias in the u band for the p model parameters
is indicated by the black solid line of our fit. Due to the larger scatter in
the u band, the fit is not as tight as for the other filters.
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Figure B.12. Malmquist bias in the g band for the p model parameters
is indicated by the black solid line of our fit.
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Figure B.13. Malmquist bias in the r band for the p model parameters
is indicated by the black solid line of our fit.
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Figure B.14. Malmquist bias in the i band for the p model parameters
is indicated by the black solid line of our fit.
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Figure B.15. Malmquist bias in the z band for the p model parameters
is indicated by the black solid line of our fit.
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Figure B.16. Luminosity function for our sample in the u band for the
c model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.17. Luminosity function for our sample in the g band for the
c model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.18. Luminosity function for our sample in the r band for the
c model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.19. Luminosity function for our sample in the i band for the
c model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.20. Luminosity function for our sample in the z band for the
c model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.21. Luminosity function for our sample in the u band for the
dV model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.22. Luminosity function for our sample in the g band for the
dV model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.23. Luminosity function for our sample in the i band for the
dV model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.24. Luminosity function for our sample in the z band for the
dV model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.25. Luminosity function for our sample in the u band for the
p model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.26. Luminosity function for our sample in the g band for the
p model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.27. Luminosity function for our sample in the r band for the
p model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.28. Luminosity function for our sample in the i band for the
p model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.29. Luminosity function for our sample in the z band for the
p model. We split it into different subsamples (within different redshift
bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias.
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Figure B.30. Comparison of the luminosity functions in different filters
for the c model. Although their shapes stay approximately the same, the
peaks move to higher luminosities with redder filters. The short lines in
the upper part of the plot indicate the Malmquist-bias-corrected mean
magnitudes of our sample in the corresponding filters.
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Figure B.31. Comparison of the luminosity functions in different filters
for the dV model. Although their shapes stay approximately the same,
the peaks move to higher luminosities with redder filters. The short lines
in the upper part of the plot indicate the Malmquist-bias-corrected mean
magnitudes of our sample in the corresponding filters.
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Figure B.32. Comparison of the luminosity functions in different filters
for the p model. Although their shapes stay approximately the same, the
peaks move to higher luminosities with redder filters. The short lines in
the upper part of the plot indicate the Malmquist-bias-corrected mean
magnitudes of our sample in the corresponding filters.
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Figure B.33. Distribution of the apparent corrected radiusrcor is dis-
played in different filters for the p model. The measured radii of this
model are clearly larger than those of the dV model. Furthermore, the
distribution is extremely spread out in the u band due to known prob-
lems in this filter.
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Figure B.34. Central velocity dispersionσ0 for different filters (only
slightly different in all of them due to the small correction for the fixed
fibre diameters) for the c and the dV model. One can clearly see the
cut-off of at 100 km/s, which has been introduced to avoid the contam-
ination of our sample.
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Figure B.35. Central velocity dispersionσ0 for different filters (only
slightly different in all of them due to the small correction for the fixed
fibre diameters) for the p model. One can clearly see the cut-off of at
100 km/s, which has been introduced to avoid the contamination of our
sample.
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Figure B.36. Distribution of extinction- and K-corrected apparent mag-
nitudesmapp in different filters for the c model, showing a steady in-
crease in numbers until the steep cut-off at the sample’s limiting mag-
nitudes, which are listed in Table 3.
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Figure B.37. Distribution of extinction- and K-corrected apparent mag-
nitudesmapp in different filters for the dV model, showing a steady in-
crease in numbers until the steep cut-off at the sample’s limiting mag-
nitudes, which are listed in Table 3.
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Figure B.38. Distribution of extinction- and K-corrected apparent mag-
nitudesmapp in different filters for the p model, showing a steady in-
crease in numbers until the steep cut-off at the sample’s limiting mag-
nitudes, which are listed in Table 3.
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Figure B.39. Distribution of the surface brightnessµ0 in different filters
for the c model showing an almost Gaussian shape. For the u band, the
distribution is wider and shows a small bump at the faint end.
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Figure B.40. Distribution of the surface brightnessµ0 in different filters
for the p model shows some peculiar features in the u band and to some
smaller extent in z band as well. In these two filters, one can see a clear
second peak on the faint side of the main Gaussian.
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Figure B.41. Distributions of the logarithm of the physical radius
log10(R0) in different filters for the c model are well described by sharp
Gaussian with their peaks almost exactly at the same value. Only the u
band shows some digressive behaviour. In this case the peak is smaller
and set apart from the other. Furthermore, the distribution is wider and
shows a small bump at the larger end.
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Figure B.42. Distributions of the logarithm of the physical radius
log10(R0) in different filters for the p model are well described by sharp
Gaussian with their peaks almost exactly at the same value. However,
the u band shows a peculiar second peak aside the consequently smaller
(in comparison to the other filters) main one. In addition to this devia-
tion, the z band distribution has a small bump at its larger end.
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Figure B.43. Distributions of the logarithm of the central velocity dis-
persion log10(R0) in different filters for the p model are almost exactly
the same for all filters. They show an general abundance (comparedwith
a perfect Gaussian) of galaxies at the lower end, which might indicate
some residual contamination of the sample.
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Figure B.44. Projection of the fundamental plane for the u band of the
c model.
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Figure B.45. Projection of the fundamental plane for the g band of the
c model.
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Figure B.46. Projection of the fundamental plane for the r band of the
c model.
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Figure B.47. Projection of the fundamental plane for the i band of the c
model.
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Figure B.48. Projection of the fundamental plane for the z band of the
c model.
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Figure B.49. Projection of the fundamental plane for the u band of the
dV model.
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Figure B.50. Projection of the fundamental plane for the g band of the
dV model.
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Figure B.51. Projection of the fundamental plane for the r band of the
dV model.
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Figure B.52. Projection of the fundamental plane for the u band of the
p model.

 0

 0.5

 1

 1.5

 2

 0  0.5  1  1.5  2

a 
lo

g 1
0(

σ 0
) 

+
 b

 lo
g 1

0(
I 0

) 
+

 c

log10(R0)

Figure B.53. Projection of the fundamental plane for the g band of the
p model.
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Figure B.54. Projection of the fundamental plane for the r band of the
p model.

 0

 0.5

 1

 1.5

 2

 0  0.5  1  1.5  2

a 
lo

g 1
0(

σ 0
) 

+
 b

 lo
g 1

0(
I 0

) 
+

 c

log10(R0)

Figure B.55. Projection of the fundamental plane for the i band of the p
model.
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Figure B.56. Projection of the fundamental plane for the z band of the
p model.
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Figure B.57. Redshift evolution of the surface brightness in the u band
of dV model indicated by the solid black line. The solid red line shows
the Malmquist-bias-corrected average value of the surface brightness
for this particular filter and model.
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Figure B.58. Redshift evolution of the surface brightness in the g band
of dV model indicated by the solid black line. The solid red line shows
the Malmquist-bias-corrected average value of the surface brightness
for this particular filter and model.
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Figure B.59. Redshift evolution of the surface brightness in the r band
of dV model indicated by the solid black line. The solid red line shows
the Malmquist-bias-corrected average value of the surface brightness
for this particular filter and model.
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Figure B.60. Redshift evolution of the surface brightness in the i band
of dV model indicated by the solid black line. The solid red line shows
the Malmquist-bias-corrected average value of the surface brightness
for this particular filter and model.
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Figure B.61. Redshift evolution of the surface brightness in the z band
of dV model indicated by the solid black line. The solid red line shows
the Malmquist-bias-corrected average value of the surface brightness
for this particular filter and model.
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Figure B.62. Corrected angular radii plotted against the apparent mag-
nitudes, showing some grouping in the u band for the p model.
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Figure B.63. Corrected angular radii plotted against the apparent mag-
nitudes, not showing any peculiar features in the r band for the p model.
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Figure B.64. Corrected angular radii plotted against the apparent mag-
nitudes, showing some small grouping in the z band for the p model.
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Figure B.65. Logarithm of the physical radii against the redshift, clearly
showing band-like structures in the u band for the p model.
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Figure B.66. Logarithm of the physical radii against the redshift, show-
ing band-like structures in the z band for the p model.
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Figure B.67. Colour-magnitude diagram of the red sequence for the c
model. The solid black line represents our best fit and the two solid red
lines indicate the 3-σ confidence limits beyond which we clipped the
sample.
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Figure B.68. Colour-magnitude diagram of the red sequence for the dV
model. The solid black line represents our best fit and the two solid red
lines indicate the 3-σ confidence limits beyond which we clipped the
sample.
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Figure B.69. Colour-magnitude diagram of the red sequence for the p
model. The solid black line represents our best fit and the two solid red
lines indicate the 3-σ confidence limits beyond which we clipped the
sample.
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Figure B.70. Tight correlation between the residuals of the fundamental
plane in the r band∆r and of those in the z band∆z. This plot uses the
fundamental-plane fit for the dV model.
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Figure B.71. Strong correlation between the residuals of the fundamen-
tal plane in the g band∆g and of those in the z band∆z, however the
correlation is visible weaker than for previous plots, due to the larger
difference in the wavelength between the two filters. This plot uses the
fundamental-plane fit for the dV model.
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Figure B.72. Correlation between the residuals of the fundamental
plane in the u band∆u and of those in the z band∆z. Due to the larger
scatter in the u band, the correlation is significantly weaker than for all
other filters. This plot uses the fundamental-plane fit for the dV model.
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Figure B.73. Tight correlation between the residuals of the fundamental
plane in the r band∆r and of those in the z band∆i . This plot uses the
fundamental-plane fit for the dV model.
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Figure B.74. Strong correlation between the residuals of the fundamen-
tal plane in the g band∆g and of those in the i band∆i . This plot uses
the fundamental-plane fit for the dV model.
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Figure B.75. Correlation between the residuals of the fundamental
plane in the u band∆u and of those in the i band∆i . Due to the larger
scatter in the u band, the correlation is significantly weaker than for all
other filters. This plot uses the fundamental-plane fit for the dV model.
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Figure B.76. Strong correlation between the residuals of the fundamen-
tal plane in the g band∆g and of those in the r band∆r . This plot uses
the fundamental-plane fit for the dV model.
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Figure B.77. Correlation between the residuals of the fundamental
plane in the u band∆u and of those in the r band∆r . Due to the larger
scatter in the u band, the correlation is significantly weaker than for all
other filters. This plot uses the fundamental-plane fit for the dV model.
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Figure B.78. Correlation between the residuals of the fundamental
plane in the u band∆u and of those in the g band∆g. Due to the larger
scatter in the u band, the correlation is significantly weaker than for all
other filters. This plot uses the fundamental-plane fit for the dV model.

Appendix C: Additional Tables

(u-r)0 (u-r)1 (u-r)2 (u-r)3

z0 0 0 0 0
z1 10.3686 -6.12658 2.58748 -0.299322
z2 -138.069 45.0511 -10.8074 0.95854
z3 540.494 -43.7644 3.84259 0
z4 -1005.28 10.9763 0 0
z5 710.482 0 0 0

Table C.1. Coefficients for the K-correction in the u band using u-r
colours.

(g-r)0 (g-r)1 (g-r)2 (g-r)3

z0 0 0 0 0
z1 -2.45204 4.10188 10.5258 -13.5889
z2 56.7969 -140.913 144.572 57.2155
z3 -466.949 222.789 -917.46 -78.0591
z4 2906.77 1500.8 1689.97 30.889
z5 -10453.7 -4419.56 -1011.01 0
z6 17568 3236.68 0 0
z7 -10820.7 0 0 0

Table C.2. Coefficients for the K-correction in the g band using g-r
colours.

(g-r)0 (g-r)1 (g-r)2 (g-r)3

z0 0 0 0 0
z1 1.83285 -2.71446 4.97336 -3.66864
z2 -19.7595 10.5033 18.8196 6.07785
z3 33.6059 -120.713 -49.299 0
z4 144.371 216.453 0 0
z5 -295.39 0 0 0

Table C.3. Coefficients for the K-correction in the r band using g-r
colours.
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models c2 c1 c0 rms
c Model 0.0045 0.1681 2.2878 0.0555

dV Model 0.0042 0.1555 2.1523 0.0553
p Model 0.0047 0.1816 2.4768 0.0520

Table C.6. Coefficients and the root mean square of the best fit for the
red sequence using our sample. The polynomial for these coefficients is
of the shape (mg −mr ) = c2 · M2

z + c1 · Mz + c0 .

(g-i)0 (g-i)1 (g-i)2 (g-i)3

z0 0 0 0 0
z1 -2.21853 3.94007 0.678402 -1.24751
z2 -15.7929 -19.3587 15.0137 2.27779
z3 118.791 -40.0709 -30.6727 0
z4 -134.571 125.799 0 0
z5 -55.4483 0 0 0

Table C.4. Coefficients for the K-correction in the i band using g-i
colours.

(g-z)0 (g-z)1 (g-z)2 (g-z)3

z0 0 0 0 0
z1 0.30146 -0.623614 1.40008 -0.534053
z2 -10.9584 -4.515 2.17456 0.913877
z3 66.0541 4.18323 -8.42098 0
z4 -169.494 14.5628 0 0
z5 144.021 0 0 0

Table C.5. Coefficients for the K-correction in the z band using g-z
colours.

filters sε σ̄dist [%]

Bernardi et al. (2003c)
g 0.1056 16.8
r 0.1054 17.9
i 0.1028 16.8
z 0.1134 16.0

Hyde & Bernardi (2009)
g 0.1063 18.8
r 0.1042 17.5
i 0.1031 17.4
z 0.1087 18.6

Table C.7. Quality of the fundamental plane as a distance indicator us-
ing our selected sample of 94922 elliptical galaxies, but with the direct-
fit coefficients of Bernardi et al. (2003c) or Hyde & Bernardi (2009), re-
spectively (the coefficients are listed in Table 1 of this paper). We found
that our best-fit coefficients (see Table 5) are better by a few percent
than those of our esteemed colleagues.
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SDSS-filter u g r i z

r̄cor (c model) [arcsec] 2.95 2.29 2.13 2.04 1.89
r̄cor (dV model) [arcsec] 2.93 2.28 2.13 2.03 1.88
r̄cor (p model) [arcsec] 9.35 4.67 4.44 4.37 4.54
σrcor (c model) [arcsec] 2.13 1.26 1.16 1.12 1.02
σrcor (dV model) [arcsec] 2.12 1.25 1.16 1.12 1.01
σrcor (p model) [arcsec] 15.26 2.33 2.11 2.25 3.69
m̄app (c model) [mag] 19.02 17.33 16.58 16.24 15.98

m̄app (dV model) [mag] 19.01 17.32 16.58 16.24 15.97
m̄app (p model) [mag] 19.14 17.40 16.64 16.28 16.01
σmapp (c model) [mag] 0.92 0.87 0.87 0.87 0.87
σmapp (dV model) [mag] 0.92 0.88 0.87 0.87 0.87
σmapp (p model) [mag] 0.90 0.87 0.86 0.87 0.86
σ̄0 (c model) [km/s] 180.1 177.7 176.8 176.8 177.0
σ̄0 (dV model) [km/s] 180.4 177.9 176.9 176.9 177.1
σ̄0 (p model) [km/s] 173.5 171.9 170.9 170.6 170.1
σσ0 (c model) [km/s] 46.0 45.3 45.1 45.1 45.4
σσ0 (dV model) [km/s] 46.0 45.4 45.1 45.1 45.4
σσ0 (p model) [km/s] 44.4 43.9 43.7 43.6 43.7

log10(R0) (c model) [log10(kpc)] 0.564 0.483 0.449 0.431 0.394
log10(R0) (dV model) [log10(kpc)] 0.562 0.482 0.448 0.430 0.394
log10(R0) (p model) [log10(kpc)] 0.950 0.801 0.777 0.770 0.765
σlog10(R0) (c model) [log10(kpc)] 0.305 0.235 0.231 0.228 0.228
σlog10(R0) (dV model) [log10(kpc)] 0.304 0.235 0.231 0.228 0.228
σlog10(R0) (p model) [log10(kpc)] 0.399 0.229 0.225 0.226 0.250
µ̄0 (c model) [mag/arcsec2] 22.57 20.52 19.62 19.18 18.75
µ̄0 (dV model) [mag/arcsec2] 22.54 20.50 19.61 19.17 18.75
µ̄0 (p model) [mag/arcsec2] 24.60 22.19 21.32 20.93 20.65
σµ0 (c model) [mag/arcsec2] 0.99 0.65 0.62 0.61 0.62
σµ0 (dV model) [mag/arcsec2] 0.98 0.64 0.62 0.61 0.61
σµ0 (p model) [mag/arcsec2] 1.72 0.64 0.62 0.64 0.83

log10(σ0) (c model) [log10(km/s)] 2.24 2.24 2.23 2.23 2.23
log10(σ0) (dV model) [log10(km/s)] 2.24 2.24 2.23 2.23 2.23
log10(σ0) (p model) [log10(km/s)] 2.23 2.22 2.22 2.22 2.22
σlog10(σ0) (c model) [log10(km/s)] 0.11 0.11 0.11 0.11 0.11
σlog10(σ0) (dV model) [log10(km/s)] 0.11 0.11 0.11 0.11 0.11
σlog10(σ0) (p model) [log10(km/s)] 0.11 0.11 0.11 0.11 0.11

Table C.8. Mean values and standard deviations of several different parameters that have to be calculated or measured for the calibration of the
fundamental plane. These values are given for all models and all filters. r̄cor stands for the mean value of the apparent corrected radiusrcor, and
σrcor is the corresponding standard deviation. ¯mapp denotes the mean value of the apparent magnitudemapp, andσmapp its standard deviation. The

mean value of the central velocity dispersionσ0 is given byσ̄0 and the corresponding standard deviation byσσ0. log10(R0) denotes the mean value
of logarithm of the physical radiusR0, andσlog10(R0) the corresponding standard deviation. ¯µ0 is the mean value of the mean surface brightnessµ0,

andσµ0 is its standard deviation. The mean value of the logarithm of the central velocity dispersionσ0 is given bylog10(σ0) and the corresponding
standard deviation byσlog10(σ0).
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models and filters a b c sε σ̄dist [%]

c model
u 0.806± 0.029 −0.683± 0.008 −7.41± 0.10 0.1026 17.2
g 0.972± 0.030 −0.722± 0.012 −7.62± 0.12 0.1011 16.2
r 1.038± 0.030 −0.738± 0.013 −7.66± 0.12 0.1010 15.8
i 1.065± 0.030 −0.744± 0.013 −7.66± 0.13 0.9979 15.5
z 1.113± 0.030 −0.753± 0.013 −7.74± 0.13 0.1026 15.3

dV model
u 0.823± 0.029 −0.669± 0.008 −7.31± 0.10 0.1079 17.3
g 0.964± 0.030 −0.727± 0.012 −7.63± 0.12 0.1012 16.2
r 1.031± 0.030 −0.742± 0.013 −7.67± 0.13 0.1011 15.8
i 1.059± 0.030 −0.747± 0.013 −7.66± 0.13 0.0998 15.5
z 1.107± 0.030 −0.757± 0.013 −7.76± 0.13 0.1079 15.3

p model
u 0.623± 0.029 −0.494± 0.005 −5.32± 0.08 0.1729 23.1
g 0.992± 0.030 −0.676± 0.012 −7.41± 0.13 0.1054 17.0
r 1.058± 0.030 −0.713± 0.013 −7.66± 0.13 0.1029 16.5
i 1.081± 0.030 −0.670± 0.012 −7.24± 0.13 0.1048 16.5
z 1.106± 0.030 −0.621± 0.009 −6.817± 0.110 0.1729 17.1

Table C.9. Best fits for the fundamental-plane coefficients in all filters and for all models with the 3-σ clipping disabled.

models and filters a b c sε σ̄dist [%]

c model
u 0.720± 0.031 −0.681± 0.007 −7.14± 0.10 0.0859 19.7
g 0.890± 0.032 −0.701± 0.013 −7.20± 0.13 0.0800 18.4
r 0.955± 0.032 −0.724± 0.014 −7.31± 0.13 0.0787 18.0
i 0.977± 0.032 −0.735± 0.014 −7.34± 0.13 0.0768 17.6
z 1.003± 0.032 −0.738± 0.014 −7.33± 0.13 0.0859 17.4

dV model
u 0.708± 0.031 −0.684± 0.007 −7.13± 0.10 0.0860 19.8
g 0.882± 0.032 −0.707± 0.013 −7.23± 0.13 0.0802 18.4
r 0.948± 0.032 −0.729± 0.014 −7.33± 0.13 0.0787 18.0
i 0.973± 0.032 −0.739± 0.014 −7.36± 0.13 0.0768 17.6
z 0.999± 0.032 −0.743± 0.014 −7.36± 0.14 0.0860 17.4

p model
u 0.796± 0.031 −0.538± 0.004 −6.04± 0.09 0.0996 22.4
g 0.903± 0.031 −0.659± 0.013 −6.99± 0.14 0.0842 19.2
r 0.973± 0.031 −0.690± 0.014 −7.21± 0.15 0.0819 18.7
i 0.997± 0.032 −0.688± 0.014 −7.14± 0.14 0.0807 18.5
z 1.018± 0.032 −0.611± 0.010 −6.48± 0.12 0.0996 18.9

Table C.10. Best fits for the fundamental-plane coefficients in all filters and for all models with the volume weights disabled. Consequently, these
results suffer from a Malmquist bias.
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models and filters a b c sε σ̄dist [%]

c model
u 0.865± 0.030 −0.699± 0.008 −7.66± 0.10 0.0998 17.0
g 1.036± 0.030 −0.738± 0.013 −7.87± 0.13 0.0995 16.2
r 1.103± 0.030 −0.751± 0.013 −7.89± 0.13 0.0997 16.1
i 1.131± 0.030 −0.757± 0.014 −7.87± 0.13 0.0982 15.7
z 1.176± 0.030 −0.763± 0.014 −7.93± 0.13 0.0998 15.6

dV model
u 0.852± 0.030 −0.704± 0.009 −7.68± 0.10 0.0990 16.9
g 1.028± 0.030 −0.743± 0.013 −7.89± 0.13 0.0995 16.2
r 1.096± 0.030 −0.755± 0.013 −7.90± 0.13 0.0997 16.0
i 1.125± 0.030 −0.759± 0.014 −7.88± 0.13 0.0981 15.7
z 1.171± 0.030 −0.766± 0.014 −7.94± 0.13 0.0990 15.5

p model
u 0.893± 0.030 −0.552± 0.005 −6.45± 0.08 0.1149 20.1
g 1.042± 0.030 −0.705± 0.013 −7.74± 0.14 0.1028 17.2
r 1.112± 0.030 −0.725± 0.014 −7.85± 0.14 0.1015 16.8
i 1.137± 0.030 −0.718± 0.013 −7.74± 0.14 0.1004 16.6
z 1.157± 0.030 −0.642± 0.010 −7.09± 0.12 0.1149 17.5

Table C.11. Best fits for the fundamental-plane coefficients in all filters and for all models with the correction for redshift evolution completely
disabled.

models and filters a b c sε σ̄dist [%]

c model
u 0.643± 0.030 −0.671± 0.008 −7.01± 0.09 0.0850 16.4
g 0.880± 0.030 −0.720± 0.012 −7.43± 0.12 0.08592 15.2
r 0.974± 0.030 −0.742± 0.013 −7.58± 0.12 0.0875 14.8
i 1.012± 0.030 −0.749± 0.013 −7.60± 0.13 0.0872 14.6
z 1.061± 0.030 −0.755± 0.013 −7.66± 0.13 0.0850 14.5

dV model
u 0.626± 0.030 −0.672± 0.008 −6.98± 0.09 0.0840 16.4
g 0.869± 0.030 −0.725± 0.012 −7.45± 0.12 0.0853 15.1
r 0.965± 0.030 −0.747± 0.013 −7.59± 0.12 0.0868 14.8
i 1.005± 0.030 −0.752± 0.013 −7.61± 0.13 0.0865 14.5
z 1.056± 0.030 −0.759± 0.013 −7.68± 0.13 0.0840 14.4

p model
u 0.641± 0.030 −0.536 pm0.004 −5.84± 0.08 0.0938 17.7
g 0.840± 0.030 −0.661± 0.012 −6.99± 0.12 0.0867 15.9
r 0.928± 0.030 −0.689± 0.013 −7.21± 0.13 0.0867 15.4
i 0.955± 0.030 −0.683± 0.012 −7.12± 0.13 0.0861 15.4
z 0.966± 0.030 −0.615± 0.009 −6.507± 0.11 0.0938 15.7

Table C.12. Best fits for the fundamental-plane coefficients in all filters and for all models with volume weights and 3-σ clipping and a filter-
dependend redshift evolution derived from the redshift evolution of the surface brightness (see Table C.13).

models and filters Qu[mag/arcsec2] Qg [mag/arcsec2] Qr [mag/arcsec2] Qi [mag/arcsec2] Qz [mag/arcsec2]
c model 4.26 2.69 2.18 1.96 1.87

dV model 4.40 2.72 2.20 1.97 1.88
p model 6.03 3.78 3.29 3.24 3.73

Table C.13. Redshift evolution derived from changes in the surface brightness using non-evolution-corrected magnitudes.
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models and filters a b c sε σ̄dist [%]

c model
u 0.847± 0.106 −0.688± 0.040 −7.53± 0.45 0.0989 19.9
g 0.994± 0.107 −0.723± 0.046 −7.67± 0.46 0.0942 19.0
r 1.058± 0.107 −0.742± 0.047 −7.74± 0.47 0.0914 18.4
i 1.102± 0.107 −0.758± 0.048 −7.85± 0.47 0.0895 18.0
z 1.126± 0.108 −0.762± 0.048 −7.84± 0.47 0.0989 17.5

dV model
u 0.832± 0.106 −0.705± 0.041 −7.64± 0.46 0.0988 19.9
g 0.987± 0.107 −0.731± 0.047 −7.72± 0.47 0.0939 18.9
r 1.052± 0.107 −0.747± 0.048 −7.76± 0.47 0.0911 18.3
i 1.097± 0.107 −0.763± 0.048 −7.87± 0.47 0.0892 17.9
z 1.122± 0.108 −0.768± 0.049 −7.87± 0.47 0.0988 17.4

p model
u 0.833± 0.106 −0.553± 0.020 −6.34± 0.32 0.1081 22.0
g 0.988± 0.106 −0.656± 0.043 −7.21± 0.47 0.0989 20.1
r 1.059± 0.107 −0.681± 0.045 −7.37± 0.49 0.0956 19.4
i 1.093± 0.107 −0.688± 0.044 −7.40± 0.47 0.0941 19.1
z 1.111± 0.109 −0.640± 0.040 −6.99± 0.45 0.1081 19.3

Table C.14. Fundamental-plane coefficients in all filters and for all models derived from the volume-limited subsample, which is to 95,45% (2-σ)
completed. This condition limits the sample to a redshift of 0.0513. Owing to its completeness, the Malmquist-bias correction was disabled.

models and filters a b c sε σ̄dist [%]

c model
u 0.820± 0.029 −0.697± 0.008 −7.56± 0.10 0.0952 16.6
g 0.987± 0.029 −0.738± 0.013 −7.78± 0.12 0.0937 15.6
r 1.054± 0.029 −0.752± 0.013 −7.81± 0.12 0.0936 15.3
i 1.080± 0.029 −0.757± 0.013 −7.79± 0.12 0.0922 15.0
z 1.124± 0.029 −0.762± 0.013 −7.84± 0.13 0.0952 14.8

dV model
u 0.809± 0.029 −0.701± 0.008 −7.57± 0.10 0.0946 16.6
g 0.979± 0.029 −0.742± 0.012 −7.79± 0.12 0.0937 15.6
r 1.047± 0.029 −0.755± 0.013 −7.81± 0.12 0.0936 15.3
i 1.075± 0.029 −0.759± 0.013 −7.79± 0.12 0.0922 15.0
z 1.120± 0.029 −0.766± 0.013 −7.85± 0.13 0.0946 14.8

p model
u 0.871± 0.029 −0.551± 0.004 −6.41± 0.08 0.11099 19.7
g 1.001± 0.029 −0.700± 0.012 −7.63± 0.13 0.0977 16.6
r 1.070± 0.029 −0.720± 0.013 −7.74± 0.13 0.0962 16.1
i 1.095± 0.029 −0.713± 0.013 −7.63± 0.13 0.0952 16.0
z 1.121± 0.029 −0.639± 0.010 −6.99± 0.11 0.1110 16.7

Table C.15. Fundamental-plane coefficients in all filters and for all models derived from an extended sample upto a redshift of 0.3. However, it
already suffers from an additional bias beyond the Malmquist bias at these distances.
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Chapter 5

Dozens of compact and high
velocity-dispersion, early-type
galaxies in Sloan Digital Sky Survey

The content of this paper is complementary to the main goal of my thesis. We identify a
certain group of extreme early-type galaxies that deviate from the fundamental plane, for
further follow up study. The results and analysis performed in this paper help to further
improve my calibration of the fundamental plane and provide again the largest sample
ever used to calibrate this relation. The new coefficients are presented in Appendix A of
this paper and will be used in the subsequent work. Furthermore, this paper illustrates
that the huge amount of data calibrated and analysed in the process can spawn other
interesting scientific investigations aside the main aim of my thesis.

The paper “Dozens of compact and high velocity-dispersion, early-type galaxies in
Sloan Digital Sky Survey” was published in Astronomy & Astrophysics, Volume 578,
id.A134, 36 pp 1. As the first author of this paper, I wrote the majority of the text.
The introduction of this paper was co-written with Remco van den Bosch. The basic
idea of searching for extreme galaxies in the data of my previous paper was suggested
by Remco van den Bosch. I developed it further leading to the results presented in this
paper. Steffen Mieske helped me with the initial set-up of this project. I also acknowledge
the help of my two collaborators in proof-reading and structuring this paper.

1More information is available on ADS: http://adsabs.harvard.edu/abs/2015A\%26A...578A.
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Abstract

Context. Passive galaxies at high redshift are much smaller than equally massive early types today. If this size evolution is caused
by stochastic merging processes, then a small fraction of the compact galaxies should persist until today. Up to now it has not been
possible to systematically identify the existence of such objects in SDSS.
Aims. We aim at finding potential survivors of these compact galaxies in SDSS,as targets for more detailed follow-up observations.
Methods. From the virial theorem, it is expected that for a given mass, compact galaxies have stellar velocity dispersion higher
than the mean owing to their smaller sizes. Therefore velocity dispersion, coupled with size (or mass), is an appropriate method
of selecting relics, independent of the stellar population properties. Based on these considerations, we designed a set of criteria the
use the distribution of early-type galaxies from SDSS on the log10(R0)-log10(σ0) plane to find the most extreme objects on it. We
thus selected compact massive galaxy candidates by restricting them to high velocity dispersionsσ0 >323.2 km s−1 and small sizes
R0 <2.18 kpc.
Results. We find 76 galaxies at 0.05< z< 0.2, which have properties that are similar to the typical quiescent galaxies at high redshift.
We discuss how these galaxies relate to average present-day early-typegalaxies. We study how well these galaxies fit on well-known
local universe relations of early-type galaxies, such as the fundamental plane, the red sequence, or mass-size relations. As expected
from the selection criteria, the candidates are located in an extreme cornerof the mass-size plane. However, they do not extend as
deeply into the so-called zone of exclusion as some of the red nuggets found at high redshift, since they are a factor 2-3 less massive
on a given intrinsic scale size. Several of our candidates are close to thesize resolution limit of SDSS, but are not so small that they are
classified as point sources. We find that our candidates are systematically offset on a scaling relation compared to the average early-
type galaxies, but still within the general range of other early-type galaxies. Furthermore, our candidates are similar to the mass-size
range expected for passive evolution of the red nuggets from their highredshift to the present.
Conclusions. The 76 selected candidates form an appropriate set of objects for further follow-up observations. They do not constitute
a separate population of peculiar galaxies, but form the extreme tail of a continuous distribution of early-type galaxies. We argue that
selecting a high-velocity dispersion is the best way to find analogues of compact high redshift galaxies in the local universe.

Key words. galaxies: elliptical and lenticular, cD – surveys – galaxies: fundamental parameters – galaxies: peculiar

1. Introduction

Compact massive early-type galaxies are common at high red-
shifts (z > 1) (Trujillo et al. 2006; van Dokkum et al. 2008). At
those epochs, an average 1011 M⊙ passive galaxy has a size of
1 kpc, whereas today’s early-type galaxies are three to ten times
larger (Taylor et al. 2010), indicating that galaxies undergo a sig-
nificant amount of size evolution (van der Wel et al. 2014a). If a
small fraction of those early galaxies, which are also called red
nuggets, evolve completely passively, without any mergers, then
some of them must have remained compact until today. Those
objects would be pristine relics, which would allow direct insight
into how these objects formed long ago. It is therefore interesting
to find out if any of those systems still remain today.

Several studies have been done to find such objects using
the SDSS photometry with varying success. Taylor et al. (2010)

found no analogues of thez ∼ 2 early-type galaxies. Similarly,
Trujillo et al. (2009) found few objects, but those turned out to
be young with ages of 2 Gyr. Damjanov et al. (2009) found nine
objects – some of which were old – indicating that some of the
relics must exist. Damjanov et al. (2014) found several object in
the BOSS survey and measured a space density of 10−6 galaxies
Mpc−3, which is consistent with expectations from semi-analytic
models (Quilis & Trujillo 2013). In contrast to this, there are also
claims of detecting high number densities of these compact mas-
sive early-type galaxies in cluster environments (Valentinuzzi
et al. 2010), and even in the field (Poggianti et al. 2013), that
are in tension with the upper limits of the model predictions
(Damjanov et al. 2014). The results from Valentinuzzi et al.
(2010) have been debated, and various inconsistencies withother
works are pointed out in Taylor et al. (2010).

1
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The virial theorem (and its observational projection, the fun-
damental plane) predicts that these small galaxies must have
high-velocity dispersions. This has been directly confirmed with
deep spectroscopy of a handful of these objects (van Dokkum
et al. 2009; van de Sande et al. 2013; Toft et al. 2012). This
makes the dispersion a very good discriminator for finding these
very dense objects in the local universe because measuring dis-
persion is much easier at low redshift. The other advantage is
that such a selection is independent of uncertainties in photo-
metric stellar masses. The stellar velocity dispersion wasused
in van den Bosch et al. (2012) as a discriminator and found six
compact objects – including NGC 1277 – in the HETMGS sur-
vey (van den Bosch et al. 2015). These objects appear to be con-
sistent with being relics, given their size, mass, and velocity dis-
persion (van den Bosch et al. 2012). In particular, NGC 1277 has
a high dynamical mass-to-light ratio (Emsellem 2013; Yıldırım
et al. submitted). Subsequently, Trujillo et al. (2014) revealed
that its photometry is similar to the nuggets and the stellarpop-
ulation has a uniformly old age. The galaxies of van den Bosch
et al. (2012) are lenticular, which agrees well with most com-
pact massive high redshift galaxies being disc-dominated (van
der Wel et al. 2011; Chevance et al. 2012).

This begs the question of whether relics of such compact
high-z nuggets can be found as high-dispersion galaxies in
SDSS. The starting point of our investigation is [BHF2008] 19,
which is the galaxy with ID number 19 on the list of the highest
dispersion galaxies in SDSS by Bernardi et al. (2008). It is avery
compact and massive early-type galaxy with a size ofRe=2.17
kpc and mass of 1011 M⊙. We refer to this object as b19 in this
paper. It was investigated in great detail in Läsker et al. (2013)
and it was found that b19 has a high stellar mass-to-ratio of∼ 7
M⊙/L⊙,i and probably a bottom-heavy initial mass function1.
The object is located at a redshiftz = 0.1166 and is considered
to be one of the most compact galaxies for its given mass in the
local universe.

In this paper, we performed a systematic search in SDSS to
find objects similar to b19, so as to have a broader basis for future
investigations of compact, high-dispersion, massive early-type
galaxies. The other object, NGC 1277, could not be used for
this, because it is not in the main SDSS survey2.

While this paper is primarily a sample selection for follow-
up observations, we also touch on the following important ques-
tions. Is b19 the most extreme (in the sense of mass and com-
pactness) early-type galaxy in the local universe? Do objects
like b19 just form the compact-massive tail of the general dis-
tribution of elliptical galaxies, or are they outliers known scaling
relations for early-type galaxies? In which aspects do b19-like
objects differ from other present-day, early-type galaxies, and
are they related to red nuggets from the early universe?

We used selection criteria based on size and central veloc-
ity dispersion to find potential red nuggets in the local universe.
This is different from what was done by other authors, such as
Trujillo et al. (2009) and Taylor et al. (2010), who used selec-
tion criteria based on size and stellar mass. It is difficult to mea-
sure stellar masses without additional follow-up on the SDSS,
and the uncertainties are high with at least 0.1 dex statistical
and 0.2 dex systematic error for the stellar masses of Blanton &

1 A large black hole could not be ruled out by the observations, but
even if this system has a large black hole, then the dynamical and stellar
population models still work better with a bottom heavy initial mass
function.

2 NGC 1277 was observed by SDSS as part of a auxiliary Perseus
survey.

Roweis (2007), which were used by Trujillo et al. (2009): about
0.1 dex for the stellar masses used by Taylor et al. (2010), which
were based on method of Kauffmann et al. (2003) and Salim
et al. (2007), and 0.15 dex for the stellar masses of Mendel etal.
(2014), which we used in this paper. To avoid these uncertainties
in our sample definition, we selected with more directly mea-
sured quantities, such as the physical radii and the centralve-
locity dispersion. The galaxies of van den Bosch et al. (2012)
and b19 are usually assumed to be relics of the red nuggets
and if this is the case, there might be more galaxies with sim-
ilar properties, and some of them may have the same origins.
Our method is additionally motivated by the fact that at least
a subgroup of red nuggets possess high central velocity disper-
sions (Newman et al. 2010; Bezanson et al. 2013) and that the
stellar-to-dynamical mass-to-light ratio decreases slightly over
time (van de Sande et al. 2013). We set out to find them and pro-
vide a new selection method that is capable of discovering pos-
sible remnants of compact massive red galaxies from the early
universe that would have been missed in previous investigations
that used different selection criteria. Our goal is to define a sam-
ple to be used for follow-up observations to determine whether
there is a systematic variation in the initial mass function, such
as the bottom-heavy initial mass function of b19 (Läsker et al.
2013), and if they host over-massive central black hole suchas
the one in NGC 1277 (van den Bosch et al. 2012). Furthermore,
follow-up observation will also be required to clean the sample
from high central velocity dispersion galaxies that are superpo-
sitions of two or more galaxies, which is a known issue with this
kind of galaxies in SDSS (Bernardi et al. 2008).

In Section 2, we describe the basic sample used for this in-
vestigation. After it is calibrated as explained in Section3, we
discuss the selection of our candidates in Section 4 using various
cuts, which are defined there. We investigate the global proper-
ties of our candidates and their relation to the basic samplein
Section 5. We discuss our candidates and their relation to other
samples of potential red nugget galaxies in Section 6. In Section
7, we provide a summary and some concluding remarks on our
work. We supplement our paper with three appendices that pro-
vide updated fundamental-plane coefficients in Appendix A, ad-
ditional tables of other samples and their cross-matches with our
candidates in Appendix C, and an alternative candidate sam-
ple using Sersic profiles instead of the de Vaucouleurs profile
in Appendix B.

Throughout this paper, we assume aΛ-CDM cosmology
with the following parameters: relative dark energy density
ΩΛ = 0.7, relative matter densityΩM = 0.3, and a Hubble pa-
rameterH0 = 70 km s−1 Mpc−1.

2. Basic sample

As the baseline sample of our search for b19 analogues, we
made broad use of the Sloan Digital Sky Surveys (SDSS) and
especially of its tenth (Ahn et al. 2014) and seventh (Abazajian
et al. 2009) data releases (DR10 and DR7). Furthermore, we
used GalaxyZoo (Lintott et al. 2008, 2011) for our galaxy clas-
sifications, the refits of SDSS DR7 using Sersic profiles done by
Simard et al. (2011), and the stellar masses from Mendel et al.
(2014), which is itself based on the previous work of Simard
et al. (2011). For comparison, we also used the list of 63 com-
pact massive galaxies from Taylor et al. (2010), which is based
on SDSS DR7 as well as a list of 29 compact massive galaxies
from Trujillo et al. (2009), which is based on the NYU Value-
Added Galaxy Catalog (Blanton et al. 2005) and covers a sub-
sample of SDSS.

2
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parameter condition
SpecObj.z > 0
SpecObj.z < 0.5

SpecObj.zWarning = 0
SpecObj.veldisp > 100

SpecObj.snMedian > 10
SpecObj.class =’GALAXY’

(P.flags_r& 0x40000) = 0

Table 1.Selection criteria given in the language of the SDSS CAS-job
queries.

We selected all galaxies from the SDSS database that fulfil
the following criteria, which are summarized in Table 1: spectro-
scopic data has to be available and redshifts have to be reliably
obtained (zWarning-flag set to zero). We required that the mea-
sured redshifts lie between 0 and 0.5. By using spectroscopic
data from SDSS, we implicitly introduced the selection criteria
of SDSS spectroscopy on our data, which are a minimum appar-
ent magnitude in the r band of 17.77 mag (Strauss et al. 2002)
and a saturation limit, which corresponds to a maximum mag-
nitude of either 13 mag in the u band, 14 mag in the g, r, or i
band, or 12 mag in the z band. The central velocity dispersion
has to be higher than 100 km s−1, the signal-to-noise for spectra
has to be better than 10, and the automatic spectral classification
has to confirm that the object is a galaxy. To ensure reliable pho-
tometric measurements, we required that there are no saturated
objects in our sample (P.flags_rnot set toSATURATED). As a
direct consequence of these requirements, we required thatthere
must be spectroscopic data for every galaxy in our sample. We
imposed the target limit for galaxy spectroscopy of SDSS on our
sample, which is a minimum Petrosian magnitude in the r band
of 17.77 mag (Strauss et al. 2002) and saturation limit of 13 mag
in the u band, 14 mag in the g, r, or i band, or 12 mag in the z
band.

With these criteria, we found 393 033 galaxies in SDSS
DR10. For these galaxies, we downloaded the SDSS DR10 ob-
ject ID, the galactic and equatorial coordinates, the redshift, the
central velocity dispersion, and the following photometric quan-
tities for the g, r, i, and z filters each: the axis-ratios, thede
Vaucouleurs radii, the de Vaucouleurs model magnitudes, the
galactic extinction, the likelihoods for a de Vaucouleurs profile
and for an exponential profile, and the probability of its being an
early-type galaxy based on GalaxyZoo.

We used the Sersic fit radii and magnitudes, as well as the
Sersic indices from the catalogue by Simard et al. (2011). This
catalogue is based on SDSS DR7, and it only provides the SDSS
DR7 ID, which differs from the SDSS DR10 object IDs, to iden-
tify the galaxies in the catalogue, but no coordinates to do adi-
rect cross-match. We could revert to SDSS DR7, but we prefer to
take advantage of the updated photometry of SDSS DR10 (Ahn
et al. 2014). We solved this problem by using a complete set
of all SDSS DR7 galaxies with object IDs, equatorial coordi-
nates, and redshifts to create a bridge between our data and the
catalogue, which allows for direct cross-identification between
them.

We used the stellar masses of SDSS galaxies based on the
dusty models of the catalogue by Mendel et al. (2014). Their es-
timates for stellar masses were derived using a stellar population
synthesis based on the code of Conroy et al. (2009) with spectral
energy distributions based on the SDSS broadband photometry.
We cross-matched this catalogue with the one of Simard et al.
(2011) and our DR10 sample. Since the Mendel et al. (2014)

catalogue has stricter redshift limits than our SDSS DR10 sam-
ple, the measured redshifts of the combined sample have to lie
between 0.005 and 0.43 now. This also removed all galaxies that
might be blended with a nearby star (Mendel et al. 2014). We
used the SDSS DR7 Object ID (to cross-match the catalogue
with the other samples) and the logarithm of the stellar masses
derived from the Sersic profiles and the composite profiles ofthe
Mendel et al. (2014) catalogue. After all these cross-matching,
we ended up with a sample of 370 159 galaxies.

Additional constraints were applied to the data after the
calculation of several parameters from the observed values.
Galaxies with a velocity dispersion of higher than 420 km s−1

were removed from the sample, because these values would be
outside the trusted margin of SDSS algorithm for measuring the
central velocity dispersion. We checked that dropping thisupper
dispersion limit would only contribute galaxies with unreason-
ably high central velocity dispersions. Furthermore, we elim-
inated all galaxies with an absolute magnitude either brighter
than -25 mag or fainter than -15 mag in any of the used filters.
A handful of galaxies with physical radii of more than 102.5 kpc
were also removed to avoid contamination from incorrectly mea-
sured radii.

Furthermore, the selected galaxies must have been identified
as an elliptical galaxy with a probability greater than 0.5 based
on GalaxyZoo. We carefully investigated the effect of different
values of the criterion on our sample and on the candidates we
want to find (see Section 4). Values higher than 0.5 will remove
too many promising candidates from our sample, while for val-
ues below 0.5, the candidates in our sample will be heavily con-
taminated by galaxies that are superimposed on another galaxy
in the line of sight or near neighbours, galaxies close to a very
bright foreground star, and star-burst galaxies. We required that
the likelihood for a de Vaucouleurs profile is greater than the
likelihood for an exponential profile in every filter except the u
band, owing to known problems4 with this filter. This criterion
was necessary because we used parameters, such as the radii and
magnitudes obtained by de Vaucouleurs fits in this paper. If the
likelihood for another profile is indeed higher, it would result in
poorly derived values for our parameters.

In light of our comparison with other samples of compact
massive galaxies in the local universe (see Section 5 for details),
we found that the vast majority of these galaxies in the litera-
ture are within our basic sample and therefore best described by
a de Vaucouleurs profile. Since we were searching for potential
survivors of the red nuggets, we limited our sample to red se-
quence galaxies. We did this by removing all galaxies bluer than
the lower 3-σ limit of the red sequence fit performed in Saulder
et al. (2013). After this filtering, there were 233 833 galaxies be-
tween a redshift of 0.005 and 0.4 left (about 59.5% of the first
selection and 63% of the cross-matched sample). Those form the
basic sample that were used for the further analysis in this paper.

3. Method

One has to carefully calibrate the parameters obtained fromthe
SDSS database and the refits done by Simard et al. (2011) before
using them to classify and characterize the galaxies. The follow-

3 The reduced upper redshift limit is no concern to us, since we do
not expect to detect any intrinsically small galaxies at redshifts higher
than 0.2 anyway.

4 See:https://www.sdss3.org/dr10/imaging/caveats.php#
usky.
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ing quantities are calculated for all sources in every band used
and for every set of fit parameters.

One starts off by considering the galactic extinction by using
the Schlegel maps (Schlegel et al. 1998):

mextcor= msdss− ASchlegel, (1)

wheremextcor denotes the extinction correct magnitude,msdssthe
observed apparent magnitude, andASchlegelthe extinction accord-
ing to Schlegel maps.

The K-correction used in this paper,

K(zobs,mf1 −mf2) =
∑

i, j

Bi j z
i
obs(mf1 −mf2)

j (2)

follows the model of Chilingarian et al. (2010), but with up-
dated coefficientsBi j from Saulder et al. (2013). It requires the
extinction-corrected magnitudes,mf1 and mf2, of two different
filters, f1 and f2, and the observed redshiftzobs.

In the next step, one obtains the fully corrected rest-frame
magnitudemapp by considering the K correctionK(zobs,mf1 −
mf2):

mcor = mextcor− K(zobs,mf1 −mf2). (3)

The redshiftz is corrected for our motion relative to the cosmic
microwave background (CMB).

The measured model semi-major from the SDSS dataasdss
has to be renormalized to account for the different ellipticities of
the galaxies in the following way:

rcirc = asdss
√

qb/a. (4)

We follow Bernardi et al. (2003) and get a comparable quantity
for all types of elliptical galaxies, the circularized radius rcirc,
with the help of the minor semi-axis to the major semi-axis ratio
qb/a.

Because of the fixed fibre size of SDSS, an additional correc-
tion on the measured central velocity dispersionσsdssis required
and we take advantage of the work of Jorgensen et al. (1995) and
Wegner et al. (1999) to use

σ0 = σsdss·
(

afiber

rcirc/8
.

)0.04

, (5)

whereσ0 denotes the corrected central velocity dispersion and
afiber stands for the radius of the SDSS fibres, which is 1.5 arcsec-
onds for the galaxies in our sample. Here,σ0 is typically about
10% higher than the measured valueσsdss(Saulder et al. 2013).

For the following calculations, one requires the luminosity
distanceDL, which is given by

DL(z) =
c · z
H0

1+


z · (1− q0)√
1+ 2q0 · z+ 1+ q0 · z


 (6)

with H0 being the present day Hubble parameter andq0 =
ΩM
2 − ΩΛ the current declaration parameter, which depends on

the cosmological parametersΩM andΩΛ.
With the luminosity distance at hand, the angular diameter

distance is given by

DA(z) = DL(z) · (1+ z)−2. (7)

The physical radiusR0 of the galaxy is obtained using simple
trigonometry:

R0 = DA(z) · tan(rcirc) . (8)

The measured surface brightnessµ0 is defined in the following
way:

µ0 = mcor + 2.5 · log10

(
2π · r2

circ

)
− 10 · log10 (1+ z) + Q · z (9)

with the term−10·log10 (1+ z) correcting for cosmological dim-
ming of surface brightnesses. Since we only intend to use the
surface brightness, we include a parameter that corrects for the
secular evolution evolution of early-type galaxies, when apply-
ing or calculating the fundamental plane (see Appendix A and
Saulder et al. (2013)). The evolution parameterQ = 1.07 mag
perzwas derived in Saulder et al. (2013) for early-type galaxies.

Another quantity that is required for our investigations isthe
absolute magnitudeMabs, which is calculated using the distance
module:

mcor − Mabs= 5 · log10(DL/pc)− 5. (10)

The dynamical mass is given by

Mdyn =
β(n)σ2

0 · R0

G
(11)

with G being the gravitational constant. The functionβ(nS) is
defined by:

β(n) = 8.87− 0.831· nS + 0.0241· n2
S (12)

according to Cappellari et al. (2006), based on results from
Bertin et al. (2002). It depends on the Sersic-indexnS, if a
Sersic profile was used to obtain the effective radius. For de
Vaucouleurs profiles, which are Sersic profiles with Sersic-
indices nS = 4, one would expect aβ of 5.953; however, it
has been found by observations (Cappellari et al. 2006) thata
β of five works better. Cappellari et al. (2006) argue that this
deviation is due to differences between the idealised simulation
Equation 12 is based on and real observational data. Belli etal.
(2014) find that the equations works well for spherical systems,
but has problems if discs are present. We therefore decided to
use theβ(nS) from Equation 12, when using a Sersic profile, but
we adopt aβ of 5, when using a de Vaucouleurs profile in our
analysis.

With all the equations and definitions given in this section,
we now proceed to the selection and analysis of galaxies similar
to b19.
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Internal ID SDSS DR10 ID ra dec z msdss,r asdss σsdss qb/a LETG
[◦] [ ◦] [mag] [arcsec] [km/s]

1 1237648721255596242 236.8072 -0.1422 0.1138 17.18± 0.00 1.17± 0.02 315± 14 0.67 0.88
2 1237648703523520846 229.4240 -0.7049 0.1166 17.04± 0.00 1.25± 0.02 336± 12 0.67 0.81
3 1237651191892607189 125.5691 48.2553 0.1276 17.56± 0.01 1.39± 0.02 351± 14 0.46 0.75
4 1237651753466462236 164.0158 1.9983 0.1153 17.72± 0.01 0.95± 0.03 297± 22 0.66 0.82
5 1237652934037536913 327.3491 -8.6752 0.1014 17.39± 0.01 0.81± 0.03 320± 16 0.88 0.70
6 1237652900773298301 58.0541 -5.8611 0.1137 17.25± 0.01 1.03± 0.02 306± 14 0.38 0.66
7 1237652629102067836 8.1716 -10.6661 0.1557 17.60± 0.01 1.00± 0.03 355± 18 0.63 1.00
8 1237651252589363420 247.9117 46.2683 0.1321 17.67± 0.01 0.78± 0.01 311± 14 0.30 0.76
9 1237655502424769160 256.4241 33.4779 0.1022 17.33± 0.01 1.51± 0.02 326± 16 0.52 0.77
10 1237651539246186637 167.7205 66.7862 0.1362 17.57± 0.01 1.09± 0.02 350± 14 0.29 0.59
11 1237651735773708418 218.3124 1.5053 0.1096 17.33± 0.01 0.96± 0.02 291± 16 0.68 0.74
12 1237659329240236080 243.4534 41.1059 0.1381 17.66± 0.01 0.85± 0.03 290± 17 0.56 0.78
13 1237666339727671425 20.8205 0.2955 0.0928 17.10± 0.00 1.11± 0.02 296± 11 0.73 0.88
14 1237651714798125236 248.3287 47.1274 0.1229 17.63± 0.01 0.60± 0.02 335± 12 0.85 0.66
15 1237658206124507259 193.5474 50.8170 0.1209 17.22± 0.00 1.17± 0.01 341± 16 0.41 0.80
16 1237652944786424004 1.1323 16.0719 0.1144 17.58± 0.01 0.91± 0.01 291± 15 0.29 0.55
17 1237662267540570526 235.5841 4.7666 0.1105 17.15± 0.01 1.20± 0.02 302± 10 0.56 0.77
18 1237652948530102500 10.3768 -9.2352 0.0538 15.24± 0.00 3.09± 0.02 310± 5 0.33 0.53
19 1237656241159995854 331.7753 12.0459 0.1607 17.91± 0.01 1.00± 0.03 306± 16 0.57 0.89
20 1237656243317113067 354.1646 15.8222 0.1179 17.56± 0.01 1.16± 0.02 290± 16 0.41 0.73
21 1237655474503024820 245.6049 44.7856 0.0716 15.84± 0.00 1.86± 0.02 333± 8 0.61 0.81
22 1237657596224209238 123.8014 38.6793 0.1259 17.16± 0.00 1.26± 0.02 333± 13 0.48 0.89
23 1237662264318034136 217.8880 8.9225 0.1108 17.09± 0.01 1.46± 0.02 384± 15 0.53 0.72
24 1237665569297203655 254.5120 41.8378 0.0375 15.37± 0.00 1.62± 0.01 303± 7 0.48 0.64
25 1237654605857751221 148.8860 4.3722 0.0937 16.41± 0.00 1.48± 0.01 352± 9 0.39 0.52
26 1237655465916170402 184.8400 63.5358 0.1039 17.46± 0.01 0.76± 0.01 292± 14 0.39 0.52
27 1237657628456190055 187.6884 51.7060 0.1517 17.61± 0.01 0.90± 0.01 307± 14 0.43 0.62
28 1237660025032081578 340.4373 -0.8113 0.1293 17.68± 0.01 0.63± 0.02 373± 22 0.86 0.77
29 1237661064411349290 138.3286 8.1161 0.0934 16.82± 0.00 1.41± 0.01 295± 9 0.28 0.61
30 1237661849849430137 156.3195 40.3153 0.0682 16.57± 0.00 1.53± 0.02 317± 10 0.78 0.58
31 1237663277928022281 0.6027 0.5352 0.0784 17.56± 0.01 0.64± 0.02 331± 17 0.68 0.77
32 1237661383314702588 160.1959 39.9311 0.1394 17.77± 0.01 0.86± 0.02 324± 15 0.36 0.69
33 1237662697568796852 226.2857 30.1184 0.1450 17.24± 0.01 0.86± 0.02 314± 9 0.73 0.71
34 1237661812272857187 180.2528 12.2175 0.1295 17.73± 0.01 1.00± 0.03 291± 17 0.52 0.81
35 1237665532252520624 223.1388 22.5927 0.1551 17.66± 0.01 1.32± 0.02 318± 16 0.34 0.54
36 1237662224087974057 238.7278 25.4691 0.1556 17.84± 0.01 1.18± 0.02 308± 17 0.45 0.76
37 1237664130483618005 166.7737 13.3182 0.1188 17.10± 0.00 1.40± 0.02 328± 13 0.49 0.76
38 1237664669510074510 158.0224 37.4689 0.1043 16.60± 0.00 0.99± 0.01 385± 12 0.63 0.71
39 1237665549429899544 223.0734 22.4871 0.1165 17.39± 0.01 0.78± 0.01 335± 13 0.29 0.62
40 1237667209978380503 149.1117 23.9641 0.1193 17.33± 0.01 0.95± 0.02 356± 25 0.81 0.68
41 1237663278461944053 353.8668 1.0467 0.0827 16.35± 0.00 1.71± 0.02 320± 9 0.55 0.80
42 1237662340012638220 239.5694 27.2367 0.0896 17.01± 0.00 0.81± 0.01 296± 12 0.55 0.75
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Internal ID SDSS DR10 ID ra dec z msdss,r asdss σsdss qb/a LETG
[◦] [ ◦] [mag] [arcsec] [km/s]

43 1237664667887140986 128.6548 24.3250 0.0705 16.42± 0.00 1.22± 0.02 296± 9 0.71 0.77
44 1237664093432119636 121.7265 20.7624 0.1247 17.64± 0.01 0.93± 0.02 299± 14 0.44 0.66
45 1237661850400260193 199.4989 43.6141 0.1140 17.76± 0.01 0.64± 0.02 287± 16 0.59 0.62
46 1237664852035174654 219.1545 31.3943 0.0850 16.14± 0.00 1.46± 0.01 331± 9 0.36 0.77
47 1237667429035540562 178.7061 26.4323 0.1108 17.05± 0.00 1.12± 0.01 316± 12 0.62 0.67
48 1237673808655221213 121.7151 19.4664 0.1242 18.05± 0.01 0.69± 0.03 294± 19 0.62 0.73
49 1237664854715727968 210.0376 35.9503 0.1494 17.76± 0.01 1.01± 0.03 317± 14 0.66 0.65
50 1237665535469486145 243.3042 17.8080 0.0374 14.72± 0.00 3.44± 0.01 316± 7 0.44 0.68
51 1237663478723969457 338.0784 -0.4059 0.0865 17.04± 0.00 1.23± 0.02 327± 17 0.54 0.80
52 1237665440978698364 194.2722 28.9814 0.0686 15.45± 0.00 2.19± 0.01 340± 8 0.57 0.78
53 1237667910055100586 181.7985 23.8744 0.0775 16.55± 0.00 1.21± 0.02 328± 11 0.77 0.86
54 1237667734526492801 227.3075 16.4333 0.1159 17.56± 0.01 1.02± 0.02 310± 17 0.49 0.61
55 1237662619725005006 240.2092 29.2028 0.0913 16.65± 0.00 1.40± 0.01 327± 11 0.62 0.84
56 1237664869745230095 128.9418 34.2085 0.1978 18.43± 0.01 0.68± 0.04 316± 24 0.77 0.65
57 1237665429169242591 209.7906 27.9501 0.0811 17.16± 0.00 0.63± 0.01 287± 10 0.46 0.62
58 1237665440975224988 185.1490 29.2998 0.0908 16.49± 0.00 1.45± 0.02 332± 13 0.74 0.85
59 1237668299281662070 194.2881 20.8064 0.0868 16.76± 0.00 1.17± 0.01 307± 9 0.51 0.56
60 1237668349753950509 232.0499 12.1307 0.1225 17.63± 0.01 1.16± 0.02 311± 14 0.38 0.81
61 1237668271372501042 227.9714 14.2653 0.1221 17.70± 0.01 0.92± 0.02 291± 16 0.54 0.75
62 1237648721758978188 160.3022 0.2285 0.1300 17.60± 0.01 1.24± 0.02 305± 15 0.37 0.64
63 1237664671640715458 191.2284 36.1838 0.0877 17.64± 0.01 0.47± 0.01 293± 15 0.65 0.68
64 1237667735062708393 225.9192 17.2367 0.1505 17.73± 0.01 1.07± 0.03 309± 17 0.56 0.74
65 1237662335717015837 236.8248 33.1773 0.1265 17.74± 0.01 0.84± 0.03 296± 16 0.64 0.78
66 1237668310021440087 245.6255 9.3970 0.2018 17.70± 0.01 0.85± 0.02 302± 13 0.51 0.79
67 1237661358617067696 181.3091 48.4216 0.0648 15.89± 0.00 2.01± 0.02 311± 8 0.54 0.71
68 1237668298203070641 182.4650 20.0535 0.1116 17.58± 0.01 1.02± 0.02 293± 12 0.56 0.72
69 1237662336794820961 245.8542 28.0910 0.1233 17.01± 0.00 1.01± 0.02 306± 11 0.73 0.65
70 1237667917032980629 189.9670 21.1529 0.1085 16.78± 0.00 1.43± 0.01 321± 9 0.51 0.74
71 1237662224614490342 214.0046 35.9910 0.1271 17.52± 0.01 1.12± 0.02 300± 14 0.54 0.78
72 1237661950244945934 162.5130 11.8190 0.0812 16.56± 0.00 1.75± 0.02 340± 11 0.46 0.88
73 1237668333640810655 225.5537 14.6343 0.0697 16.62± 0.00 0.95± 0.01 351± 14 0.58 0.52
74 1237662236410577091 226.1287 6.6601 0.1439 17.76± 0.01 0.82± 0.03 316± 17 0.78 0.80
75 1237662302971691136 214.9301 49.2366 0.0260 14.54± 0.00 3.59± 0.02 378± 2 0.93 0.51
76 1237667917030555837 184.0304 21.1393 0.1278 17.04± 0.00 1.24± 0.02 389± 16 0.53 0.79

Table 2. List of the basic parameters of our candidate galaxies. First column: internal IDs, which are used to identify the galaxies. The numbering is essentially random and
only based on the order the galaxies were drawn from the basicsample. The galaxy b19 has the internal ID 2. Second column: object ID used by SDSS DR10. Third and fourth
column: equatorial coordinates of the galaxies. Fifth column: redshiftz, already corrected for our motion relative to the CMB. Sixth, seventh, and eighth columns: observed
uncorrected refitted SDSS parameters in the following order: observed apparent magnitudemsdss, angular semi-major axisasdss, central velocity dispersionσsdss. Ninth column:
axis ratioqb/a. Tenth column: GalaxyZoo probabilityLETG of the galaxy being classified as an early-type.

internal ID Rr σ0 µr Mr (Mg − Mr) Mz log10(Mdyn) log10(M∗) �dyn �∗
[kpc] [km s−1] [ mag

arcsec2 ] [mag] [mag] [mag] [log10(M⊙)] [log10(M⊙)] [ M⊙/L⊙,r] [ M⊙/L⊙,r]
1 2.00± 0.04 348± 16 18.38± 0.04 -21.81± 0.01 0.83± 0.01 -22.46± 0.01 11.45± 0.02 11.04± 0.15 6.95± 0.37 2.71± 1.12
2 2.17± 0.05 371± 13 18.43± 0.05 -21.95± 0.01 0.80± 0.01 -22.61± 0.01 11.54± 0.02 11.15± 0.15 7.55± 0.35 3.06± 1.26
3 2.17± 0.05 389± 16 18.78± 0.05 -21.60± 0.01 0.77± 0.02 -22.31± 0.01 11.58± 0.02 10.98± 0.15 11.39± 0.61 2.85± 1.18
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internal ID Rr σ0 µr Mr (Mg − Mr) Mz log10(Mdyn) log10(M∗) �dyn �∗
[kpc] [km s−1] [ mag

arcsec2 ] [mag] [mag] [mag] [log10(M⊙)] [log10(M⊙)] [ M⊙/L⊙,r] [ M⊙/L⊙,r]
4 1.62± 0.06 332± 25 18.60± 0.07 -21.15± 0.01 0.77± 0.02 -21.83± 0.02 11.32± 0.03 10.77± 0.15 9.41± 0.83 2.64± 1.09
5 1.44± 0.05 358± 18 18.29± 0.08 -21.18± 0.01 0.62± 0.01 -22.00± 0.01 11.33± 0.03 10.83± 0.15 9.44± 0.61 2.99± 1.23
6 1.32± 0.04 344± 15 17.50± 0.06 -21.79± 0.01 0.77± 0.01 -22.46± 0.01 11.26± 0.02 10.95± 0.15 4.54± 0.26 2.23± 0.92
7 2.18± 0.09 395± 20 18.41± 0.09 -22.01± 0.01 0.78± 0.02 -22.80± 0.02 11.60± 0.03 11.16± 0.15 8.13± 0.55 2.97± 1.23
8 1.02± 0.03 355± 16 17.27± 0.06 -21.48± 0.01 0.83± 0.01 -22.19± 0.01 11.18± 0.02 11.00± 0.15 5.01± 0.28 3.32± 1.37
9 2.05± 0.05 358± 17 19.02± 0.05 -21.22± 0.01 0.84± 0.02 -21.89± 0.01 11.49± 0.02 10.85± 0.15 13.02± 0.77 3.00± 1.24
10 1.42± 0.05 395± 16 17.81± 0.08 -21.66± 0.01 0.83± 0.01 -22.39± 0.02 11.41± 0.02 10.99± 0.15 7.28± 0.43 2.75± 1.14
11 1.58± 0.04 324± 18 18.26± 0.06 -21.42± 0.01 0.73± 0.02 -22.06± 0.01 11.29± 0.03 10.88± 0.15 6.80± 0.45 2.65± 1.09
12 1.59± 0.07 327± 19 18.10± 0.09 -21.62± 0.01 1.10± 0.02 -22.16± 0.02 11.29± 0.03 11.01± 0.15 5.78± 0.44 2.97± 1.23
13 1.66± 0.03 327± 13 18.54± 0.04 -21.22± 0.01 0.76± 0.01 -21.87± 0.01 11.31± 0.02 10.78± 0.15 8.76± 0.41 2.58± 1.07
14 1.24± 0.03 379± 14 17.88± 0.06 -21.29± 0.01 0.59± 0.01 -21.91± 0.01 11.31± 0.02 10.66± 0.15 8.23± 0.39 1.82± 0.75
15 1.65± 0.03 381± 18 18.09± 0.04 -21.70± 0.01 0.83± 0.01 -22.39± 0.01 11.45± 0.02 11.00± 0.15 7.60± 0.41 2.74± 1.13
16 1.03± 0.02 331± 17 17.46± 0.05 -21.29± 0.01 0.81± 0.02 -22.01± 0.01 11.12± 0.02 10.85± 0.15 5.21± 0.31 2.80± 1.16
17 1.83± 0.04 335± 11 18.33± 0.05 -21.66± 0.01 0.83± 0.01 -22.33± 0.01 11.38± 0.02 10.95± 0.15 6.72± 0.30 2.51± 1.04
18 1.85± 0.02 334± 6 18.15± 0.02 -21.82± 0.01 0.82± 0.01 -22.51± 0.01 11.38± 0.01 11.04± 0.15 5.89± 0.14 2.69± 1.11
19 2.13± 0.07 342± 18 18.44± 0.07 -21.94± 0.01 0.85± 0.02 -22.69± 0.02 11.46± 0.03 11.15± 0.15 6.35± 0.42 3.07± 1.27
20 1.60± 0.04 324± 18 18.26± 0.05 -21.45± 0.01 0.80± 0.02 -22.18± 0.01 11.29± 0.03 10.88± 0.15 6.69± 0.43 2.64± 1.09
21 2.00± 0.02 362± 9 18.34± 0.02 -21.81± 0.01 0.81± 0.01 -22.46± 0.01 11.48± 0.01 11.02± 0.15 7.54± 0.24 2.57± 1.06
22 2.00± 0.04 370± 14 18.27± 0.05 -21.94± 0.01 0.82± 0.01 -22.63± 0.01 11.50± 0.02 11.14± 0.15 6.99± 0.34 3.01± 1.24
23 2.17± 0.04 423± 17 18.70± 0.04 -21.67± 0.01 0.82± 0.02 -22.42± 0.03 11.66± 0.02 11.02± 0.15 12.70± 0.64 2.96± 1.22
24 0.84± 0.01 333± 7 17.39± 0.02 -20.83± 0.01 0.82± 0.01 -21.59± 0.01 11.03± 0.01 10.60± 0.15 6.53± 0.20 2.42± 1.00
25 1.62± 0.02 390± 10 17.72± 0.03 -22.00± 0.01 0.82± 0.01 -22.73± 0.01 11.46± 0.01 11.11± 0.15 5.94± 0.19 2.68± 1.11
26 0.92± 0.02 333± 16 17.37± 0.05 -21.12± 0.01 0.82± 0.01 -21.86± 0.01 11.07± 0.02 10.77± 0.15 5.49± 0.31 2.74± 1.13
27 1.58± 0.04 346± 16 17.81± 0.05 -21.91± 0.01 0.83± 0.01 -22.60± 0.01 11.34± 0.02 11.06± 0.15 4.96± 0.27 2.58± 1.06
28 1.36± 0.05 421± 25 17.83± 0.07 -21.53± 0.01 0.77± 0.02 -22.23± 0.02 11.45± 0.03 10.93± 0.15 8.88± 0.65 2.73± 1.13
29 1.29± 0.02 329± 10 17.65± 0.03 -21.57± 0.01 0.81± 0.01 -22.29± 0.01 11.21± 0.01 10.85± 0.15 4.99± 0.19 2.15± 0.89
30 1.76± 0.03 346± 11 18.91± 0.04 -20.96± 0.01 0.66± 0.01 -21.57± 0.01 11.39± 0.02 10.57± 0.15 13.21± 0.53 1.99± 0.82
31 0.78± 0.02 375± 19 17.76± 0.06 -20.35± 0.02 0.74± 0.02 -21.00± 0.02 11.10± 0.02 10.41± 0.15 11.99± 0.82 2.40± 0.99
32 1.29± 0.05 368± 17 17.73± 0.08 -21.54± 0.01 0.82± 0.02 -22.27± 0.01 11.31± 0.02 10.96± 0.15 6.41± 0.40 2.90± 1.20
33 1.89± 0.06 351± 10 17.95± 0.07 -22.16± 0.01 0.79± 0.01 -22.71± 0.01 11.43± 0.02 11.15± 0.15 4.87± 0.22 2.51± 1.04
34 1.68± 0.06 326± 19 18.41± 0.08 -21.43± 0.01 0.83± 0.02 -22.18± 0.02 11.32± 0.03 10.94± 0.15 7.28± 0.53 3.05± 1.26
35 2.09± 0.07 355± 18 18.36± 0.07 -21.97± 0.01 0.86± 0.02 -22.75± 0.01 11.49± 0.02 11.18± 0.15 6.51± 0.41 3.22± 1.33
36 2.16± 0.06 343± 19 18.53± 0.06 -21.88± 0.01 0.82± 0.02 -22.54± 0.02 11.47± 0.03 11.09± 0.15 6.86± 0.47 2.88± 1.19
37 2.13± 0.04 363± 15 18.57± 0.04 -21.77± 0.01 0.77± 0.01 -22.39± 0.01 11.51± 0.02 10.96± 0.15 8.32± 0.39 2.33± 0.96
38 1.51± 0.02 429± 13 17.61± 0.03 -21.97± 0.01 0.78± 0.01 -22.62± 0.01 11.51± 0.01 11.06± 0.15 6.88± 0.27 2.44± 1.01
39 0.89± 0.02 383± 15 16.94± 0.05 -21.50± 0.01 0.80± 0.01 -22.20± 0.01 11.18± 0.02 10.87± 0.15 4.96± 0.25 2.45± 1.01
40 1.87± 0.05 395± 27 18.48± 0.06 -21.57± 0.01 0.66± 0.01 -22.23± 0.01 11.53± 0.03 10.80± 0.15 10.44± 0.79 1.94± 0.80
41 1.97± 0.02 350± 10 18.38± 0.03 -21.75± 0.01 0.81± 0.01 -22.50± 0.01 11.45± 0.01 11.09± 0.15 7.33± 0.25 3.21± 1.33
42 1.01± 0.02 334± 13 17.41± 0.05 -21.27± 0.01 0.84± 0.01 -22.04± 0.01 11.12± 0.02 10.88± 0.15 5.28± 0.26 3.05± 1.26
43 1.39± 0.02 327± 10 18.09± 0.03 -21.27± 0.01 0.79± 0.01 -21.91± 0.01 11.24± 0.01 10.84± 0.15 7.01± 0.27 2.79± 1.15
44 1.40± 0.03 336± 15 18.01± 0.05 -21.42± 0.01 0.78± 0.01 -22.17± 0.01 11.26± 0.02 10.91± 0.15 6.49± 0.36 2.87± 1.19
45 1.03± 0.04 326± 18 17.72± 0.08 -21.03± 0.01 0.77± 0.02 -21.78± 0.01 11.10± 0.03 10.71± 0.15 6.42± 0.46 2.61± 1.08
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46 1.39± 0.01 368± 11 17.45± 0.02 -21.93± 0.01 0.80± 0.01 -22.63± 0.01 11.34± 0.01 11.04± 0.15 4.86± 0.17 2.43± 1.00
47 1.80± 0.03 350± 14 18.28± 0.04 -21.68± 0.01 0.76± 0.01 -22.24± 0.01 11.41± 0.02 10.90± 0.15 7.12± 0.33 2.21± 0.91
48 1.22± 0.06 333± 21 18.11± 0.11 -21.02± 0.01 0.86± 0.02 -21.57± 0.02 11.20± 0.03 10.70± 0.15 8.01± 0.68 2.54± 1.05
49 2.17± 0.07 352± 16 18.70± 0.08 -21.71± 0.01 0.85± 0.02 -22.39± 0.01 11.50± 0.02 11.05± 0.15 8.50± 0.51 3.04± 1.26
50 1.69± 0.01 338± 7 18.18± 0.01 -21.56± 0.01 0.84± 0.01 -22.22± 0.01 11.35± 0.01 10.91± 0.15 6.96± 0.21 2.55± 1.05
51 1.48± 0.03 363± 18 18.32± 0.05 -21.19± 0.01 0.77± 0.02 -21.86± 0.02 11.35± 0.02 10.74± 0.15 9.88± 0.62 2.43± 1.00
52 2.17± 0.02 368± 9 18.22± 0.02 -22.10± 0.01 0.84± 0.01 -22.80± 0.01 11.53± 0.01 11.10± 0.15 6.43± 0.19 2.37± 0.98
53 1.57± 0.03 361± 12 18.30± 0.03 -21.33± 0.01 0.76± 0.01 -21.91± 0.01 11.38± 0.02 10.85± 0.15 9.11± 0.39 2.70± 1.12
54 1.52± 0.05 347± 19 18.31± 0.07 -21.30± 0.01 0.82± 0.02 -21.97± 0.02 11.33± 0.03 10.86± 0.15 8.44± 0.58 2.87± 1.19
55 1.89± 0.03 360± 12 18.39± 0.03 -21.66± 0.01 0.79± 0.01 -22.30± 0.01 11.45± 0.02 10.92± 0.15 8.07± 0.33 2.34± 0.97
56 2.00± 0.14 356± 27 18.38± 0.15 -21.90± 0.01 1.04± 0.03 -22.49± 0.02 11.47± 0.04 11.28± 0.15 6.67± 0.71 4.27± 1.77
57 0.66± 0.01 328± 12 16.93± 0.04 -20.81± 0.01 0.79± 0.01 -21.47± 0.01 10.92± 0.02 10.58± 0.15 5.09± 0.23 2.36± 0.98
58 2.12± 0.03 364± 15 18.55± 0.03 -21.75± 0.01 0.77± 0.01 -22.39± 0.01 11.51± 0.02 10.97± 0.15 8.51± 0.40 2.45± 1.01
59 1.37± 0.02 342± 11 17.92± 0.04 -21.41± 0.01 0.80± 0.01 -22.15± 0.01 11.27± 0.01 10.88± 0.15 6.59± 0.26 2.67± 1.10
60 1.59± 0.04 348± 16 18.29± 0.05 -21.42± 0.01 0.79± 0.02 -22.20± 0.02 11.35± 0.02 10.96± 0.15 7.95± 0.47 3.27± 1.35
61 1.50± 0.04 326± 18 18.27± 0.05 -21.31± 0.01 0.78± 0.02 -21.96± 0.01 11.27± 0.03 10.86± 0.15 7.25± 0.47 2.80± 1.16
62 1.77± 0.05 341± 16 18.32± 0.06 -21.63± 0.01 0.84± 0.02 -22.36± 0.01 11.38± 0.02 11.00± 0.15 6.97± 0.41 2.90± 1.20
63 0.62± 0.01 337± 17 17.12± 0.05 -20.51± 0.01 0.80± 0.02 -21.14± 0.01 10.91± 0.02 10.45± 0.15 6.71± 0.40 2.32± 0.96
64 2.14± 0.08 344± 19 18.58± 0.08 -21.80± 0.01 0.81± 0.02 -22.46± 0.01 11.47± 0.03 11.06± 0.15 7.33± 0.52 2.87± 1.18
65 1.54± 0.06 332± 18 18.30± 0.08 -21.34± 0.01 0.79± 0.02 -22.07± 0.02 11.29± 0.03 10.80± 0.15 7.46± 0.54 2.38± 0.99
66 2.06± 0.08 340± 15 17.66± 0.09 -22.69± 0.01 0.80± 0.02 -23.36± 0.01 11.44± 0.03 11.27± 0.15 3.03± 0.19 2.05± 0.84
67 1.83± 0.02 338± 9 18.39± 0.03 -21.57± 0.01 0.78± 0.01 -22.25± 0.01 11.39± 0.01 10.89± 0.15 7.52± 0.26 2.38± 0.98
68 1.56± 0.05 328± 13 18.46± 0.07 -21.19± 0.01 0.75± 0.01 -21.88± 0.01 11.29± 0.02 10.79± 0.15 8.45± 0.46 2.69± 1.11
69 1.94± 0.04 339± 12 18.06± 0.05 -22.07± 0.01 0.62± 0.01 -22.66± 0.01 11.41± 0.02 10.96± 0.15 5.02± 0.22 1.77± 0.73
70 2.03± 0.03 355± 10 18.26± 0.03 -21.95± 0.01 0.80± 0.01 -22.70± 0.01 11.47± 0.01 11.17± 0.15 6.40± 0.23 3.23± 1.33
71 1.90± 0.04 334± 15 18.57± 0.05 -21.52± 0.01 0.80± 0.02 -22.12± 0.01 11.39± 0.02 10.91± 0.15 7.93± 0.43 2.61± 1.08
72 1.83± 0.03 373± 12 18.53± 0.03 -21.43± 0.01 0.77± 0.01 -22.13± 0.01 11.47± 0.01 10.87± 0.15 10.33± 0.41 2.62± 1.08
73 0.97± 0.01 393± 15 17.56± 0.03 -21.01± 0.01 0.76± 0.01 -21.64± 0.01 11.24± 0.02 10.61± 0.15 8.94± 0.42 2.08± 0.86
74 1.85± 0.07 353± 19 18.41± 0.09 -21.65± 0.01 0.80± 0.02 -22.36± 0.01 11.43± 0.03 10.99± 0.15 7.70± 0.55 2.80± 1.15
75 1.81± 0.01 397± 3 19.07± 0.02 -20.81± 0.04 0.73± 0.06 -21.39± 0.04 11.52± 0.00 10.59± 0.15 20.56± 2.13 2.42± 1.03
76 2.08± 0.04 432± 18 18.22± 0.04 -22.07± 0.01 0.79± 0.01 -22.77± 0.01 11.65± 0.02 11.10± 0.15 8.76± 0.44 2.47± 1.02

Table 3.List of the derived parameters based on the de Vaucouleurs fits from SDSS for our candidate galaxies. First column: internal IDs of our galaxies. Second column: scale
radiusRr of the galaxies measured in the SDSS r band (in kpc). Third column: corrected central velocity dispersionσ0 (in km/s). Fourth column: surface brightnessµr measured
in the SDSS r band (in mag/arcsec2). Fifth column: absolute magnitude in r bandMr. Sixth column: g-r colour (Mg − Mr) (in mag). Seventh column: logarithm of the dynamical
massMdyn (in solar masses). Eighth column: logarithm of the stellar massM* (in solar masses). Ninth column: dynamical mass-to-light ratio �dyn (in solar unitsM⊙/L⊙,r).
Tenth column: stellar mass-to-light ratio�∗ (in solar unitsM⊙/L⊙,r).
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4. Candidate selection
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Figure 1. Selection criteria for our compact and massive galaxy can-
didates indicated by the dashed magenta lines. The black stars repre-
sent the 75 new candidates for galaxies with similar properties in de
Vaucouleurs fit parameters as b19, while b19 itself is represented by a
grey filled square in the plot.

The main idea behind this paper is to find galaxies with prop-
erties comparable to b19 (Läsker et al. 2013) and NGC 1277
(van den Bosch et al. 2012) and to investigate whether they are
unique objects or not. B19 is characterized by a relatively small
scale radius, but a relatively high central velocity dispersion that
implies a high dynamical mass for its given radius.

In the following we define a set of criteria that provides us
with galaxies in the same region of the log10(R0)-log10(σ0) dia-
gram as b19. The selection criteria have to be restrictive enough
that only the most massive and most compact galaxies are in-
cluded, but still generous enough to include b19. To avoid too
much arbitrariness, we used the samples averages and standard
deviations as a basis for our definitions. We adopted the follow-
ing selection criteria:

– log10 (R0) < log10 (R0) - σlog10(R0)

– log10 (σ0) > log10 (σ0) + 2σlog10(σ0)
– log10 (σ0) - kRσ · log10 (R0) < dRσ + 3 sǫ,Rσ.

The first criterion means that the logarithm of the physical
radiusR0 has to be smaller than the sample’s averagelog10 (R0)
by at least one standard deviationσlog10(R0), which provides us
with an upper limit forR0 of 2.18 kpc for the de Vaucouleurs
fit parameters. The lower limit for the central velocity disper-
sionσ0 is requiring by demanding it to be at least two standard
deviationσlog10(σ0) higher than the mean of the logarithm of the
central velocity dispersionlog10 (σ0). This yields a lower limit
of σ0 =323.2 km s−1. The last criterion ensures that all candi-
dates are more than three root mean squaresǫ,Rσ off from the
log10(R0)− log10(σ0) relation: log10(σ0) = kRσ · log10(R0)+ dRσ,
for which the coefficientskRσ anddRσ were obtained by a linear
fit to the data points of the basic sample. The selection criteria
are illustrated in Figure 1.

By applying the above selection criteria to the basic sample,
one finds 76 galaxies. All candidates are listed with their basic
parameters in Table 2 and their derived parameters in Table 3.
B19 itself has the internal ID 2. The others are new compact
massive galaxies similar to b19, whose global properties will be

investigated over the course of this paper. A set of SDSS thumb-
nail images for all our candidates is provided in Figure 2.

In Appendix B, we provide an alternative sample of candi-
dates using the Sersic fit parameters from Simard et al. (2011)
instead of the de Vaucouleurs fit directly from SDSS.
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Figure 2. SDSS DR10 colour thumbnails for our 76 compact massive galaxy candidates. They are arranged by their internal ID with galaxy 1 in
upper left corner and then in ascending order from left to right and topto bottom. B19 is the second galaxy in the top row. The thumbnails show
an square area with a side length corresponding to 12asdssof the displayed galaxy. There is also a small scale in the top left corner ofeach image.
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5. Results

In this section, we discuss the distribution of our candidates
along known scaling relations for early-type galaxies. We com-
pare our sample to the work of Taylor et al. (2010), who listed
63 compact massive red-sequence galaxies in a similar redshift
range. When cross-matching their sample with our data, we find
60 of their galaxies that are in our basic sample. Another sample
of possible low-redshift, compact, massive red-sequence galax-
ies is the sample of Trujillo et al. (2009), which contains 29such
galaxies, of which we detect 23 in our basic sample. All samples
are based on SDSS. In the following, we compare our compact
galaxy sample of 76 galaxies to the 60 galaxies that are in both
our basic sample and the Taylor et al. (2010) sample, as well
as to the 23 galaxies, which are in both our basic sample and
the Trujillo et al. (2009) sample. For simplicity, we call the 60
galaxies of Taylor et al. (2010), which are in our basic sample,
the Ta10 sample from here on, and they are listed with their basic
and derived parameters from SDSS in Tables C.2 and C.3. The
23 galaxies of the Trujillo et al. (2009), which are in our basic
sample, are called the Tr09 sample from here, and they are listed
with their basic and derived parameters from SDSS in Tables C.4
and C.5.

A comparison of the Ta10 sample with our compact galaxy
sample reveals that they only have five galaxies in common (see
Table C.1). It is surprising to only find so few galaxies in com-
mon with a sample that should be similar to our own. The differ-
ence between our candidate sample and the Tr09 is even more
striking, since they do not share a single galaxy. Aside fromlo-
cal samples, we compare our candidates also to various samples
of intermediate-and high redshift data (see Figs.5 and follow-
ing). We used the recent intermediate redshift sample of Zahid
et al. (2015), the classic high redshift sample of Damjanov et al.
(2009), the new high redshift sample of Belli et al. (2014), and
the catalogue of van de Sande et al. (2013), which contains a
composition of various high redshift samples, such as Bezanson
et al. (2013), van Dokkum et al. (2009), Onodera et al. (2012),
Cappellari et al. (2009), Newman et al. (2010), van der Wel etal.
(2008), Blakeslee et al. (2006), Toft et al. (2012), and their own
work. We cannot perform a comparison with these datasets in
every figure, because sometimes some samples do not contain
the required parameters.

5.1. The fundamental plane

As illustrated in Figure 3, the fundamental plane is a tight re-
lation for early-type galaxies and a good starting point forour
investigation. According to Läsker et al. (2013), b19 is a clear
outlier of the fundamental plane of Bernardi et al. (2003). In
contrast to this, we found that b19 is only slightly more than
1-σ off the fundamental plane using the new coefficients listed
in Appendix A, which are based on the work of Saulder et al.
(2013). Furthermore, all candidate galaxies can be found clearly
within 3-σ of the fundamental plane (see Figure 3). Almost all
of them are located on the same side above the fundamental
plane and are grouped in a similar region. The Ta10 sample is
much more distributed over the fundamental plane than our sam-
ple. Some galaxies in the Ta10 sample are even beyond the 3-σ
boundary on the opposite side to the clustering of our candi-
dates. The Tr09 sample forms a relatively tight group aroundand
beyond the 3-σ boundary at the opposite side of our candidate
sample on the fundamental plane. The Ta10 sample appears to
be distributed between the Tr09 sample and our sample, which
are opposite extremes of the Ta10 sample distribution.
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Figure 3. Location of the candidate galaxies on the fundamental plane.
The candidates are indicated by black stars. The galaxies belonging to
the Ta10 sample are represented using filled green triangles, and the
Tr09 sample is denoted by filled cyan diamonds. B19, the starting point
of our investigation, is indicated by a filled grey square. The magenta
dotted lines show the limiting physical radius used in the sample sample
selection. The black dashed lines are the fundamental plane fits from
Appendix A with their corresponding 3-σ confidence intervals shown
as red solid lines. The fit appears to be slightly offset due to the volume
weights used to correct the Malmquist bias in the fitting process.

5.2. The colour-magnitude diagram
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Figure 4. Distribution of the candidate galaxies in a colour-magnitude
diagram. The galaxies belonging to the Ta10 sample are represented us-
ing filled green triangles, and the Tr09 sample is denoted by filled cyan
diamonds. B19 is indicated by a filled grey square. The black dashed
line represents the fit on the red sequence performed in Saulder et al.
(2013) with the corresponding 3-σ confidence intervals shown as solid
red lines.

In Figure 4, we plot the z band absolute magnitudes vs. the g-
r colours. Galaxies in the colour-magnitude plane can generally
be divided into two main groups: the red sequence and the blue
cloud (Chilingarian & Zolotukhin 2012), which are only con-
nected by a relatively sparsely populated ‘green valley’. While
the blue cloud is mainly composed of late-type galaxies, the
red sequence mainly consists of early-type galaxies, such as the
galaxies discussed in this paper. The selection criteria ofour ba-
sic sample reduces the galaxies used in this paper to the red se-

11

74



Christoph Saulder et al.: Dozens of compact and high velocity-dispersion, early-type galaxies in Sloan Digital Sky Survey

quence. In Figure 4 we indicate the red sequence fit from Saulder
et al. (2013) in the g-r colour vs. the absolute z band magnitude
plane.

At a given absolute magnitude Mz, the galaxies of our can-
didate sample are systematically redder than the average red se-
quence galaxy by about 0.05 mag in g-r. At the same time, ex-
cept for two outliers, all galaxies are well within 3-σ limits of
the overall distribution, and there are only a few galaxies,which
are blue than the average red sequence galaxy. Most of the galax-
ies of the Ta10 sample are also redder than the average and are
associated to the grouping of galaxies from the candidates (see
Figure 4). The systematic offset of our sample towards redder
colours is consistent with a higher stellar metallicity than that of
the average early-type galaxy at the same luminosity. All galax-
ies of the Tr09 sample are bluer than the average red sequence
galaxy, which contrasts with our candidate sample.

5.3. The mass-size relations

In Figures 5 and 6, we plot the stellar masses and the dynami-
cal masses, respectively, against the physical radii of thegalax-
ies. Relations between the size and the mass of dynamically hot
stellar systems are frequently used to distinguish them into dif-
ferent classes, as done, for example, in Misgeld & Hilker (2011)
for dwarf galaxies vs. star clusters. Also bulges, large elliptical
galaxies and similar objects can be found in very distinct areas of
a mass-size diagram. The galaxies in which we are interestedin
this paper are early-type galaxies with small radii and relatively
high masses. These galaxies are located on the edge of the so-
called zone of exclusion (Burstein et al. 1997; Misgeld & Hilker
2011; Norris et al. 2014). This zone is empirically defined by
a limit of stellar mass beyond which (most) hot stellar systems
cannot grow at fixed sizes.

In Figure 5, one finds, in contrast to the previous figures, that
there seems to be rough overall agreement on the distribution of
our galaxies and the galaxies from Taylor et al. (2010) as well
as our galaxies and the galaxies from Trujillo et al. (2009).We
found that the galaxies from the Ta10 sample tend to contain less
stellar mass for their sizes than our candidates. In contrast, the
galaxies of the Tr09 sample tend to be more compact for their
stellar masses than most of our galaxies. Almost all galaxies are
at the edge of the distribution, as expected. When plotting the dy-
namical mass instead of the stellar mass against the scale radius
(see Figure 6), the Ta10 and the Tr09 samples are detached from
our candidates again. Since Figure 6 is basically a rescaledand
tilted version of the selection criteria (see Figure 1), because of
the definition of the dynamical mass (see Equation 11), it high-
lights the differences in the sample selection between this work
and Taylor et al. (2010) as well as Trujillo et al. (2009), whoused
stellar masses, when compared to Figure 5. Over the course of
this paper, we found that our selection criteria yield a moreco-
hesive sample than the Ta10 sample or the Tr09 sample. The
sample of Zahid et al. (2015) apparently contains many galaxies
with larger radii than the low redshift samples. Most galaxies in
the various high redshift samples can be found in areas closeto
our candidates and the other low redshift sample. They are lo-
cated close to the edge of the zone of exclusion. A more detailed
discussion of the differences between our sample and the sam-
ples of various other authors can be found in Sections 6.4 and
6.5.

5.4. The mass-to-light ratio

Since the starting point of our investigation, b19, is said (Läsker
et al. 2013) to have a bottom-heavy initial mass function, the
mass-to-light ratio� will contain valuable information for us.
We investigated both the dynamical mass-to-light ratio�dyn and
the stellar mass-to-light ratio�* . The dynamical mass-to-light
ratio is derived directly from measured SDSS parameters us-
ing Equation 11, while the stellar mass-to-light ratio requires
some additional modelling to derive the stellar masses, which
was done by Mendel et al. (2014). They used a stellar popula-
tion synthesis to derive the stellar masses from spectral energy
distributions based on the SDSS broadband photometry.
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Figure 7. Distribution of the dynamical mass-to-light ratios�dyn. The
blue histogram corresponds to our basic sample, which consists of
early-type galaxies alone.The green histogram represents the Ta10 sam-
ple, while the cyan histogram corresponds to Tr09 sample. The red his-
togram indicates our 76 candidates.
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Figure 8. Distribution of the stellar mass-to-light ratios�∗. The blue
histogram corresponds to our basic sample, which consists of early-type
galaxies alone. The green histogram represents the Ta10 sample, while
the cyan histogram corresponds to Tr09 sample. The red histogram in-
dicates our 76 candidates.

Figures 7 and 8 illustrate the distribution of the r band dy-
namical and stellar mass-to-light ratios, respectively, for our can-
didate sample, the Ta10 sample, the Tr09 sample, and the ba-
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Figure 5. Stellar mass-size relation for our basic sample and several other samples of compact massive early-type galaxies from the literature in
comparison to our own data. The blueish cloud indicates the early-type galaxies of our basic sample. The black stars represent the candidates
of our sample. The galaxies of the Ta10 sample are shown using filled green triangles and the galaxies of the Tr09 sample are denoted by filled
cyan diamonds. The galaxies from Taylor et al. (2010), using the values of their paper, are indicated by open dark green triangles. The open blue
diamonds represent the galaxies of Trujillo et al. (2009). Orange crosses mark the catalogue of various high redshift samples by van de Sande
et al. (2013). The high redshift sample of Belli et al. (2014) is indicatedby red Xs. Open brown nabla symbols mark the high redshift galaxies of
Damjanov et al. (2009). Open magenta circles indicate the intermediate redshift sample of Zahid et al. (2015). NGC 1277 of van den Bosch et al.
(2012), which is the only galaxy of their sample for which we have a stellar mass is represented by an filled violet circle. b19 using our calibration
of SDSS data is shown by a filled grey square and b19 using the calibration of Läsker et al. (2013) is indicated by an open grey square. Because
we use the values available in the literature to mark the positions of the galaxies inthis plot, one has to consider potential systematics, especially
in the effective radiusR0, which was measured in different filters by different authors. The dashed magenta line marks the limiting scaling radius
for our sample selection.

sic sample. Comparing the mass-to-light ratios of our candidates
to the basic sample, we found them clearly elevated. The aver-
age dynamical mass-to-light of the basic sample is 3.75±0.46
M⊙/L⊙,r, and the average stellar mass-to-light of the basic sam-
ple is 2.07±0.20M⊙/L⊙,r. The average dynamical mass-to-light
ratio of our candidate sample is 7.60±2.45 M⊙/L⊙,r, which is
about twice the number of the average of the basic sample. Also
the average stellar mass-to-light ratio of our candidates is with,
2.66±0.38 M⊙/L⊙,r, notably higher than the one of the basic
sample. The average mass-to-light ratios of the Ta10 sampleare,
however, relatively close to the averages of the basic sample with
a�dyn of 3.81±1.98M⊙/L⊙,r and a�* of 2.27±0.51M⊙/L⊙,r.
The average mass-to-light ratios of the Tr09 sample are ex-
tremely low:�dyn = 1.15±0.31 M⊙/L⊙,r and�* = 1.60±0.24
M⊙/L⊙,r.

Conroy et al. (2013) show that there is an increasing dif-
ference between the dynamical and the stellar mass-to-light ra-
tio for compact galaxies with higher central velocity dispersion
using the same data (fits from Simard et al. (2011) and stellar
masses from Mendel et al. (2014)). They argue that this indi-
cates a systematic variation in the initial mass function. In Figure
9, we plot the ratio of dynamical over stellar mass against ve-
locity dispersion. The increase in this ratio with increasing ve-
locity dispersion is clearly visible. The area in Figure 9 below
a logarithm of the dynamical-mass-to-stellar-mass ratio of zero
is only sparsely populated, and most galaxies in that regionare
consistent with a log ratio of 0 thanks to measurement uncer-
tainties (0.15 dex for the stellar masses according to Mendel
et al. (2014)). The Ta10 sample is scattered widely over the gen-
eral distribution with some galaxies even in the forbidden area,

while our candidates form the high end in Figure 9 owing to
our selection criteria. We found that the galaxies of our sam-
ple have aMdyn to M∗ ratio as one might expect for galaxies
with such highσ0, following the general trend of the galaxy
distribution in Figure 9. Galaxies of the basic sample with a
central velocity dispersion between 323.2 and 400.0 km/s have
log10(Mdyn/M∗) =0.432, which is almost the same value as our
candidates with log10(Mdyn/M∗) =0.441. The vast majority of
the Tr09 sample haveMdyn to M∗ ratios below one and are
thus located in a zone of exclusion, indicating possible prob-
lems in the measurement of the stellar masses of these galaxies.
Although the galaxies of the various intermediate and high red-
shift samples are scattered widely the distribution of our basic
sample, there is a tendency toward higher central velocity dis-
persion, but few of them reach values as high as our candidates.

In Figure 10, we plot the distribution of our sample in the dy-
namical mass vs. stellar mass plane. The difference between our
own sample and the Ta10 sample becomes very clear in Figure
10. While the Ta10 sample has several objects with lower dy-
namical to stellar mass-to-light ratios, our galaxies are in gen-
eral more massive in both dynamical and stellar mass, and they
show a tendency for elevated dynamical mass compared to their
stellar mass, as already shown in Figure 9. The Tr09 sample is
again concentrated in what is normally a zone of exclusion, with
formally higher stellar than dynamical masses.
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Figure 6. Dynamical mass-size relation for our basic sample and several other samples of compact massive early-type galaxies from the literature
in comparison to our own data. The blueish cloud indicates the early-type galaxies of our basic sample. The black stars represent the candidates
of our sample. The galaxies of the Ta10 sample are shown using filled green triangles and the galaxies of the Tr09 sample are marked by filled
cyan diamonds. The galaxies from Taylor et al. (2010) using the valuesof their paper are indicated by open dark green triangles. The open blue
diamonds represent the galaxies of Trujillo et al. (2009). Orange crosses mark the catalogue of various high redshift samples by van de Sande et al.
(2013). The high redshift sample of Belli et al. (2014) is indicated by red Xs. We do not have dynamical masses for the high-redshift sample of
Damjanov et al. (2009). However we can calculate dynamical masses for the intermediate-redshift sample of Zahid et al. (2015), which is indicated
by open magenta circles. The six galaxies of van den Bosch et al. (2012) are represented by filled violet circles. b19 using our calibration of SDSS
data is shown by a filled grey square and b19 using the calibration of Läsker et al. (2013) is indicated by an open grey square. Because we use
the values available in the literature to mark the positions of the galaxies in this plot,one has to consider potential systematics, especially in the
effective radiusR0, which was measured in different filters by different authors. The dashed magenta line denotes the limiting scaling radius for
our sample selection.

5.5. Sersic indices

Thanks to the SDSS refits from Simard et al. (2011), we have
Sersic profiles for almost all SDSS galaxies. In Figure 11, we
compare the Sersic indices of different samples. It should be
pointed out that the algorithm used by Simard et al. (2011) only
allows a maximum Sersic index n=8, so we have some cluster-
ing around this value for all samples. In Figure 11 there is a clear
difference between our basic sample, which only consists of red
sequence galaxies because of the colour cut and GalaxyZoo clas-
sification (Lintott et al. 2011) used in its selection, and the sam-
ple of all SDSS DR7 galaxies, that qualified for the refits done
by Simard et al. (2011), which thereby consists of a mixed popu-
lation. The early-type galaxies have clearly higher Sersicindices
than the full SDSS DR7 sample. The Ta10 sample and our 76
candidates do not show any significant peculiarities compared
to the distribution of the Sersic indices of the basic sample, ex-
cept for a less smooth distribution due to small number statistics
and a weak trend toward higher Sersic indices. The Tr09 sample
shows an outstanding peak in its distribution around a Sersic in-
dex of 4.5, but is otherwise in agreement with our basic sample.
The sample of Belli et al. (2014) shows a preference for lower
Sersic indices in contrast to all other samples.

5.6. Semi-axis ratios

We investigate the distribution of the semi-minor to semi-major
axis ratiosqb/a of our sample and the samples that we used for
comparison. A ratio of 1 indicates a perfectly round galaxy,
and the value decreases to zero for increasing ellipticity of

the galaxy. Our candidates are clearly more elongated than the
galaxies of our basic sample. The Ta10 sample appears to be
rounder than the basic sample, but the Tr09 contains several
galaxies with high ellipticity (higher than our sample), but also a
larger number of very round galaxies than our sample. The sam-
ple of Belli et al. (2014) seems to contain on average rounder
galaxies than our candidate sample.

6. Discussion

We started our investigation with b19, which is known to be a
very compact massive elliptical galaxy in SDSS in the local uni-
verse (Läsker et al. 2013). In this paper, we identify a sample
of 76 galaxies (including b19) that have similar global proper-
ties, with dispersions ofσ0 >323.2 km s−1 and sizes smaller
thanR0 <2.18 kpc. These selection criteria, which are described
in detail in section 4, place these objects at the edge of the
log10(R0)-log10(σ0).

6.1. Global properties

Our candidate sample forms a relatively homogeneous group in
most of the scaling relations and parameter spaces we investi-
gated. The observed parameters (see Table 2), such as the ob-
served apparent magnitudemsdss, the angular semi-major axis
asdss, and the central velocity dispersionσsdss, are in a range
where SDSS measurements are reliable (statistical error ofless
than 4%).

We found that all our candidate galaxies are located within
the 3-σ limits of the fundamental plane using the new coeffi-
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cients listed in Appendix A. They occupy the same corner of the
overall distribution of the galaxies on the fundamental plane (see
Figure 3), indicating that our candidates are more compact than
the average galaxy with similar surface brightness and central
velocity dispersion.
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dates.

Our candidates are also redder than the average early-type
galaxies, suggesting metallicity enhancements compared to less
compact galaxies at the same luminosity. The vast majority of
them can be found above our fit on the red sequence in the CMD
diagram (see Figure 4), but still within the 3-σ limits (except for
two very red outliers).

When analysing the mass-size relations, we found that the
galaxies of the candidate sample are located within or closeto
the zone of exclusion (Burstein et al. 1997; Misgeld & Hilker
2011; Norris et al. 2014). This is a direct consequence of the
sample’s definition, because we were looking specifically for
galaxies in this area. We wanted the most massive galaxies for
their given small sizes, and Figures 5 and 6 illustrate nicely that
we got them. One should keep in mind that the sizes may carry
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an additional systematic uncertainty, because the intrinsic angu-
lar sizes of our galaxies are close to the size of the SDSS PSF.

We found that both the stellar and the dynamical mass-to-
light ratios of our candidates are elevated compared to the rest of
the sample. Figure 9 illustrates that there is an increasingdiffer-
ence between the stellar masses and the dynamical masses with
increasing central velocity dispersionσ0 as reported in Conroy
et al. (2013). Since we specifically selected for high central ve-
locity dispersion galaxies, the candidates belong to the highσ0
tip of this correlation. Our galaxies have not only high stellar and
dynamical masses for their small sizes, but also high dynamical
masses for their given stellar mass as illustrated in Figure10.

As shown in Figure 11, our sample does not have any sig-
nificant difference in their Sersic indices compared to regular
early-type galaxy. Figure 12 shows that our candidate galaxies
have a higher ellipticity than the galaxies of the basic sample.
In the context of the SAURON results (Krajnović et al. 2008;
Cappellari et al. 2007; Emsellem et al. 2007), we interpret these
results such that most of our our candidates are lenticular galax-
ies that host a significant disc component. This result is con-
sistent with the observation that red nuggets are disc-dominated
(van der Wel et al. 2011; Chevance et al. 2012).

6.2. Comparison to the Ta10 sample

The most important difference between our candidate sample
and the sample of Taylor et al. (2010) is the way in which it
was selected. Taylor et al. (2010) selected their sample using
a colour cut demanding that their galaxies be redder than than
2.5 in 0.1(u-r)5, and they also restricted their sample to have a
minimum stellar mass of 1010.7M⊙. Furthermore, their galax-
ies have to be located between the redshifts of 0.066 and 0.12,
while our candidate sample allows redshifts up to 0.4, although
we did only detect one galaxy beyond 0.2. When cross-matching
their 63 galaxies with our own basic sample, we found 60 galax-
ies. These 60 galaxies, the so-called Ta10 sample, are listed with
their parameters in Tables C.2 and C.3. There are only five galax-
ies that are shared between the Ta10 sample and our candidate
sample (see Table C.1), the galaxies with the internal IDs 6,13,
39, 52, and 53. We attribute the difference between our candi-
dates and the Ta10 sample to the different selection criteria and
want to point out that most of our galaxies tend to contain more
stellar mass and definitely more dynamical mass for their sizes
than the galaxies of the Ta sample.

In general, we found that the galaxies of the Ta10 sample oc-
cupy different regions in the various considered scaling relations
and diagrams than our candidate galaxies. Furthermore, they are
a less homogeneous sample than the galaxies presented in this
paper. In a stellar mass-size diagram (see Figure 5), they occupy
a very similar corner to our candidates, although they are less
massive for their size than a large portion of our galaxies. Their
distribution in this specific diagram is restricted to a small re-
gion, which is a consequence of the selection criteria for this
sample. Figure 5 also contains the positions in the stellar mass-
size plane of all galaxies of Taylor et al. (2010) using the pa-
rameters of their paper. They occupy a similar area in that plot.
Comparing Figures 5 and 6 highlights the difference between the
Ta10 sample and our candidates owing to their selection criteria.
We found that the galaxies of the Ta10 sample largely behave
like average early-type galaxies, while our candidates always oc-
cupy off-average regions in the parameter space, because they
are in the extreme tail of the general distribution of early-type

5 This denotes the SDSS u-r band colour at a redshift of 0.1

galaxies. We note, though, that there is a small overlap of the
parameter range occupied by the Ta10 sample with our sample,
as seen in the various plots provided in this paper.

6.3. Comparison to the Tr09 sample

While the Ta10 sample still has a small overlap with the param-
eter range of our candidates, the Tr09 sample behaves totally
differently from our candidate sample in most scaling relations.
The Tr09 does not have a single galaxy in common with our
sample or the Ta10 sample.

The galaxies of the Tr09 are bluer than almost all our candi-
dates (see Figure 4), related to their indeed being bluer than the
average red sequence galaxies, and some are close to the green
valley. This is certainly connected to the younger stellar ages that
Trujillo et al. (2009) derived for their sample of 29 “superdense
massive galaxies”.

The Tr09 sample occupies a different region on the funda-
mental plane (see Figure 3) around and beyond the 3− σ limit,
rendering their galaxies outliers on the opposite side to our sam-
ple. The galaxies of Tr09 sample have stellar masses compara-
ble to our galaxies (see Figure 5), but lower dynamical masses
(see Figure 6), which are comparable to those of the Ta10 sam-
ple. This and the fact that they have very low mass-to-light ra-
tios (see Figures 7 and 8) indicate a potential problem. As illus-
trated in Figure 9 and more clearly in Figure 10, the galaxiesof
the Tr09 sample appear to contain more stellar mass than dy-
namical mass, which hints at stellar population peculiarities in
these objects. The stellar masses that we used have uncertain-
ties of about 40%. We know that these galaxies are very young
(about 2 Gyr (Trujillo et al. 2009)). It seems reasonable to as-
sume that the contrast between the young Tr09 sample and our
candidate galaxies may indicate that our sample contains old ob-
jects, which are true survivors of the red nuggets from the early
universe.

6.4. Comparison to other local samples

Aside from the comparison to the Ta10 and the Tr09 samples, we
cross-matched our data with other samples of compact massive
early-type galaxies as well. A visual comparison of the location
of compact massive early-type galaxies from different authors on
the stellar mass-size plane is provided in Figure 5. We only have
the stellar mass of one galaxy in the sample of van den Bosch
et al. (2012), namely NGC 1277, which is located next to the
bulk of our sample and b19 in the plot, and it is even one of the
denser objects of our sample. None of our candidates has been
covered by the HETMGS (van den Bosch et al. 2015). The other
samples using galaxies from the local universe (ours, Trujillo
et al. (2009), and Taylor et al. (2010)) occupy a distinct region
in the stellar mass-size plane at the edge or within the zone of
exclusion (Burstein et al. 1997; Misgeld & Hilker 2011; Norris
et al. 2014), but with only a small overlap between the individual
samples.

As a visual comparison of the different samples in the dy-
namical mass-size plane, Figure 6 shows that the samples of
Taylor et al. (2010) (the Ta10 sample and the one with the param-
eters from their paper) and Trujillo et al. (2009) (the Tr09 sample
and the one with the parameters from their paper) are distributed
in a large area of the plot partially overlapping. Although small,
they are clearly less massive than the galaxies of our sample. The
six galaxies of van den Bosch et al. (2012) are within the com-
pact distribution of our candidates in the dynamical mass-size
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plane, which agrees with our intention to find galaxies similar to
them and b19. In Figures 5 and 6, there may be small systematic
deviations between the different samples because the effective
radii were measured in different filters. While our sample and
the Ta10 samples uses the r band, the sample of Taylor et al.
(2010) was measured in the i band, the sample of Trujillo et al.
(2009) was measured in the z band and the Tr09 sample uses the
r band, and the sample of van den Bosch et al. (2012) was mea-
sured in the K band. Our candidates in the redder SDSS bands
are smaller than what we measured in the r band by an average
of 0.30 kpc (∼ 14%) in the z band and 0.11 kpc (∼ 5%) in the
i band. This suggests that at least the points of the samples of
Taylor et al. (2010) and Trujillo et al. (2009) are shifted down-
wards a little bit in relation to the r band measured points ofour
sample, the Ta10 sample, and the Tr09 sample in Figures 5 and
6.

Since b19 was first analysed in Bernardi et al. (2008), we
have cross-matched our candidate sample with their list of 43
massive early-type galaxies. Although they also selected their
sample by high central velocity dispersion, the only other galaxy
in common with our candidate sample, aside from b19, is b17,
which has the internal ID 3. However, they do not impose any
restriction on the effective radii of their sample, and only a frac-
tion of our sample can match their minimumσ0 of 350 km/s.
Furthermore, the redshifts of most of their galaxies are higher
than of the galaxies in our sample, and small galaxies will not be
resolved and detected any more at this distance. The sample of
Bernardi et al. (2008) is also a subset of SDSS DR1 (Abazajian
et al. 2003), which covered a much smaller area of the sky than
SDSS DR10, which we used. An interesting result of their paper
was that almost half (20 out of 43) of their sample of high-σ0
galaxies are either superposition of two or more galaxies, which
is something to consider in the light of follow-up observations.

6.5. Comparison to intermediate and high redshift samples

We compared our candidates and the other low redshift sam-
ples to various intermediate and high redshift samples. We found
quite some difference between them and the local samples, but
also between the different high redshift samples themselves. Our
candidate sample corresponds best to the subsample of the cata-
logue of van de Sande et al. (2013) with high dynamical masses.

We used a very recent sample of compact massive galaxies at
intermediate redshifts of Zahid et al. (2015), which is based on
COSMOS results (Damjanov et al. 2015). Their galaxies are in
general more massive, but also less compact than ours. A large
number of them are located at the edge of or within the zone of
exclusion, as can been seen in comparison to our basic sample
in Figure 5. They seem to form an extension of our sample and
the other low redshift sample, but restricted to higher masses and
larger radii. As illustrated in Figure 6, the intermediate redshift
sample of Zahid et al. (2015) contains galaxies of similar (and
also higher) dynamical masses to our candidates, but they are
generally less compact than our galaxies or other low redshift
samples. In Figure 10, the galaxies of Zahid et al. (2015) tend
to be more massive than ours and behave like the more massive
galaxies of the basic sample. In Figure 9, they show a tendency
to higher central velocity dispersion than does the basic sample,
but few of them reach values that are as high as ours.

We used a variety of high redshift samples for compari-
son, such as the classic high redshift sample of Damjanov et al.
(2009), the new high redshift sample of Belli et al. (2014), and
the catalogue of van de Sande et al. (2013), which contains a
composition of various high redshift samples, such as Bezanson

et al. (2013), van Dokkum et al. (2009), Onodera et al. (2012),
Cappellari et al. (2009), Newman et al. (2010), van der Wel etal.
(2008), Blakeslee et al. (2006), Toft et al. (2012), and their own
work. In the size-stellar mass plane (see Figure 5), all the high
redshift samples are distributed along the edge of the zone of
exclusion with some objects deeper in to it than any of the low
redshift samples. The sample of Belli et al. (2014) consistsof
more compact and lower mass objects to which the low redshift
samples match best. Although the van de Sande et al. (2013)
sample is distributed over a wider range of masses, a significant
fraction of it shares the same areas with our low redshift samples.
The sample of Damjanov et al. (2009) mainly consists of higher
mass galaxies, which are on average deeper in the zone of exclu-
sion than the other high redshift samples. Things look differently
in the size-dynamical mass plane (see Figure 6). The galaxies of
Belli et al. (2014) take less extreme positions than our candidates
in this diagram. However, the Belli et al. (2014) galaxies agree
well with the low redshift samples of Taylor et al. (2010) and
Trujillo et al. (2009). The sample of van de Sande et al. (2013)
contains galaxies with higher dynamical masses and many of its
most massive and most compact members agree well with our
candidate sample and the sample of van den Bosch et al. (2012).

When analysing Figure 10, we get a similar result. The sam-
ple of Belli et al. (2014) agrees well with Ta10 sample, while
a large number of galaxies from the van de Sande et al. (2013)
catalogue can be found around our candidates. We have to bear
in mind that van de Sande et al. (2013) report a decrease in
M∗/Mdyn over time, which would explain the shift of our can-
didates in relation to most of the high redshift sample. In Figure
9, the high redshift samples are all over the place. There aresome
tendencies towards higher central velocity dispersions for them,
but only a few galaxies (from the van de Sande et al. (2013) sam-
ple) posses as high values as our candidates. The distribution of
the Sersic indices of the Belli et al. (2014) sample is different
from the low redshift sample, since it favours lower values for
the Sersic indices as illustrated in Figure 11. The Sersic indices
of the van de Sande et al. (2013) catalogue strongly peak at four,
which is the value for de Vaucouleurs profiles. Since the van de
Sande et al. (2013) catalogue is a composite of various high red-
shift samples, where not all of them performed a Sersic model
fit, but only a de Vaucouleurs fit, this result is not surprising. As
illustrated in Figure 12, the galaxies of the high redshift sample
of Belli et al. (2014) are also slightly rounder than our candidates
or the Tr09 sample, but not as round as the galaxies of the Ta10
sample.

After this comprehensive analysis, we conclude that the var-
ious high redshift samples do not form a very uniform group and
that there are differences between the various samples, which
raises the question of whether this is due to systematic dif-
ferences between selection and fitting methods applied to the
samples (discussed in van de Sande et al. (2013)) or to the
red nuggets themselves being a relatively diverse population.
Furthermore, none of the low redshift samples agrees in every
aspect with the high redshift data. However, one has to keep in
mind that ten billion years lie between them, in which the red
nuggets may have undergone significant changes.

We explored the connections of our candidate sample to
compact galaxies at higher redshifts in Figure 13 further, where
for reasons of comparability, we plot only galaxies whose stellar
masses lie between 1010.75M⊙ and 1011.25M⊙. It is highlighted
in the plot that our candidates are indeed amongst the most com-
pact galaxies of the stellar mass range in SDSS and indeed bor-
der the resolution limit of SDSS. We adopt a value of 0.50 arcsec
for the observed Vaucouleurs radii in the SDSS r band as resolu-
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Figure 13. Redshift vs. size distribution for galaxies of different samples within a stellar mass range between 1010.75M⊙ and 1011.25M⊙. The
blueish cloud in the background represents all galaxies of the basic sample with stellar masses greater than 1010.75M⊙ and less than 1011.25M⊙.
The black stars represent the candidates of our sample. The galaxies of the Ta10 sample are shown using filled green triangles and the galaxies of
the Tr09 sample are indicated by filled cyan diamonds. The galaxies from Taylor et al. (2010) using the values of their paper are indicated by open
dark green triangles. The open blue diamonds represent the galaxies of Trujillo et al. (2009). Orange crosses denote the catalogue of varioushigh
redshift samples by van de Sande et al. (2013). The high redshift sample of Belli et al. (2014) is indicated by red Xs. Open brown nabla symbols
indicate the high redshift galaxies of Damjanov et al. (2009). Open magenta circles indicate the intermediate redshift sample of Zahid et al. (2015).
The six galaxies of van den Bosch et al. (2012) are represented by filled violet circles. Using our calibration of SDSS data, b19 is shown by a filled
grey square. The magenta dashed line denotes the limiting scaling radius for our sample selection. The red solid line corresponds to the angular
resolution limit of SDSS of 0.50 arcsec. The green dashed line denotes the 16-percentile range of the redshift evolution of an early-type galaxy
with a stellar masses of 1010.75M⊙ according to Table A1 of van der Wel et al. (2014b) and the blue dotted lineindicates the 16-percentile range
of the redshift evolution of an early-type galaxy with a stellar masses of 1011.25M⊙ based on the same work.

tion limit, which is the lower lower 3-σ-limit of all angular sizes
(de Vaucouleurs radii) of early-type galaxies in SDSS. The Ta10
sample and the original values of Taylor et al. (2010) can both
be found in the same region of the plot as our candidates, but at
slightly lower redshifts. The Trujillo et al. (2009) sample(and
naturally the Tr09 sample) appears to be around and partly even
beyond the resolution limits of SDSS.

The galaxies of van den Bosch et al. (2012) are much nearer
than the galaxies of any other sample and would be beyond the
saturation limit of SDSS. The nearest galaxies of our candidate
sample can be found close to them. The new intermediate red-
shift sample of Zahid et al. (2015) mainly contains larger galax-
ies than the other samples, but their most compact objects are on
the expected evolutionary path of the most compact high redshift
objects on the way to our candidates. The high redshift samples
of Damjanov et al. (2009), Belli et al. (2014), and van de Sande
et al. (2013) contain many galaxies that are as compact as the
most compact galaxies in the local universe, while containing
more mass at the same time. We included the redshift evolution
of early-type galaxies of the two highest mass bins from van der
Wel et al. (2014b) in our plot. The 16-percentile range of the
redshift evolution of an early-type galaxy with a stellar masses
of 1010.75M⊙ (only 16% of all early-type galaxies at this mass
range are more compact than indicated by the line) shows a con-
nection between the two of the most compact galaxies of various
high redshift samples, the most compact galaxies of the interme-
diate redshift sample of Zahid et al. (2015), and our candidates
(if extrapolated to the redshift ranges of our sample).

The 16-percentile range of the redshift evolution of an early-
type galaxy with a stellar masses of 1011.25M⊙ only extends

down to a redshift of 0.75 in van der Wel et al. (2014b), be-
cause for some unknown reason, the value at a redshift of 0.25
for this percentile and mass is missing in their table for circular-
ized radii, but an educated guess based on the other values and
other tables would yield a value of log10(R0) ∼ 0.6. The stellar
masses of almost all of our candidates range between 1010.75M⊙
and 1011.25M⊙ (we only plotted those within that range in Figure
13), which means that when comparing with the extrapolationof
the redshift evolution of van der Wel et al. (2014b), we foundthat
our candidates are clearly amongst the most compact galaxies of
their mass range and that they may be relics of the red nuggets.

6.6. Space density

We calculated the space density of candidate sample consid-
ering the Malmquist-bias and a resolution limit of 0.50 arc-
sec (lower 3-σ-limit). The value that we obtained this way is
4·10−7 galaxies/Mpc3, which is about 400 times lower than the
space density of red nuggets atz = 2 (Quilis & Trujillo 2013).
However, when comparing space densities of different samples,
one has to be aware of the selection criteria used to define them
and biases affecting them. Our sample only contains one galaxy
above a redshift of 0.2, while the rest are clearly below it. This
is a consequence of the selection bias from using spectroscopic
data from SDSS. Galaxies with very small angular sizes (be-
low the resolution limit mentioned above) are not included in
the basic sample, which explains the dearth of compact galax-
ies at higher redshifts in our sample. Most samples (Trujillo
et al. 2009; Taylor et al. 2010; Quilis & Trujillo 2013) use stellar
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masses as a selection criterion. We tried to derive more compara-
ble quantities by considering additional selection criteria for our
candidate galaxies, which are similar to the selection criteria of
other authors. We restricted our candidate sample to dynamical
masses greater than 8·1010M⊙ and physical radii of less than 2
kpc to be better comparable with the predication for old (formed
before a redshift of 2) compact massive galaxies by Damjanov
et al. (2014). Fifty-eight of 76 galaxies in the candidate sample
fulfil this condition, and they obtain a space density of 3.6 · 10−7

galaxies/Mpc3 for our sample, which is located at redshifts be-
low 0.2. The lowest redshift interval considered in Damjanov
et al. (2014) is 0.2 to 0.3, and they predict a space density of
2.61.2

2.4 · 10−7 galaxies/Mpc3, which is about seven times higher
than ours.

For our comparison with the space density of Trujillo et al.
(2009), we applied the same restriction as they do on our can-
didate sample. The stellar masses have to be higher than 8
·1010M⊙, and the z band physical radii smaller than 1.5 kpc.
This reduces our candidate sample to merely 16 galaxies, and
we obtained a space density for them of 5.9·10−8 galaxies/Mpc3,
which is by more than a factor of two lower than the upper limit
of the space density of Trujillo et al. (2009), which is 1.3 · 10−7

galaxies/Mpc3 (Quilis & Trujillo 2013). Comparing to space
densities to the Taylor et al. (2010) is more difficult due to their
definition. We only considered their restriction that the stellar
masses have to be higher than 1010.7M⊙. Hence the space den-
sity, which we derived using a subsample of 67 galaxies of our
candidates, is an upper limit. We obtained a value of 2.7 · 10−7

galaxies/Mpc3, which is almost an order of magnitude higher
than the value of Taylor et al. (2010) of 3· 10−8 galaxies/Mpc3

(Quilis & Trujillo 2013). We thus found that the space densi-
ties we derived are comparable within an order of magnitude to
those of other samples in the local (and intermediate redshift)
universe, but we refrain from a strong interpretation of ournum-
bers compared to the high redshift universe given the dominating
influence of selection effects on the results.

6.7. Individual galaxies

Although the candidate galaxies form a very homogeneous
group in all their properties, one can identify particularly pe-
culiar objects by focusing on some individual galaxies. There
are seven galaxies in our sample with radii less than a kpc.
The smallest one has the internal ID 63 and a physical ra-
dius of R0 = (0.62± 0.01) kpc. At its redshift of 0.0877, this
means that the observed angular semi-major axisasdss is only
(0.47±0.01) arcsec and therefore at the limit of SDSS resolution.
Galaxy 63 also happens to be the second faintest object of our
sample, with an r-band absolute magnitude of (−20.51± 0.01),
and it has the lowest surface brightness with (17.12 ± 0.05)
mag/arcsec2 in the r band. The galaxy also stands out by its
mass: it possesses the lowest dynamical mass of our candidates
with Mdyn = (8.13± 0.38) 1010M⊙ and the second lowest stellar
mass of our sample withM∗ = (2.82± 1.16) 1010M⊙. By be-
ing a peculiarly compact and faint, but also relatively low mass
object in our sample, we consider galaxy 63 as one of the most
interesting objects for our follow-up observations.

The other extremely small objects in our sample show sim-
ilar properties to galaxy 63. The faintest object with an abso-
lute r-band magnitude of only (−20.35± 0.02) is, with a phys-
ical radius ofR0 = (0.78 ± 0.02) kpc, also the third small-
est galaxy in the candidate sample. It has an internal ID of 31
and is located at a redshift of 0.0784. Galaxy 31 is with an ob-

served angular semi-major axisasdssof only (0.64± 0.02) arc-
sec one of the galaxies close to the resolution limit of SDSS.
Although this galaxy has the lowest stellar mass of our candidate
sample withM∗ = (2.57± 1.06) 1010M⊙, its dynamical mass
Mdyn = (1.25± 0.06) 1011M⊙ is fairly average for our candidate
sample. In combination with the fact that it is the faintest galaxy,
this results in a relatively high dynamical mass-to-light ratio of
�dyn = (11.99±0.82)M⊙/L⊙,r. This makes it a promising object
for follow-up observations.

At the other extreme of the angular sizes, we have our
three best-resolved galaxies withasdssgreater than 3 arcsec. The
galaxy with an internal ID of 75 is with an angular semi-major
axis of (3.59± 0.02) arcsec not only the apparently biggest ob-
ject in the sky of our candidate sample, but also the nearest.It
is located at a redshift of 0.0260. Galaxy 75 is also outstand-
ing because it has the by far highest dynamical mass-to-light
ratio of our sample with�dyn = (20.56 ± 2.13)M⊙/L⊙,r and,
with 0.51 (which is just over the selection criterion of 0.50), the
lowest GalaxyZoo probabilityLETG for a galaxy to be classified
as an early type within our sample. A visual inspection of the
galaxy (see Figure 2) shows a face-on featureless disc, which dif-
fers from the other candidate galaxies. A manual analysis ofthe
SDSS classification of its spectrum confirms our suspicion that
this galaxy is no regular early-type galaxy, but rather a starburst
galaxy. We therefore consider it a false positive in our sample.

The next largest galaxy in angular size has the internal ID 50,
which also happens to be, with a redshift of 0.0374, the second
nearest candidate galaxy. It possesses a physical radius ofR0 =
(1.69±0.01) kpc and an absolute r-band magnitude of (−21.56±
0.01). With a dynamical mass ofMdyn = (2.24± 0.05) 1011M⊙,
a stellar mass ofM∗ = (8.13± 3.35) 1010M⊙, and no outstand-
ing mass-to-light ratios, galaxy 50 is an average example ofour
candidates. Its low redshift allows for easier follow-up observa-
tions of this object, so we rank it as one of our priority candi-
dates.

The brightest galaxy in our sample has the internal ID 66
and shines with an absolute magnitude of (−22.69± 0.01) mag
in the r band. It is located at a redshift of 0.20186 and is there-
fore the most distant galaxy of our candidates. It has a physi-
cal radius ofR0 = (2.06± 0.08) kpc and is one of the largest
candidates. Galaxy 66 possesses a dynamical mass ofMdyn =

(2.75± 0.20) 1011M⊙, and it stands out with the second highest
stellar mass of our candidates withM∗ = (1.86± 0.77) 1011M⊙.
Another outstanding property of galaxy 66 is its dynamical
mass-to-light ratio of�dyn = (3.03± 0.19)M⊙/L⊙,r is the low-
est of our candidate sample, and we found that is also has
the fifth lowest stellar mass-to-light ratio with�∗ = (2.05 ±
0.84)M⊙/L⊙,r. We consider galaxy 66 a priority candidate for
follow-up observations, although its high redshift will make
them more difficult, but on the other hand the high luminosity
of the galaxy will help a bit.

The galaxy with the highest stellar mass has the internal ID
56. It has a stellar mass ofM∗ = (1.91± 0.79) 1011M⊙ and a
dynamical mass ofMdyn = (2.95± 0.28) 1011M⊙. The galaxy
with a physical radius ofR0 = (2.00 ± 0.14) kpc is also the
second most distant candidate with a redshift of 0.1978. It is the
second reddest object with a g-r colour of (1.04 ± 0.03) mag,
which makes it one of only two outliers of our candidate sample
above the upper 3− σ limit of the red sequence. Galaxy 56 also
stands out for having the highest stellar mass-to-light ratio of
our candidate sample with�∗ = (4.27 ± 1.77)M⊙/L⊙,r. This

6 It is also the only galaxy beyond a redshift of 0.2 in our candidate
sample.
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and its average dynamical mass-to-light ratio of�dyn = (6.67±
0.71)M⊙/L⊙,r contrasts it with the previously discussed galaxy
66. Galaxy 56 is a very interesting object and qualifies as priority
target for our follow-up observations.

The galaxy with the highest dynamical mass has the internal
ID 23. It contains a stellar mass ofM∗ = (1.10± 0.45) 1011M⊙
and a dynamical mass ofMdyn = (4.57± 0.22) 1011M⊙. This is
due to its high central velocity dispersion ofσ0 = (423±17) km
s−1 and its relatively large physical radiusR0 = (2.17±0.04) kpc,
which is close to the limit of our sample selection. Galaxy 23
has the fourth highest dynamical mass-to-light ratio with�dyn =
(12.70±0.64)M⊙/L⊙,r and an average stellar mass-to-light ratio
of �∗ = (2.96± 1.22)M⊙/L⊙,r.

Aside from the troublesome galaxy 75, galaxy 30 has the
highest dynamical mass-to-light ratio with�dyn = (13.21 ±
0.53)M⊙/L⊙,r. In contrast to this, its stellar mass-to-light ratio
is one of the lowest with only�∗ = (1.99± 0.82)M⊙/L⊙,r. This
agrees with Galaxy 30, which has the third lowest stellar mass of
the candidate sample withM∗ = (3.72± 1.53) 1010M⊙. Galaxy
30 has a dynamical mass ofMdyn = (2.45± 0.12) 1011M⊙. It
is worth pointing out that it has neither an extraordinarilyhigh
central velocity dispersion ofσ0 = (346±11) km s−1 nor a large
physical radiusR0 = (1.76±0.03) kpc for the candidate galaxies.

The galaxy with the highest central velocity dispersion is
galaxy 76 withσ0 = (432± 18) km s−1. With an absolute r-
band magnitude of (−22.07 ± 0.01), this galaxy is one of the
brighter objects in our candidate sample. It is also the second
most massive galaxy in our sample in terms of dynamical mass
with Mdyn = (4.47± 0.21) 1011M⊙.

The reddest galaxy in our candidate sample has the internal
ID 12. With a g-r colour of (−1.10±0.02) mag, it is a clear outlier
on the red sequence and significantly redder than all galaxies in
our candidate sample (except one) and even than most galaxies
in the basic sample (see Figure 4). Surprisingly, galaxy 12 is not
outstanding in any other parameters than colour, and it appears
to be an average member of the candidate sample.

We visually inspected the images of all our candidates (see
Figure 2) and find that several have other (foreground or back-
ground) objects that are only less than five angular scale radii
asdss from their centre. The galaxies with the internal IDs 18,
24, 25, 33, 35, and 50 have other prominent objects (galaxies
or stars) within their immediate vicinity. We have to be care-
ful when using the parameters measured for these galaxy, since
there is a chance that their values might suffer from some con-
tamination.

Last but not least, we return to the starting point of our in-
vestigation, b19, which has the internal ID 2. It is a member of
our candidate sample with rather average properties compared
to the other 75 candidates. It is always a central part of the
group of data points formed by our candidates in the diagrams.
The only feature of b19 that is a little outstanding compared
to the other members of the candidate sample is its Sersic pa-
rameternS, which borders the maximum allowed value of eight
by the algorithm used by Simard et al. (2011). This is close to
the Sersic index of 6.9 found by Läsker et al. (2013) based on
HST/ACS/HRC imaging.

7. Summary and conclusions

Our sample of 76 candidates (including b19) for compact mas-
sive early-type galaxies forms an ideal basis for future follow-
up observations using high-resolution spectroscopy and imag-
ing. We found that our homogeneous sample, which has been
defined as extreme outliers in the log10(R0)-log10(σ0) plane does

not behave as do outliers in other relations for early-type galax-
ies except for those that are directly related to the selection cri-
teria. The candidates seem to form the compact massive tail of
the general distribution of early-type galaxies, and are not a sep-
arate population of particularly peculiar objects. We confirmed
that there is an increase in the dynamical and stellar mass-to-
light ratios at higher central velocity dispersions.

Furthermore, we saw the same tendency as Conroy et al.
(2013) that the difference between the dynamical mass and the
stellar mass derived using simple models (Mendel et al. 2014)
increases at higher central velocity dispersions. This is usually
considered to be an indication of a systematic variation in the
initial mass function of those galaxies. As a result our candi-
dates may have an extremely bottom-heavy initial mass function
as proposed for b19 (Läsker et al. 2013). The high central veloc-
ity dispersion, which is crucial for determining of the dynamical
mass, could also be due to over-massive central black holes (van
den Bosch et al. 2012; Mieske et al. 2013; Seth et al. 2014).
However, a robust detection of such a black hole is only possible
for the nearest objects with high spatial resolution spectroscopy
(Läsker et al. 2013; Emsellem 2013; Yıldırım et al. submitted). It
is unlikely that all these objects contain such a large blackhole.

We also tried to draw a connection between the compact
massive galaxies in our sample and even more massive and more
compact galaxies from high redshifts. Based on the previousob-
servation of quiescent high-redshift galaxies (Kriek et al. 2006,
2008), van Dokkum et al. (2008) found that there are already
fully formed early-type galaxies with scale radii that are much
smaller and stellar masses that are much higher than any ob-
ject known in the local universe. For comparison, we used sev-
eral samples of these galaxies at high redshifts, such as those of
Damjanov et al. (2009), van de Sande et al. (2013), and Belli
et al. (2014), and also at intermediate redshifts as in Zahidet al.
(2015). Many of these galaxies must have evolved, most likely
by mergers, into more regular early-type galaxies. The galax-
ies in our sample are those that still resemble to a specific sub-
group of these red nuggets. Some of these exotic galaxies in the
early universe possess high dynamical masses and small sizes.
From some local galaxies, such as b19 (Läsker et al. 2013) and
NGC 1277, and others (van den Bosch et al. 2012), we know
similar features, and they are remnants of red nugget galaxies.
It is shown in van de Sande et al. (2015) that although the ini-
tial mass function of most red nuggets shows a rather shallow
slope, the one for those galaxies with high mass-to-light ratios
tend to be bottom-heavy. The galaxy b19 is known for its bottom
heavy initial mass function and our candidates have an elevated
mass-to-light ratio in comparison to normal early-type galaxies.
Therefore, one may suspect that some galaxies of our sample are
remnants of these ancient objects or that they are at least some-
how related to the subgroup of these objects where the galaxies
of Läsker et al. (2013) and van den Bosch et al. (2012) origi-
nated. The advantage of our sample is that it is located in the
local universe and is thus easier to study than galaxies at high
redshifts.

By selecting galaxies based on stellar velocity dispersion, we
found 76 compact, massive early-type galaxies below a redshift
of z = 0.2018. These are excellent targets for further studies
of various scientific questions, such as the variation in theini-
tial mass function, over-massive black holes, and potential rem-
nants of exotic galaxies from the early universe. High-resolution
imaging data can confirm their sizes and rule out superpositions.
Spectroscopy of these objects will enable us to study their dy-
namical mass distribution and kinematics, and it will allowfor
(resolved) stellar population analysis.
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Appendix A: Updated fundamental plane
coefficients

The fundamental plane, which was first mentioned in Terlevich
et al. (1981) and properly defined and discussed Dressler et al.
(1987) and Djorgovski & Davis (1987), is an empirical relation
between three global parameters of elliptical galaxies: the central
velocity dispersionσ0, the physical effective radiusR0, and the
mean surface brightnessµ0 within the effective radius. The last
parameter is usually expressed asI0, which is a renormalized
surface brightnessµ0: log10 (I0) = − µ0

2.5. The coefficientsa, b,
andc are obtained by fitting

log10 (R0) = a · log10 (σ0) + b · log10 (I0) + c. (A.1)

We provide updated values of the fundamental plane coef-
ficients presented in Saulder et al. (2013). The main improve-
ments are that we now use SDSS DR10 (Ahn et al. 2014) in-
stead of SDSS DR8 (Aihara et al. 2011) and that we do not use
any constraints on or information about the SDSS u band, which
we found to be quite problematic. Therefore, we have 133 107
galaxies instead of 100 427 for our basic sample (for definitions
see Saulder et al. (2013)), and after all filtering we end up with
119 085 galaxies instead of the 92 953 that are used for the final
fit. This again makes it the largest sample ever used for calibrat-
ing the fundamental plane so far. In addition to improved fits,
which are based on the de Vaucouleurs fit parameters directly
from SDSS, we provide new fits for the g and r bands using the
Sersic parameters from Simard et al. (2011). To this end, we use
121 443 galaxies selected after some 3-σ clipping from the basic
sample in this paper.

Aside from the extended sample, there are a couple of other
minor changes and improvements over the old paper (Saulder
et al. 2013). First of all, we corrected a minor mistake in the
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Figure A.1. Edge-on projections of the fundamental plane of elliptical
galaxies for four different SDSS filters using the de Vaucouleurs fit pa-
rameters. The g band is shown in the top left panel and the r band in the
top right panels. The bottom left panel displays the i band and the bot-
tom right the z band. The dashed black lines indicate the fundamental
plane fits in the corresponding filters.
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Figure A.2. Edge-on projections of the fundamental plane of elliptical
galaxies for the SDSS g band (left panel) and r band (right panel) using
Sersic fit parameters. The dashed black lines indicate the fundamental
plane fits in the corresponding filters.

calculation of the average distance error. This mistake caused
the values of the error estimate in the old paper to be systemat-
ically lower by a couple of percentage points than they actually
are. Even with the slightly larger error, it is still the bestfit of
the fundamental plane using a large sample at this wave-length
range (Bernardi et al. 2003; Hyde & Bernardi 2009; La Barbera
et al. 2010).

Another improvement on the fit is that the volume weights
are now considering that the sample only covers a limited red-
shift from 0.01 to 0.2 (or from 0.05 to 0.4 for the Sersic fits
based on the basic sample in this paper). In our previous analy-
sis, the very luminous galaxies were slightly under-represented,
because their volume weights assumed a larger volume (the one
in which they are theoretically still visible) than the volume of
sample (redshift cut at 0.2). We then also subtract the volume
corresponding to a redshift of 0.01 from the volume weights,
where all galaxies were removed from the sample. The satura-
tion limit of SDSS spectroscopy is also measured and included
in the new volume weights by removing the volume associated
with it in the same fashion as for the the Malmquest bias limita-
tion. The negligence of these two corrections caused the volume
weights of very faint galaxies to be underestimated. Both correc-
tions are relatively tiny, and the new coefficients are only slightly
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bands a b c sε σ̄dist [%]

g (dV) 0.999± 0.026 −0.754± 0.011 −7.93± 0.10 0.0942 19.3
r (dV) 1.070± 0.026 −0.770± 0.011 −7.98± 0.11 0.0935 19.0
i (dV) 1.100± 0.026 −0.775± 0.012 −7.96± 0.11 0.0919 18.6
z (dV) 1.145± 0.025 −0.781± 0.012 −8.02± 0.11 0.0920 18.5
g (S) 0.966± 0.026 −0.726± 0.009 −7.62± 0.09 0.0977 20.6
r (S) 1.029± 0.026 −0.729± 0.009 −7.56± 0.09 0.0972 20.4

Table A.1. Results of the best fits for the fundamental plane. The coefficientsa, b, andc for 4 SDSS bands using redshift evolution, volume
weights, 3-σ clipping, and the radii and magnitudes of de Vaucouleurs (dV) fits are provided in this table. Furthermore, it contains the coefficients
for 2 SDSS bands using the same calibration, but the radii and magnitudesfrom the Sersic (S) fits of Simard et al. (2011). The root mean square
sε of the fits and the relative distance error ¯σdist of the fundamental plane are also provided.

different from the old ones. In particular, theacoefficient is mod-
erately larger, hence closer to the values from the literature (see
Table 1 in Saulder et al. (2013)). The new coefficients are listed
in Table A.1, edge-on projects of the fundamental plane for all
four bands used for the de Vaucouleurs fit parameters in the cal-
ibration can be found in Figure A.1, and the edge-on projects
of the fundamental plane for the g and r SDSS bands using the
Sersic fit parameters are displayed in Figure A.2.

Appendix B: The Sersic fit sample
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Figure B.1. Selection of the alternative candidates in theR0-σ0 plane.
The restrictions, which define our alternative candidates, are indicated
by the dashed magenta lines. The black stars represent the 85 candidates
for galaxies with similar properties in Sersic fit parameters as b19, and
b19 itself is represented by a grey filled square in the plot.

In addition to the candidate sample defined using the de
Vaucouleurs fit parameters, we provide an alternative sample us-
ing the Sersic fit parameters from Simard et al. (2011).

The sample is defined in the same fashion as the main candi-
date sample, and we find 85 galaxies fulfilling the requirements
(listed in Table B.1, together with b19, which was assigned the
Sersic ID 1). The logarithm of the physical radiusR0 has to be
smaller than the sample’s average by at least one standard de-
viation, which provides us with an upper limit forR0 of ∼2.65
kpc. The lower limit for the central velocity dispersionσ0 of
∼316.6 km s−1 is obtained by requiring it to be at least two
standard deviations higher than the mean of the logarithm of
the central velocity dispersion. The last criterion ensures that all
candidates are more than three standard deviations off from the

log10(R0)− log10(σ0) relation, which was obtained by a linear fit
to the data points. The selection criteria is illustrated inFigure
B.1. We find that b19 fails to fulfil the radial size requirement in
the case of the Sersic fit parameters (see Table B.2 for numbers),
and it is not included in the 85 alternative candidates. However,
we keep on providing its position in the plots and tables. As illus-
trated in Figures B.2 to B.9, the alternative sample has generally
speaking similar properties to the main candidate sample, but it
is less cohesive and more scattered. We therefore prefer ourmain
sample to this one. There are 51 galaxies, which the two candi-
date lists have in common (see Table C.1). We consider these
galaxies as candidates with increased priority for any follow-up
observations.
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Figure B.2. Location of the candidate galaxies on the fundamental
plane using Sersic fit parameters. The candidates are indicated by black
stars. The galaxies belonging to the Ta10 sample are represented using
filled green triangles, and the Tr09 sample is marked by filled cyan di-
amonds. The starting point of our investigation, b19, is indicated by a
filled grey square. The magenta dotted lines show the limiting physi-
cal radius used in the sample sample selection. The black dashed lines
are the fundamental plane fits from Appendix A with their correspond-
ing 3-σ confidence intervals shown as red solid lines. The fit appears
to be slightly offset owing to the volume weights used to correct the
Malmquist bias in the fitting process.
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Figure B.3. Stellar mass-size relation for our basic sample using the
Sersic fit parameters. The alternative candidates are indicated by black
stars. The galaxies belonging to the Ta10 sample are represented using
filled green triangles, and the Tr09 sample is indicated by filled cyan
diamonds. B19 is indicated by a filled grey square. The magenta dashed
line denotes the limiting scaling radius for our sample selection.
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Figure B.4. Dynamical mass-size relation for our basic sample using
the Sersic fit parameters. The alternative candidates are indicated by
black stars. The galaxies belonging to the Ta10 sample are represented
using filled green triangles, and the Tr09 sample is indicated by filled
cyan diamonds. B19 is indicated by a filled grey square. The magenta
dashed line denotes the limiting scaling radius for our sample selection.
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Figure B.5. Distribution of the dynamical mass-to-light ratios�dyn us-
ing the Sersic fit parameters. The blue histogram corresponds to our
basic sample, which only consists of early-type galaxies. The green
histogram represents the Ta10 sample, while the cyan histogram cor-
responds to Tr09 sample. The red histogram denotes our 85 alternative
candidates.
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Figure B.6. Distribution of the stellar mass-to-light ratios�∗ using the
Sersic fit parameters. The blue histogram corresponds to our basic sam-
ple, which only consists of early-type galaxies. The green histogram
represents the Ta10 sample, while the cyan histogram corresponds to
Tr09 sample. The red histogram denotes our 85 alternative candidates.
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Figure B.7.Dependence of the dynamical massMdyn to stellar massM∗
ratio on central velocity dispersionσ0 using the Sersic fit parameters.
The alternative candidates are indicated by black stars. The galaxies be-
longing to the Ta10 sample are represented using filled green triangles
and the Tr09 sample is marked by filled cyan diamonds. B19 is indicated
by a filled grey square. The magenta dashed line marks the limiting scal-
ing central velocity dispersion for our sample selection. The area below
the black dashed line is considered to be unphysical, becauseM∗ would
exceedMdyn.
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Figure B.8.Distribution of the sample’s galaxies in the dynamical mass
Mdyn vs. stellar massM∗ plane using the Sersic fit parameters. The alter-
native candidates are indicated by black stars. The galaxies belonging
to the Ta10 sample are represented using filled green triangles, and the
Tr09 sample is indicated by filled cyan diamonds. B19 is indicated by
a filled grey square.The magenta dashed line marks the limiting scaling
central velocity dispersion for our sample selection. The black dashed
line denotes the limit of theMdyn to M∗ ratio, which is still considered
to be physical, becauseM∗ would exceedMdyn above it.
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Figure B.9. Distribution of the Sersic indices of different samples of
galaxies. The black histogram of the Sersic indices stands for all galax-
ies in SDSS DR7 for which Simard et al. (2011) did their refits. The blue
histogram indicates the distribution of Sersic parameters for our basic
sample, which only consists of early-type galaxies. The green histogram
represents the Ta10 sample, while the cyan histogram corresponds to
Tr09 sample. The red histogram denotes our 85 alternative candidates.
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Sersic ID SDSS DR10 ID ra dec z mS,r aS σsdss nS LETG
[◦] [ ◦] [mag] [arcsec] [km/s]

1 1237648703523520846 229.4240 -0.7049 0.1166 16.71± 0.01 1.62± 0.02 336± 12 7.99± 0.04 0.81
2 1237651191892607189 125.5691 48.2553 0.1276 17.56± 0.03 0.87± 0.02 351± 14 2.92± 0.30 0.75
3 1237651252557513010 125.0735 48.8830 0.1338 17.44± 0.03 1.00± 0.03 318± 13 3.22± 0.34 0.83
4 1237652934037536913 327.3491 -8.6752 0.1014 17.13± 0.02 1.01± 0.03 320± 16 3.50± 0.19 0.70
5 1237654342254002376 212.1645 61.1317 0.1215 17.19± 0.03 1.13± 0.02 338± 16 5.66± 0.36 0.76
6 1237652900773298301 58.0541 -5.8611 0.1137 17.13± 0.03 0.77± 0.02 306± 14 4.76± 0.37 0.66
7 1237651252589363420 247.9117 46.2683 0.1321 17.61± 0.02 0.53± 0.01 311± 14 3.79± 0.21 0.76
8 1237655502424769160 256.4241 33.4779 0.1022 17.12± 0.02 1.32± 0.02 326± 16 5.63± 0.17 0.77
9 1237651539246186637 167.7205 66.7862 0.1362 17.52± 0.02 0.65± 0.02 350± 14 3.51± 0.13 0.59
10 1237655742944248167 223.0119 5.2335 0.0639 16.05± 0.01 1.37± 0.02 294± 10 2.51± 0.10 0.77
11 1237651714798125236 248.3287 47.1274 0.1229 17.33± 0.01 0.81± 0.02 335± 12 7.98± 0.08 0.66
12 1237660615586611373 175.2231 11.0085 0.0809 16.75± 0.02 1.00± 0.02 289± 14 4.48± 0.23 0.82
13 1237658206124507259 193.5474 50.8170 0.1209 17.07± 0.02 0.83± 0.01 341± 16 5.70± 0.33 0.80
14 1237652944786424004 1.1323 16.0719 0.1144 17.46± 0.02 0.62± 0.01 291± 15 4.48± 0.29 0.55
15 1237658423007707334 138.8689 4.6676 0.1431 17.49± 0.03 0.91± 0.03 303± 14 3.75± 0.38 0.71
16 1237657242435584230 146.2765 47.8321 0.1170 16.99± 0.02 1.24± 0.03 319± 19 4.25± 0.27 0.62
17 1237657856067830007 161.5842 49.4468 0.1306 17.41± 0.03 0.88± 0.02 286± 14 5.01± 0.49 0.71
18 1237654952670003535 253.9937 39.4776 0.1496 17.30± 0.02 0.97± 0.02 393± 18 2.85± 0.20 0.78
19 1237670956787695816 23.2042 -9.1208 0.1336 17.00± 0.02 1.09± 0.03 318± 9 5.36± 0.27 0.79
20 1237652948530102500 10.3768 -9.2352 0.0538 15.05± 0.00 2.46± 0.02 310± 5 4.38± 0.01 0.53
21 1237656243317113067 354.1646 15.8222 0.1179 17.43± 0.03 0.79± 0.02 290± 16 5.00± 0.34 0.73
22 1237657610723655845 158.1494 53.3763 0.1340 17.50± 0.04 0.92± 0.02 293± 15 3.29± 0.46 0.69
23 1237655474503024820 245.6049 44.7856 0.0716 15.65± 0.00 1.89± 0.02 333± 8 5.46± 0.03 0.81
24 1237658424616616162 134.8572 5.6269 0.1625 17.65± 0.03 0.79± 0.03 288± 16 6.21± 0.28 0.72
25 1237657596224209238 123.8014 38.6793 0.1259 17.02± 0.02 1.06± 0.02 333± 13 4.70± 0.17 0.89
26 1237665569297203655 254.5120 41.8378 0.0375 15.18± 0.00 1.50± 0.01 303± 7 3.54± 0.04 0.64
27 1237654605857751221 148.8860 4.3722 0.0937 16.32± 0.01 1.07± 0.01 352± 9 3.99± 0.05 0.52
28 1237653614796865660 143.0592 56.4013 0.1173 16.73± 0.01 1.09± 0.01 302± 10 5.21± 0.12 0.69
29 1237655465916170402 184.8400 63.5358 0.1039 17.33± 0.01 0.60± 0.01 292± 14 6.00± 0.28 0.52
30 1237658204493185306 130.8260 34.6824 0.0658 16.10± 0.01 1.79± 0.03 301± 11 2.62± 0.03 0.86
31 1237657628456190055 187.6884 51.7060 0.1517 17.46± 0.02 0.70± 0.01 307± 14 4.51± 0.22 0.62
32 1237660025032081578 340.4373 -0.8113 0.1293 17.38± 0.02 0.78± 0.02 373± 22 7.95± 0.16 0.77
33 1237661064411349290 138.3286 8.1161 0.0934 16.71± 0.01 0.95± 0.01 295± 9 4.78± 0.14 0.61
34 1237661849849430137 156.3195 40.3153 0.0682 16.36± 0.03 1.79± 0.02 317± 10 5.30± 0.28 0.58
35 1237661069261209757 180.2716 14.5850 0.0831 16.24± 0.01 1.29± 0.02 291± 9 2.86± 0.06 0.57
36 1237662663746060502 221.9296 34.6657 0.0974 17.30± 0.02 0.72± 0.01 284± 14 6.17± 0.38 0.59
37 1237663277928022281 0.6027 0.5352 0.0784 17.30± 0.03 0.71± 0.02 331± 17 7.97± 0.11 0.77
38 1237661383314702588 160.1959 39.9311 0.1394 17.64± 0.02 0.68± 0.02 324± 15 5.06± 0.25 0.69
39 1237662697568796852 226.2857 30.1184 0.1450 16.99± 0.02 1.00± 0.02 314± 9 7.99± 0.04 0.71
40 1237661812272857187 180.2528 12.2175 0.1295 17.60± 0.03 0.87± 0.03 291± 17 5.55± 0.46 0.81
41 1237665532252520624 223.1388 22.5927 0.1551 17.51± 0.02 0.94± 0.02 318± 16 4.06± 0.28 0.54
42 1237667255083991162 170.3135 29.9694 0.1237 17.64± 0.02 0.97± 0.03 378± 24 3.26± 0.18 0.65
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43 1237667324323758158 166.9049 27.1948 0.1502 17.45± 0.04 0.83± 0.02 287± 14 6.32± 0.69 0.63
44 1237667735054647478 206.9225 20.9708 0.1232 17.41± 0.03 0.78± 0.01 286± 14 6.30± 0.49 0.76
45 1237662193459986552 206.5336 39.4248 0.1297 17.47± 0.03 0.80± 0.03 289± 15 3.77± 0.35 0.68
46 1237667736104861820 149.3027 19.2625 0.0975 17.01± 0.03 0.97± 0.02 287± 10 3.41± 0.26 0.84
47 1237665549429899544 223.0734 22.4871 0.1165 17.29± 0.02 0.58± 0.01 335± 13 4.63± 0.19 0.62
48 1237667209978380503 149.1117 23.9641 0.1193 17.14± 0.02 1.06± 0.02 356± 25 6.92± 0.26 0.68
49 1237663278461944053 353.8668 1.0467 0.0827 16.16± 0.02 1.62± 0.02 320± 9 5.18± 0.24 0.80
50 1237662340012638220 239.5694 27.2367 0.0896 16.81± 0.02 0.77± 0.01 296± 12 5.82± 0.28 0.75
51 1237664667887140986 128.6548 24.3250 0.0705 16.13± 0.01 1.63± 0.02 296± 9 7.17± 0.08 0.77
52 1237664093432119636 121.7265 20.7624 0.1247 17.48± 0.04 0.72± 0.02 299± 14 5.55± 0.53 0.66
53 1237665533335175692 243.8410 16.3942 0.0818 15.72± 0.01 1.63± 0.01 311± 7 6.03± 0.13 0.81
54 1237661850400260193 199.4989 43.6141 0.1140 17.64± 0.04 0.65± 0.02 287± 16 5.15± 0.48 0.62
55 1237664852035174654 219.1545 31.3943 0.0850 16.06± 0.01 0.95± 0.01 331± 9 3.96± 0.04 0.77
56 1237667321652248694 199.8561 25.5487 0.2810 17.48± 0.03 0.52± 0.01 284± 12 6.49± 0.44 0.89
57 1237667730736873763 134.9926 14.7626 0.1008 17.22± 0.02 1.07± 0.02 291± 14 2.98± 0.09 0.57
58 1237662664290402490 239.6933 27.2131 0.0879 16.99± 0.01 1.01± 0.02 292± 15 3.91± 0.11 0.74
59 1237665535469486145 243.3042 17.8080 0.0374 14.57± 0.00 2.89± 0.01 316± 7 5.76± 0.05 0.68
60 1237665016311840908 163.4479 32.8694 0.1307 17.34± 0.03 0.97± 0.02 332± 14 3.67± 0.44 0.64
61 1237667212115050932 124.1550 16.1777 0.1511 17.62± 0.02 0.77± 0.02 303± 13 2.74± 0.19 0.64
62 1237665564997976239 218.1283 20.4259 0.1216 17.28± 0.02 1.11± 0.03 304± 17 4.62± 0.23 0.83
63 1237663478723969457 338.0784 -0.4059 0.0865 16.74± 0.02 1.44± 0.02 327± 17 7.96± 0.10 0.80
64 1237667910055100586 181.7985 23.8744 0.0775 16.27± 0.01 1.63± 0.02 328± 11 7.99± 0.03 0.86
65 1237667734526492801 227.3075 16.4333 0.1159 17.24± 0.04 1.21± 0.02 310± 17 7.62± 0.37 0.61
66 1237670450522816720 137.8481 16.5697 0.0900 16.59± 0.01 1.09± 0.02 295± 9 4.42± 0.08 0.77
67 1237663789032669425 125.7014 59.7435 0.1344 17.34± 0.02 0.99± 0.03 296± 14 4.86± 0.25 0.69
68 1237665429169242591 209.7906 27.9501 0.0811 17.07± 0.01 0.65± 0.01 287± 10 3.67± 0.32 0.62
69 1237668299281662070 194.2881 20.8064 0.0868 16.39± 0.03 1.54± 0.01 307± 9 7.40± 0.52 0.56
70 1237668349753950509 232.0499 12.1307 0.1225 17.56± 0.03 0.85± 0.02 311± 14 3.77± 0.21 0.81
71 1237667783900135493 164.2812 22.2115 0.1206 17.11± 0.02 1.01± 0.02 303± 14 3.80± 0.17 0.77
72 1237668271372501042 227.9714 14.2653 0.1221 17.43± 0.03 0.90± 0.02 291± 16 6.61± 0.40 0.75
73 1237648721758978188 160.3022 0.2285 0.1300 17.45± 0.02 0.94± 0.02 305± 15 4.40± 0.18 0.64
74 1237668495782117442 176.4731 17.3242 0.0928 16.88± 0.01 0.72± 0.01 285± 9 3.40± 0.11 0.59
75 1237664671640715458 191.2284 36.1838 0.0877 17.44± 0.02 0.35± 0.01 293± 15 7.03± 0.49 0.68
76 1237662335717015837 236.8248 33.1773 0.1265 17.53± 0.03 0.84± 0.03 296± 16 7.01± 0.48 0.78
77 1237667782274187688 128.9043 12.6627 0.1054 17.07± 0.02 0.98± 0.02 297± 12 4.29± 0.13 0.71
78 1237661087497126080 132.4080 29.6033 0.1059 16.55± 0.01 1.27± 0.02 302± 7 3.75± 0.12 0.80
79 1237661358617067696 181.3091 48.4216 0.0648 15.80± 0.00 1.54± 0.02 311± 8 4.09± 0.07 0.71
80 1237653651837026391 4.8387 14.9802 0.1277 17.31± 0.03 1.10± 0.03 303± 14 5.41± 0.29 0.74
81 1237668298203070641 182.4650 20.0535 0.1116 17.43± 0.02 0.88± 0.02 293± 12 4.96± 0.30 0.72
82 1237654604796985469 178.6502 4.3536 0.0761 17.50± 0.02 0.18± 0.01 277± 13 2.66± 0.22 0.53
83 1237667917032980629 189.9670 21.1529 0.1085 16.58± 0.01 1.17± 0.01 321± 9 5.19± 0.12 0.74
84 1237661950244945934 162.5130 11.8190 0.0812 16.42± 0.01 1.51± 0.02 340± 11 5.14± 0.16 0.88
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85 1237668333640810655 225.5537 14.6343 0.0697 16.37± 0.01 0.89± 0.01 351± 14 8.00± 0.02 0.52
86 1237667917030555837 184.0304 21.1393 0.1278 16.79± 0.01 1.12± 0.02 389± 16 6.35± 0.13 0.79

Table B.1.List of the basic parameters of our alternative candidate galaxies using the Sersic fit parameters of Simard et al. (2011)instead of the de Vaucouleurs fit parameters
used for our main candidate sample. First column: internal Sersic IDs, which are used to identify the galaxies. The numbering is essentially random and only based on the order
the galaxies were drawn from the basic sample. The galaxy b19has the internal ID 3. Second column: object ID used by SDSS DR10. Third and fourth column: equatorial
coordinates of the galaxies. Fifth column: redshiftz, already corrected for our motion relative to the CMB. Sixth, seventh, and eighth columns: observed uncorrected refitted
SDSS parameters in the following order: observed apparent magnitudemsdss, angular semi-major axisasdss, central velocity dispersionσsdss. Ninth column: axis ratioqb/a. Tenth
column: GalaxyZoo probabilityLETG of the galaxy being classified as an early-type.

Sersic ID Rr σ0 µr Mr (Mg − Mr) log10(Mdyn) log10(M∗) �dyn �∗
[kpc] [km s−1] [ mag

arcsec2 ] [mag] [mag] [log10(M⊙)] [log10(M⊙)] [ M⊙/L⊙,r] [ M⊙/L⊙,r]
1 3.46± 0.05 364± 13 19.11± 0.01 -22.28± 0.01 0.80± 0.02 11.60± 0.02 11.16± 0.15 6.44± 0.30 2.31± 0.96
2 2.00± 0.05 390± 16 18.59± 0.03 -21.62± 0.03 0.84± 0.04 11.67± 0.05 10.99± 0.15 13.84± 1.84 2.90± 1.22
3 2.41± 0.06 351± 14 18.76± 0.03 -21.86± 0.03 0.83± 0.05 11.65± 0.05 11.09± 0.15 10.43± 1.41 2.89± 1.21
4 1.90± 0.05 354± 18 18.62± 0.02 -21.45± 0.02 0.67± 0.04 11.54± 0.03 10.86± 0.15 11.86± 1.05 2.46± 1.02
5 2.49± 0.05 371± 17 18.92± 0.03 -21.76± 0.03 0.86± 0.04 11.60± 0.03 11.02± 0.15 10.16± 1.10 2.70± 1.13
6 1.60± 0.04 341± 15 17.78± 0.03 -21.92± 0.03 0.83± 0.04 11.37± 0.04 11.09± 0.15 5.24± 0.61 2.76± 1.15
7 1.27± 0.03 352± 16 17.67± 0.02 -21.55± 0.02 0.87± 0.04 11.35± 0.03 10.95± 0.15 6.95± 0.60 2.76± 1.15
8 2.51± 0.05 356± 17 19.24± 0.02 -21.43± 0.02 0.87± 0.03 11.56± 0.02 10.90± 0.15 12.79± 0.99 2.76± 1.15
9 1.59± 0.05 393± 16 18.00± 0.02 -21.73± 0.02 0.88± 0.03 11.55± 0.02 11.05± 0.15 9.53± 0.71 3.02± 1.26
10 1.69± 0.03 321± 11 18.37± 0.01 -21.41± 0.01 0.81± 0.02 11.45± 0.02 10.87± 0.15 10.00± 0.61 2.63± 1.09
11 1.80± 0.03 373± 14 18.38± 0.01 -21.59± 0.01 0.59± 0.02 11.34± 0.02 10.63± 0.15 6.62± 0.30 1.28± 0.53
12 1.53± 0.03 319± 16 18.25± 0.02 -21.32± 0.02 0.76± 0.03 11.31± 0.03 10.69± 0.15 7.85± 0.69 1.90± 0.79
13 1.83± 0.03 380± 18 18.15± 0.02 -21.86± 0.02 0.84± 0.04 11.48± 0.03 11.05± 0.15 7.11± 0.64 2.67± 1.11
14 1.29± 0.02 328± 17 17.83± 0.02 -21.41± 0.02 0.81± 0.04 11.26± 0.03 10.87± 0.15 6.47± 0.62 2.64± 1.10
15 2.31± 0.07 336± 16 18.57± 0.03 -21.97± 0.03 0.84± 0.04 11.57± 0.05 11.09± 0.15 7.89± 1.06 2.63± 1.10
16 2.64± 0.06 350± 21 18.96± 0.02 -21.84± 0.02 0.73± 0.04 11.64± 0.04 11.04± 0.15 10.40± 1.05 2.60± 1.08
17 2.06± 0.05 317± 16 18.54± 0.03 -21.74± 0.03 0.96± 0.04 11.41± 0.05 11.15± 0.15 6.73± 0.89 3.76± 1.58
18 2.57± 0.05 434± 20 18.58± 0.02 -22.19± 0.02 0.87± 0.04 11.88± 0.04 11.23± 0.15 13.05± 1.29 2.97± 1.24
19 2.60± 0.06 350± 10 18.54± 0.02 -22.25± 0.02 0.85± 0.03 11.58± 0.02 11.19± 0.15 6.27± 0.47 2.55± 1.06
20 2.58± 0.02 330± 5 18.67± 0.00 -22.01± 0.01 0.86± 0.01 11.57± 0.01 11.11± 0.15 7.62± 0.16 2.65± 1.09
21 1.69± 0.04 323± 18 18.24± 0.03 -21.59± 0.03 0.83± 0.04 11.34± 0.04 10.94± 0.15 6.60± 0.76 2.60± 1.09
22 2.22± 0.06 325± 17 18.75± 0.04 -21.69± 0.04 0.79± 0.06 11.54± 0.06 10.94± 0.15 9.57± 1.71 2.36± 1.00
23 2.58± 0.02 358± 9 18.71± 0.00 -21.99± 0.01 0.85± 0.01 11.59± 0.01 11.07± 0.15 8.10± 0.24 2.43± 1.00
24 2.25± 0.07 321± 18 18.35± 0.03 -22.15± 0.03 0.86± 0.05 11.40± 0.03 11.17± 0.15 4.50± 0.46 2.65± 1.11
25 2.42± 0.04 367± 14 18.53± 0.02 -22.09± 0.02 0.88± 0.03 11.62± 0.02 11.15± 0.15 7.97± 0.58 2.73± 1.14
26 1.12± 0.01 329± 7 17.83± 0.00 -21.02± 0.01 0.83± 0.01 11.24± 0.01 10.53± 0.15 8.94± 0.28 1.72± 0.71
27 1.88± 0.02 388± 10 17.95± 0.01 -22.09± 0.01 0.82± 0.02 11.59± 0.01 11.12± 0.15 7.44± 0.29 2.53± 1.05
28 2.33± 0.03 332± 11 18.37± 0.01 -22.16± 0.01 0.86± 0.02 11.49± 0.02 11.18± 0.15 5.56± 0.27 2.68± 1.11
29 1.16± 0.02 329± 16 17.75± 0.01 -21.25± 0.01 0.84± 0.02 11.14± 0.03 10.80± 0.15 5.74± 0.42 2.62± 1.08
30 2.27± 0.04 324± 11 19.00± 0.01 -21.42± 0.01 0.80± 0.02 11.58± 0.02 10.82± 0.15 13.45± 0.64 2.35± 0.97
31 1.88± 0.04 344± 16 18.03± 0.02 -22.07± 0.02 0.88± 0.04 11.46± 0.03 11.10± 0.15 5.63± 0.47 2.42± 1.01
32 1.82± 0.05 416± 24 18.16± 0.02 -21.85± 0.02 0.83± 0.04 11.44± 0.03 11.00± 0.15 6.60± 0.54 2.40± 1.00
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Sersic ID Rr σ0 µr Mr (Mg − Mr) log10(Mdyn) log10(M∗) �dyn �∗
[kpc] [km s−1] [ mag

arcsec2 ] [mag] [mag] [log10(M⊙)] [log10(M⊙)] [ M⊙/L⊙,r] [ M⊙/L⊙,r]
33 1.66± 0.02 326± 10 18.08± 0.01 -21.69± 0.01 0.78± 0.02 11.35± 0.02 10.88± 0.15 6.17± 0.31 2.10± 0.87
34 2.34± 0.03 342± 11 19.31± 0.03 -21.18± 0.03 0.73± 0.04 11.52± 0.03 10.74± 0.15 14.47± 1.38 2.44± 1.02
35 2.02± 0.03 318± 10 18.34± 0.01 -21.84± 0.01 0.85± 0.02 11.50± 0.02 11.03± 0.15 7.64± 0.35 2.55± 1.06
36 1.31± 0.02 317± 16 18.15± 0.02 -21.12± 0.02 0.77± 0.03 11.16± 0.03 10.72± 0.15 6.69± 0.63 2.47± 1.03
37 1.06± 0.02 370± 19 18.16± 0.03 -20.62± 0.03 0.78± 0.04 11.11± 0.02 10.48± 0.15 9.42± 0.90 2.22± 0.93
38 1.69± 0.05 364± 17 18.17± 0.02 -21.68± 0.02 0.85± 0.03 11.44± 0.03 11.03± 0.15 7.62± 0.64 2.96± 1.23
39 2.58± 0.06 347± 10 18.40± 0.02 -22.39± 0.02 0.74± 0.03 11.44± 0.01 11.19± 0.15 3.96± 0.22 2.24± 0.93
40 2.04± 0.06 323± 19 18.69± 0.03 -21.56± 0.03 0.85± 0.04 11.39± 0.04 10.93± 0.15 7.70± 0.97 2.66± 1.11
41 2.57± 0.07 353± 17 18.65± 0.02 -22.13± 0.02 0.89± 0.04 11.64± 0.04 11.26± 0.15 8.00± 0.79 3.31± 1.38
42 2.18± 0.07 417± 26 19.06± 0.02 -21.33± 0.02 0.75± 0.03 11.75± 0.03 10.82± 0.15 21.75± 2.22 2.53± 1.05
43 2.19± 0.04 319± 16 18.36± 0.04 -22.07± 0.04 0.84± 0.06 11.38± 0.05 11.12± 0.15 4.61± 0.71 2.57± 1.09
44 1.74± 0.03 319± 16 18.30± 0.03 -21.60± 0.03 0.80± 0.04 11.28± 0.04 10.96± 0.15 5.66± 0.67 2.71± 1.14
45 1.87± 0.06 322± 17 18.44± 0.03 -21.63± 0.03 0.85± 0.05 11.44± 0.04 10.99± 0.15 8.01± 1.03 2.87± 1.20
46 1.76± 0.04 317± 11 18.48± 0.03 -21.42± 0.03 0.83± 0.04 11.41± 0.03 10.87± 0.15 9.22± 1.03 2.61± 1.09
47 1.23± 0.02 378± 15 17.53± 0.02 -21.60± 0.02 0.82± 0.03 11.35± 0.02 10.86± 0.15 6.74± 0.52 2.18± 0.91
48 2.30± 0.05 392± 27 18.76± 0.02 -21.74± 0.02 0.60± 0.03 11.55± 0.03 10.71± 0.15 9.22± 0.86 1.35± 0.56
49 2.54± 0.02 346± 9 18.74± 0.02 -21.94± 0.02 0.88± 0.03 11.57± 0.02 11.14± 0.15 8.11± 0.59 3.00± 1.25
50 1.30± 0.02 330± 13 17.76± 0.02 -21.47± 0.02 0.89± 0.03 11.20± 0.03 10.94± 0.15 5.38± 0.43 2.91± 1.21
51 2.20± 0.02 321± 10 18.80± 0.01 -21.56± 0.01 0.83± 0.02 11.34± 0.01 10.89± 0.15 6.79± 0.29 2.41± 1.00
52 1.63± 0.03 334± 15 18.17± 0.04 -21.59± 0.04 0.84± 0.06 11.33± 0.04 11.03± 0.15 6.39± 0.92 3.20± 1.36
53 2.52± 0.02 337± 7 18.30± 0.01 -22.36± 0.01 0.78± 0.02 11.50± 0.01 11.14± 0.15 4.67± 0.19 2.06± 0.85
54 1.35± 0.04 323± 18 18.18± 0.04 -21.16± 0.04 0.84± 0.06 11.23± 0.04 10.80± 0.15 7.65± 1.12 2.86± 1.22
55 1.53± 0.01 367± 10 17.57± 0.01 -22.01± 0.01 0.81± 0.02 11.45± 0.01 11.04± 0.15 5.84± 0.24 2.26± 0.93
56 2.32± 0.05 322± 14 16.94± 0.03 -23.76± 0.03 0.71± 0.05 11.40± 0.03 11.39± 0.15 1.03± 0.11 1.01± 0.42
57 2.00± 0.04 321± 15 18.83± 0.02 -21.35± 0.02 0.86± 0.04 11.50± 0.02 10.86± 0.15 11.92± 0.90 2.76± 1.15
58 1.67± 0.03 322± 17 18.54± 0.01 -21.25± 0.01 0.85± 0.03 11.38± 0.02 10.85± 0.15 10.05± 0.67 2.90± 1.20
59 2.14± 0.01 335± 7 18.56± 0.00 -21.71± 0.01 0.84± 0.01 11.44± 0.01 10.85± 0.15 7.41± 0.22 1.90± 0.79
60 2.28± 0.05 368± 16 18.69± 0.03 -21.80± 0.03 0.85± 0.04 11.64± 0.05 11.04± 0.15 10.91± 1.61 2.73± 1.14
61 2.05± 0.05 338± 14 18.35± 0.02 -21.94± 0.02 0.86± 0.03 11.57± 0.03 11.10± 0.15 8.07± 0.76 2.77± 1.15
62 2.46± 0.06 335± 19 18.92± 0.02 -21.73± 0.02 0.80± 0.03 11.55± 0.03 10.98± 0.15 9.42± 0.85 2.56± 1.07
63 2.35± 0.03 356± 18 19.01± 0.02 -21.50± 0.02 0.85± 0.03 11.42± 0.02 10.92± 0.15 8.58± 0.65 2.75± 1.15
64 2.40± 0.03 355± 12 18.93± 0.01 -21.62± 0.01 0.87± 0.03 11.42± 0.01 10.96± 0.15 7.79± 0.35 2.66± 1.10
65 2.55± 0.05 340± 19 19.11± 0.04 -21.62± 0.04 0.81± 0.07 11.43± 0.03 10.90± 0.15 7.97± 0.99 2.35± 1.00
66 1.84± 0.04 325± 10 18.32± 0.01 -21.67± 0.01 0.82± 0.02 11.41± 0.02 10.93± 0.15 7.19± 0.32 2.40± 0.99
67 2.39± 0.06 327± 15 18.55± 0.02 -22.05± 0.02 0.88± 0.04 11.51± 0.03 11.17± 0.15 6.32± 0.54 2.90± 1.21
68 1.00± 0.01 323± 11 17.76± 0.01 -20.90± 0.01 0.79± 0.02 11.17± 0.04 10.56± 0.15 8.48± 0.83 2.09± 0.86
69 2.52± 0.02 333± 10 18.88± 0.03 -21.78± 0.03 0.82± 0.05 11.42± 0.03 10.95± 0.15 6.64± 0.70 2.26± 0.95
70 1.89± 0.04 346± 16 18.58± 0.03 -21.51± 0.03 0.91± 0.05 11.51± 0.03 11.06± 0.15 10.45± 1.09 3.78± 1.58
71 2.22± 0.05 334± 15 18.59± 0.02 -21.84± 0.02 0.84± 0.03 11.54± 0.03 11.03± 0.15 8.37± 0.68 2.58± 1.07
72 2.00± 0.04 322± 18 18.61± 0.03 -21.59± 0.03 0.84± 0.05 11.33± 0.03 10.92± 0.15 6.43± 0.71 2.52± 1.06
73 2.20± 0.05 338± 16 18.64± 0.02 -21.78± 0.02 0.85± 0.03 11.52± 0.03 11.04± 0.15 8.39± 0.67 2.79± 1.16
74 1.25± 0.02 319± 10 17.72± 0.01 -21.44± 0.01 0.78± 0.02 11.27± 0.02 10.77± 0.15 6.53± 0.34 2.04± 0.84
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Sersic ID Rr σ0 µr Mr (Mg − Mr) log10(Mdyn) log10(M∗) �dyn �∗
[kpc] [km s−1] [ mag

arcsec2 ] [mag] [mag] [log10(M⊙)] [log10(M⊙)] [ M⊙/L⊙,r] [ M⊙/L⊙,r]
75 0.58± 0.01 338± 17 16.76± 0.02 -20.71± 0.02 0.83± 0.03 10.81± 0.04 10.52± 0.15 4.38± 0.44 2.26± 0.94
76 1.92± 0.06 329± 18 18.56± 0.03 -21.56± 0.03 0.82± 0.04 11.31± 0.04 10.94± 0.15 6.32± 0.73 2.71± 1.14
77 1.91± 0.05 328± 13 18.48± 0.02 -21.60± 0.02 0.81± 0.03 11.44± 0.02 10.93± 0.15 8.24± 0.58 2.57± 1.07
78 2.49± 0.03 330± 8 18.55± 0.01 -22.11± 0.01 0.84± 0.02 11.58± 0.02 11.12± 0.15 7.19± 0.34 2.49± 1.03
79 1.92± 0.02 338± 9 18.40± 0.00 -21.66± 0.01 0.83± 0.01 11.48± 0.01 10.93± 0.15 8.50± 0.30 2.39± 0.99
80 2.54± 0.06 333± 16 18.84± 0.03 -21.88± 0.03 0.86± 0.04 11.52± 0.03 11.08± 0.15 7.67± 0.79 2.76± 1.16
81 1.80± 0.05 326± 13 18.60± 0.02 -21.36± 0.02 0.83± 0.04 11.37± 0.03 10.87± 0.15 8.84± 0.77 2.77± 1.15
82 0.26± 0.01 328± 15 15.44± 0.02 -20.33± 0.02 0.76± 0.03 10.65± 0.04 10.37± 0.15 4.37± 0.47 2.27± 0.94
83 2.35± 0.03 353± 10 18.37± 0.01 -22.16± 0.01 0.89± 0.02 11.55± 0.02 11.21± 0.15 6.29± 0.29 2.86± 1.18
84 2.32± 0.03 369± 12 18.91± 0.01 -21.58± 0.01 0.85± 0.02 11.59± 0.02 10.94± 0.15 11.79± 0.62 2.65± 1.10
85 1.19± 0.01 389± 15 17.76± 0.01 -21.26± 0.01 0.79± 0.02 11.20± 0.02 10.68± 0.15 6.46± 0.32 1.95± 0.81
86 2.58± 0.04 428± 17 18.43± 0.01 -22.33± 0.01 0.83± 0.02 11.70± 0.02 11.18± 0.15 7.67± 0.41 2.33± 0.96

Table B.2.List of the derived parameters based on the Sersic fits from Simard et al. (2011) for our alternative candidate galaxies. First column: internal Sersic IDs of our galaxies.
Second column: scale radiusRr of the galaxies measured in the SDSS r band (in kpc). Third column: corrected central velocity dispersionσ0 (in km/s). Fourth column: surface
brightnessµr measured in the SDSS r band (in mag/arcsec2). Fifth column: absolute magnitude in r bandMr. Sixth column: g-r colour (Mg − Mr) (in mag). Seventh column:
logarithm of the dynamical massMdyn (in solar masses). Eighth column: logarithm of the stellar massM* (in solar masses). Ninth column: dynamical mass-to-light ratio �dyn
(in solar unitsM⊙/L⊙,r). Tenth column: stellar mass-to-light ratio�∗ (in solar unitsM⊙/L⊙,r).

Appendix C: The cross-match list and, the Ta10 and Tr09 sampl es

SDSS DR10 ID internal ID Sersic ID Taylor ID Trujillo IDNY SDSS DR10 ID internal ID Sersic ID Taylor ID Trujillo IDNY
1237648704060129355 - - 55 - 1237648721255596242 1 - - -
1237648703523520846 2 1 - - 1237651191892607189 3 2 - -
1237650760782905596 - - - 155310 1237651538710167661 - - - 225402
1237651252557513010 - 3 - - 1237651753466462236 4 - - -
1237652934037536913 5 4 - - 1237654880201932994 - - - 460843
1237654342254002376 - 5 - - 1237652900773298301 6 6 49 -
1237652629102067836 7 - - - 1237651252589363420 8 7 - -
1237655502424769160 9 8 - - 1237656496713892027 - - - 685469
1237657401874710721 - - 62 - 1237651539246186637 10 9 - -
1237654400765591702 - - 30 - 1237651735773708418 11 - - -
1237655742944248167 - 10 - - 1237662267538997604 - - 21 -
1237662501086691600 - - 38 - 1237659329240236080 12 - - -
1237666339727671425 13 - 19 - 1237651714798125236 14 11 - -
1237660615586611373 - 12 - - 1237658206124507259 15 13 - -
1237652943695184336 - - - 321479 1237658204522807485 - - - 796740
1237652944786424004 16 14 - - 1237652629104427133 - - 22 -
1237658423007707334 - 15 - - 1237660412113912034 - - - 929051
1237652629103968326 - - 18 - 1237662267540570526 17 - - -
1237653651308871866 - - 15 - 1237654400224592070 - - - 415405
1237650796219662509 - - 14 - 1237657242435584230 - 16 - -
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SDSS DR10 ID internal ID Sersic ID Taylor ID Trujillo IDNY SDSS DR10 ID internal ID Sersic ID Taylor ID Trujillo IDNY
1237657856067830007 - 17 - - 1237654391106896136 - - - 411130
1237654952670003535 - 18 - - 1237662524157460585 - - 1 -
1237670956787695816 - 19 - - 1237658300604809510 - - - 815852
1237652948530102500 18 20 - - 1237653665789575334 - - - 417973
1237662524694659165 - - 42 - 1237657590319022174 - - - 721837
1237656241159995854 19 - - - 1237656243317113067 20 21 - -
1237657610723655845 - 22 - - 1237655474503024820 21 23 - -
1237661070319091925 - - 8 - 1237658423018389671 - - - 824795
1237658424616616162 - 24 - - 1237657769628926193 - - 27 -
1237657190367297807 - - 48 - 1237657596224209238 22 25 - -
1237662264318034136 23 - - - 1237671265496006878 - - 20 -
1237657401346687209 - - 36 - 1237665569297203655 24 26 - -
1237674650998341919 - - 33 - 1237654605857751221 25 27 - -
1237655126084157462 - - 47 - 1237653614796865660 - 28 - -
1237655463236141124 - - 9 - 1237655465916170402 26 29 - -
1237658204493185306 - 30 - - 1237658206117036087 - - 26 -
1237659324945072200 - - - 896687 1237657628456190055 27 31 - -
1237657874328715438 - - 24 - 1237661356460671120 - - 12 -
1237659153685610726 - - 37 - 1237660343928750289 - - 57 -
1237660962936062177 - - - 986020 1237660025032081578 28 32 - -
1237661064411349290 29 33 - - 1237661064941929079 - - 45 -
1237659161735397586 - - - 890167 1237661068721586383 - - 61 -
1237661849849430137 30 34 - - 1237661069261209757 - 35 - -
1237662663746060502 - 36 - - 1237663277928022281 31 37 - -
1237661383314702588 32 38 - - 1237662619722711187 - - 50 -
1237662697568796852 33 39 - - 1237665128542044254 - - 34 -
1237665531170783414 - - 56 - 1237661812272857187 34 40 - -
1237665532252520624 35 41 - - 1237667255083991162 - 42 - -
1237667324323758158 - 43 - - 1237667735054647478 - 44 - -
1237662193459986552 - 45 - - 1237667736104861820 - 46 - -
1237662224087974057 36 - - - 1237670965389557929 - - 39 -
1237664130483618005 37 - - - 1237664669510074510 38 - - -
1237665549429899544 39 47 35 - 1237667209978380503 40 48 - -
1237663278461944053 41 49 - - 1237662340012638220 42 50 - -
1237662664292630745 - - 11 - 1237662307269804288 - - 52 -
1237667781740331285 - - 41 - 1237664667887140986 43 51 - -
1237664093432119636 44 52 - - 1237665533335175692 - 53 54 -
1237661850400260193 45 54 - - 1237664852035174654 46 55 - -
1237663543683711270 - - 43 - 1237665098466656347 - - 63 -
1237667321652248694 - 56 - - 1237667429035540562 47 - - -
1237664339328172101 - - - 1780650 1237673808655221213 48 - - -
1237667730736873763 - 57 - - 1237665373329096903 - - 10 -
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SDSS DR10 ID internal ID Sersic ID Taylor ID Trujillo IDNY SDSS DR10 ID internal ID Sersic ID Taylor ID Trujillo IDNY
1237664853648015625 - - 3 - 1237664854715727968 49 - - -
1237662664290402490 - 58 17 - 1237665535469486145 50 59 - -
1237665016311840908 - 60 - - 1237667212115050932 - 61 - -
1237667442972754078 - - 53 - 1237665564997976239 - 62 - -
1237663478723969457 51 63 - - 1237665440978698364 52 - 59 -
1237667910055100586 53 64 13 - 1237667252924842120 - - - 2258945
1237667734526492801 54 65 - - 1237667782277071029 - - 46 -
1237670450522816720 - 66 - - 1237668495245705310 - - - 2402259
1237663789032669425 - 67 - - 1237662619725005006 55 - - -
1237664869745230095 56 - - - 1237665429169242591 57 68 - -
1237665440975224988 58 - - - 1237668299281662070 59 69 - -
1237668349753950509 60 70 - - 1237670449986273410 - - 31 -
1237661871876669606 - - 5 - 1237667783900135493 - 71 - -
1237668271372501042 61 72 - - 1237648721758978188 62 73 - -
1237663547440431315 - - 2 - 1237668625165975629 - - 23 -
1237668495782117442 - 74 - - 1237648720716890184 - - - 54829
1237674365919363403 - - 7 - 1237664671640715458 63 75 - -
1237661356469387315 - - 60 - 1237665351319552146 - - 6 -
1237661433237733495 - - 25 - 1237661139034046601 - - - 1044397
1237667735062708393 64 - - - 1237662237484646804 - - 4 -
1237662335717015837 65 76 - - 1237667782274187688 - 77 - -
1237661087497126080 - 78 - - 1237668585969877156 - - - 2434587
1237668310021440087 66 - - - 1237662195064438832 - - - 1173134
1237661358617067696 67 79 - - 1237648721747378408 - - 28 -
1237653651837026391 - 80 - - 1237668298203070641 68 81 - -
1237662336261685637 - - 29 - 1237662224621240601 - - 51 -
1237654604796985469 - 82 - - 1237662236945088747 - - 58 -
1237662336794820961 69 - - - 1237667917032980629 70 83 - -
1237662224614490342 71 - - - 1237661950244945934 72 84 - -
1237668333640810655 73 85 - - 1237662236410577091 74 - - -
1237662302971691136 75 - - - 1237661971718799467 - - 40 -
1237667917030555837 76 86 - -

Table C.1.Cross-match list of all IDs of all galaxies of used in this investigation. First column: Object IDs used by SDSS DR10. Second column: internal IDs of our candidate
sample. Third column: Sersic IDs of the alternative sample based on the parameters from Simard et al. (2011) provided in Appendix B. Fourth column: IDs of Taylor et al. (2010)
as listed in their paper. Fifth column: IDNY from Trujillo etal. (2009).

Taylor ID SDSS DR10 ID ra dec z msdss,r asdss σsdss qb/a LETG
[◦] [ ◦] [mag] [arcsec] [km/s]

55 1237648704060129355 228.8519 -0.3402 0.1001 16.49± 0.00 1.62± 0.03 359± 11 0.84 0.86
49 1237652900773298301 58.0541 -5.8611 0.1137 17.25± 0.01 1.03± 0.02 306± 14 0.38 0.66
62 1237657401874710721 121.4479 32.8120 0.1203 16.97± 0.01 1.38± 0.03 227± 10 0.80 0.78
30 1237654400765591702 178.7375 65.7964 0.1071 16.74± 0.00 1.11± 0.01 192± 8 0.62 0.75
21 1237662267538997604 231.9958 5.0639 0.0872 16.94± 0.00 1.00± 0.02 229± 8 0.85 0.88
38 1237662501086691600 253.5743 26.9582 0.1035 17.10± 0.00 0.81± 0.01 174± 8 0.46 0.67
19 1237666339727671425 20.8205 0.2955 0.0928 17.10± 0.00 1.11± 0.02 296± 11 0.73 0.88
22 1237652629104427133 13.5572 -10.6207 0.1189 17.70± 0.01 0.83± 0.04 143± 14 0.91 0.8631
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Taylor ID SDSS DR10 ID ra dec z msdss,r asdss σsdss qb/a LETG
[◦] [ ◦] [mag] [arcsec] [km/s]

18 1237652629103968326 12.4721 -10.7547 0.0983 17.36± 0.01 1.06± 0.04 184± 12 0.90 0.68
15 1237653651308871866 25.4214 13.6498 0.0724 16.43± 0.00 1.25± 0.02 183± 6 0.87 0.81
14 1237650796219662509 145.3475 0.0544 0.0913 17.08± 0.00 0.95± 0.02 163± 7 0.98 0.84
1 1237662524157460585 190.1666 13.8156 0.0865 16.38± 0.00 1.02± 0.02 160± 6 0.77 0.83
42 1237662524694659165 190.9405 14.1608 0.0877 16.59± 0.00 1.43± 0.02 231± 8 0.58 0.76
8 1237661070319091925 143.0571 11.7045 0.0821 16.49± 0.00 0.90± 0.01 166± 6 0.86 0.70
27 1237657769628926193 131.3568 41.5528 0.1015 16.96± 0.00 1.19± 0.03 192± 8 0.98 0.79
48 1237657190367297807 357.6717 -0.6124 0.0794 16.07± 0.00 1.77± 0.02 187± 7 0.58 0.68
20 1237671265496006878 191.8619 -1.5344 0.0887 16.89± 0.00 1.16± 0.02 249± 10 0.64 0.83
36 1237657401346687209 141.6903 45.8730 0.0799 16.53± 0.00 1.23± 0.02 221± 9 0.98 0.79
33 1237674650998341919 170.7120 0.4215 0.1040 17.18± 0.01 1.12± 0.02 259± 9 0.70 0.63
47 1237655126084157462 187.1464 5.5812 0.0676 15.30± 0.00 1.52± 0.01 175± 4 0.87 0.88
9 1237655463236141124 204.6658 59.8185 0.0707 16.43± 0.00 1.16± 0.01 235± 7 0.78 0.82
26 1237658206117036087 166.7747 49.6303 0.1069 17.17± 0.00 1.07± 0.03 189± 10 0.96 0.77
24 1237657874328715438 139.8645 40.1167 0.0937 16.73± 0.00 1.29± 0.03 167± 7 0.89 0.89
12 1237661356460671120 153.4443 42.0479 0.1060 17.03± 0.00 0.93± 0.01 143± 8 0.71 0.81
37 1237659153685610726 254.3686 26.7014 0.1198 17.66± 0.01 1.00± 0.04 203± 12 0.92 0.82
57 1237660343928750289 127.0233 30.0714 0.1097 17.13± 0.01 1.90± 0.06 129± 9 0.96 0.91
45 1237661064941929079 124.0758 5.9420 0.1032 17.00± 0.00 1.01± 0.02 221± 11 0.98 0.81
61 1237661068721586383 173.8238 13.9530 0.0821 15.61± 0.00 2.25± 0.02 279± 7 0.89 0.97
50 1237662619722711187 235.1621 32.1894 0.1183 17.18± 0.01 2.25± 0.04 173± 15 0.56 0.75
34 1237665128542044254 179.5965 35.0486 0.0807 16.69± 0.00 1.39± 0.02 199± 8 0.79 0.87
56 1237665531170783414 203.4256 25.7488 0.0742 15.59± 0.00 2.70± 0.02 237± 6 0.96 1.00
39 1237670965389557929 149.4396 16.5398 0.1017 16.72± 0.00 1.25± 0.02 183± 7 0.64 0.74
35 1237665549429899544 223.0734 22.4871 0.1165 17.39± 0.01 0.78± 0.01 335± 13 0.29 0.62
11 1237662664292630745 244.4193 24.3831 0.0829 17.20± 0.01 1.70± 0.04 152± 9 0.57 0.83
52 1237662307269804288 232.0260 32.5324 0.0918 16.49± 0.00 1.56± 0.02 247± 8 0.68 0.79
41 1237667781740331285 135.7019 14.4294 0.1141 16.97± 0.00 0.96± 0.02 163± 6 0.82 0.87
54 1237665533335175692 243.8410 16.3942 0.0818 15.87± 0.00 1.86± 0.01 311± 7 0.58 0.81
43 1237663543683711270 331.9419 0.3080 0.0978 17.05± 0.01 1.20± 0.03 216± 12 0.94 0.88
63 1237665098466656347 149.9874 30.2277 0.0833 15.61± 0.00 2.62± 0.03 289± 8 0.66 0.90
10 1237665373329096903 230.2855 24.2198 0.0813 16.75± 0.00 1.17± 0.02 153± 6 0.98 0.79
3 1237664853648015625 225.3171 30.5827 0.0984 17.05± 0.00 0.92± 0.01 195± 6 0.70 0.88
17 1237662664290402490 239.6933 27.2131 0.0879 17.04± 0.00 1.17± 0.02 292± 15 0.79 0.74
53 1237667442972754078 189.3463 27.3214 0.1009 16.61± 0.00 1.39± 0.02 256± 8 0.84 0.91
59 1237665440978698364 194.2722 28.9814 0.0686 15.45± 0.00 2.19± 0.01 340± 8 0.57 0.78
13 1237667910055100586 181.7985 23.8744 0.0775 16.55± 0.00 1.21± 0.02 328± 11 0.77 0.86
46 1237667782277071029 135.2174 14.7181 0.0959 17.63± 0.01 1.24± 0.04 204± 11 0.82 0.84
31 1237670449986273410 138.7474 16.3422 0.0909 16.88± 0.00 1.61± 0.03 167± 8 0.65 0.78
5 1237661871876669606 215.4104 40.0323 0.1003 17.51± 0.01 1.06± 0.02 176± 10 0.42 0.74
2 1237663547440431315 127.0272 55.3799 0.0669 16.42± 0.00 1.31± 0.03 191± 7 0.93 0.81
23 1237668625165975629 199.4207 17.6978 0.0739 15.97± 0.00 1.50± 0.01 141± 5 0.65 0.80
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Taylor ID SDSS DR10 ID ra dec z msdss,r asdss σsdss qb/a LETG
[◦] [ ◦] [mag] [arcsec] [km/s]

7 1237674365919363403 118.8170 33.2286 0.0985 17.06± 0.00 0.92± 0.01 154± 7 0.62 0.67
60 1237661356469387315 180.7761 46.6946 0.0730 15.16± 0.00 1.91± 0.01 267± 6 0.64 0.93
6 1237665351319552146 222.1299 26.4879 0.1063 16.80± 0.00 0.71± 0.02 155± 6 0.92 0.68
25 1237661433237733495 195.3300 46.1813 0.0914 16.77± 0.00 1.22± 0.02 212± 9 0.63 0.80
4 1237662237484646804 227.0853 7.2533 0.0770 16.79± 0.00 1.03± 0.02 199± 8 1.00 0.76
28 1237648721747378408 133.7980 0.2189 0.1020 16.60± 0.00 0.95± 0.01 183± 6 0.44 0.72
29 1237662336261685637 252.5918 22.1319 0.1182 17.62± 0.01 0.78± 0.01 262± 14 0.43 0.73
51 1237662224621240601 230.9765 29.9078 0.1128 17.09± 0.01 1.42± 0.03 207± 11 0.80 0.88
58 1237662236945088747 220.8522 7.6574 0.0842 15.48± 0.00 1.64± 0.02 234± 5 0.93 0.87
40 1237661971718799467 176.6058 7.6119 0.0867 16.17± 0.00 1.17± 0.01 206± 5 0.61 0.74

Table C.2.List of the basic parameters of all galaxies in our basic sample that are also parts of the galaxies provided in Taylor et al. (2010). First column: IDs used in the table
in their paper. Second column: object ID used by SDSS DR10. Third and fourth column: equatorial coordinates of the galaxies. Fifth column: redshiftz, already corrected for
our motion relative to the CMB. Sixth, seventh, and eighth columns: observed uncorrected refitted SDSS parameters in thefollowing order: observed apparent magnitudemsdss,
angular semi-major axisasdss, central velocity dispersionσsdss. Ninth column: axis ratioqb/a. Tenth column: GalaxyZoo probabilityLETG of the galaxy being classified as an
early-type.

Taylor ID Rr σ0 µr Mr (Mg − Mr) Mz log10(Mdyn) log10(M∗) �dyn �∗
[kpc] [km s−1] [ mag

arcsec2 ] [mag] [mag] [mag] [log10(M⊙)] [log10(M⊙)] [ M⊙/L⊙,r] [ M⊙/L⊙,r]
55 2.76± 0.05 391± 12 18.80± 0.04 -22.08± 0.01 0.77± 0.01 -22.68± 0.01 11.69± 0.02 11.12± 0.15 9.39± 0.40 2.51± 1.04
49 1.32± 0.04 344± 15 17.50± 0.06 -21.79± 0.01 0.77± 0.01 -22.46± 0.01 11.26± 0.02 10.95± 0.15 4.54± 0.26 2.23± 0.92
62 2.71± 0.06 248± 11 18.81± 0.05 -22.05± 0.01 0.76± 0.01 -22.91± 0.01 11.29± 0.02 11.23± 0.15 3.84± 0.21 3.32± 1.37
30 1.72± 0.02 213± 9 17.99± 0.03 -21.87± 0.01 0.69± 0.01 -22.40± 0.01 10.96± 0.02 10.91± 0.15 2.12± 0.10 1.89± 0.78
21 1.51± 0.03 253± 8 18.29± 0.04 -21.27± 0.01 0.81± 0.01 -21.98± 0.01 11.05± 0.02 10.80± 0.15 4.57± 0.19 2.55± 1.05
38 1.04± 0.03 197± 10 17.15± 0.05 -21.62± 0.01 0.76± 0.01 -22.20± 0.01 10.67± 0.02 10.83± 0.15 1.38± 0.08 2.00± 0.83
19 1.66± 0.03 327± 13 18.54± 0.04 -21.22± 0.01 0.76± 0.01 -21.87± 0.01 11.31± 0.02 10.78± 0.15 8.76± 0.41 2.58± 1.07
22 1.72± 0.08 159± 16 18.62± 0.10 -21.25± 0.01 0.85± 0.02 -21.87± 0.02 10.70± 0.05 10.87± 0.15 2.09± 0.24 3.03± 1.25
18 1.84± 0.07 203± 14 18.90± 0.09 -21.10± 0.01 0.76± 0.02 -21.83± 0.01 10.94± 0.03 10.82± 0.15 4.18± 0.34 3.11± 1.28
15 1.62± 0.03 201± 7 18.33± 0.04 -21.37± 0.01 0.75± 0.01 -22.02± 0.01 10.88± 0.02 10.78± 0.15 2.84± 0.12 2.21± 0.91
14 1.61± 0.04 180± 8 18.39± 0.05 -21.31± 0.01 0.81± 0.01 -21.89± 0.01 10.78± 0.02 10.79± 0.15 2.38± 0.13 2.41± 1.00
1 1.45± 0.02 178± 6 17.71± 0.04 -21.76± 0.01 0.69± 0.01 -22.26± 0.01 10.73± 0.02 10.76± 0.15 1.38± 0.06 1.50± 0.62
42 1.79± 0.03 254± 9 18.34± 0.03 -21.59± 0.01 0.79± 0.01 -22.21± 0.01 11.13± 0.02 10.88± 0.15 4.07± 0.17 2.27± 0.94
8 1.30± 0.01 185± 7 17.72± 0.03 -21.51± 0.01 0.69± 0.01 -22.09± 0.01 10.71± 0.02 10.69± 0.15 1.69± 0.07 1.59± 0.66
27 2.23± 0.05 210± 9 18.85± 0.05 -21.56± 0.01 0.74± 0.01 -22.15± 0.01 11.06± 0.02 10.76± 0.15 3.54± 0.18 1.78± 0.74
48 2.03± 0.02 204± 8 18.31± 0.03 -21.88± 0.01 0.71± 0.01 -22.46± 0.01 10.99± 0.02 11.01± 0.15 2.28± 0.10 2.36± 0.98
20 1.55± 0.03 276± 11 18.30± 0.04 -21.31± 0.01 0.80± 0.01 -21.91± 0.01 11.14± 0.02 10.79± 0.15 5.32± 0.26 2.39± 0.99
36 1.84± 0.03 242± 9 18.56± 0.04 -21.42± 0.01 0.80± 0.01 -22.12± 0.01 11.10± 0.02 10.89± 0.15 4.40± 0.20 2.72± 1.12
33 1.80± 0.03 286± 10 18.53± 0.04 -21.43± 0.01 0.80± 0.01 -22.04± 0.01 11.23± 0.02 10.83± 0.15 6.02± 0.26 2.39± 0.99
47 1.85± 0.02 190± 5 17.74± 0.02 -22.24± 0.00 0.70± 0.01 -22.74± 0.01 10.89± 0.01 10.97± 0.15 1.30± 0.04 1.56± 0.64
9 1.38± 0.02 259± 7 18.15± 0.03 -21.20± 0.01 0.77± 0.01 -21.84± 0.01 11.03± 0.01 10.74± 0.15 4.67± 0.16 2.38± 0.98
26 2.07± 0.06 209± 11 18.81± 0.06 -21.46± 0.01 0.76± 0.01 -22.08± 0.01 11.02± 0.02 10.84± 0.15 3.59± 0.22 2.38± 0.98
24 2.13± 0.05 183± 8 18.74± 0.05 -21.57± 0.01 0.74± 0.01 -22.15± 0.01 10.92± 0.02 10.85± 0.15 2.56± 0.13 2.18± 0.90
12 1.54± 0.03 160± 9 18.06± 0.04 -21.55± 0.01 0.69± 0.01 -22.13± 0.01 10.66± 0.03 10.68± 0.15 1.42± 0.09 1.51± 0.62
37 2.09± 0.08 225± 13 18.91± 0.08 -21.38± 0.01 0.82± 0.02 -22.07± 0.02 11.09± 0.03 10.89± 0.15 4.50± 0.32 2.81± 1.16
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Taylor ID Rr σ0 µr Mr (Mg − Mr) Mz log10(Mdyn) log10(M∗) �dyn �∗
[kpc] [km s−1] [ mag

arcsec2 ] [mag] [mag] [mag] [log10(M⊙)] [log10(M⊙)] [ M⊙/L⊙,r] [ M⊙/L⊙,r]
57 3.76± 0.12 139± 10 19.96± 0.07 -21.61± 0.01 0.67± 0.01 -22.20± 0.01 10.92± 0.03 10.84± 0.15 2.50± 0.20 2.06± 0.85
45 1.90± 0.04 244± 12 18.52± 0.05 -21.56± 0.01 0.81± 0.01 -22.16± 0.01 11.12± 0.02 10.98± 0.15 4.11± 0.24 2.95± 1.22
61 3.31± 0.03 299± 7 18.83± 0.02 -22.42± 0.01 1.05± 0.01 -23.02± 0.01 11.54± 0.01 11.19± 0.15 4.83± 0.14 2.19± 0.90
50 3.64± 0.09 187± 16 19.75± 0.05 -21.74± 0.01 0.77± 0.01 -22.18± 0.01 11.17± 0.04 10.83± 0.15 3.86± 0.35 1.78± 0.74
34 1.89± 0.03 218± 9 18.78± 0.03 -21.26± 0.01 0.79± 0.01 -21.89± 0.01 11.02± 0.02 10.83± 0.15 4.29± 0.20 2.74± 1.13
56 3.74± 0.03 252± 7 19.37± 0.02 -22.14± 0.01 0.81± 0.01 -22.71± 0.01 11.44± 0.01 11.12± 0.15 5.00± 0.15 2.37± 0.98
39 1.89± 0.04 202± 8 18.24± 0.04 -21.81± 0.01 0.69± 0.01 -22.38± 0.01 10.95± 0.02 10.90± 0.15 2.19± 0.10 1.93± 0.80
35 0.89± 0.02 383± 15 16.94± 0.05 -21.50± 0.01 0.80± 0.01 -22.20± 0.01 11.18± 0.02 10.87± 0.15 4.96± 0.25 2.45± 1.01
11 2.00± 0.06 166± 9 19.22± 0.06 -20.95± 0.01 0.71± 0.01 -21.56± 0.02 10.81± 0.03 10.53± 0.15 3.51± 0.23 1.86± 0.77
52 2.22± 0.03 270± 9 18.60± 0.03 -21.80± 0.01 0.83± 0.01 -22.43± 0.01 11.27± 0.02 10.99± 0.15 4.67± 0.19 2.45± 1.01
41 1.81± 0.03 181± 6 18.11± 0.04 -21.87± 0.01 0.72± 0.01 -22.47± 0.01 10.84± 0.02 10.87± 0.15 1.62± 0.07 1.75± 0.72
54 2.18± 0.02 339± 7 18.14± 0.02 -22.21± 0.01 0.76± 0.01 -22.87± 0.01 11.46± 0.01 11.12± 0.15 4.97± 0.14 2.25± 0.93
43 2.12± 0.05 238± 13 18.78± 0.05 -21.52± 0.01 0.77± 0.01 -22.15± 0.01 11.14± 0.02 10.88± 0.15 4.47± 0.27 2.42± 1.00
63 3.34± 0.05 310± 9 18.85± 0.03 -22.42± 0.01 0.80± 0.01 -23.08± 0.01 11.57± 0.01 11.30± 0.15 5.22± 0.18 2.80± 1.15
10 1.78± 0.03 168± 6 18.60± 0.03 -21.31± 0.01 0.78± 0.01 -21.90± 0.01 10.77± 0.02 10.80± 0.15 2.30± 0.10 2.49± 1.03
3 1.42± 0.02 218± 7 18.06± 0.04 -21.37± 0.01 0.74± 0.01 -21.94± 0.01 10.89± 0.02 10.71± 0.15 2.88± 0.11 1.92± 0.79
17 1.71± 0.03 322± 17 18.64± 0.04 -21.19± 0.01 0.82± 0.01 -21.89± 0.01 11.31± 0.02 10.82± 0.15 9.00± 0.54 2.88± 1.19
53 2.39± 0.04 280± 9 18.70± 0.03 -21.87± 0.01 0.79± 0.01 -22.50± 0.01 11.34± 0.02 11.05± 0.15 5.08± 0.20 2.60± 1.07
59 2.17± 0.02 368± 9 18.22± 0.02 -22.10± 0.01 0.84± 0.01 -22.80± 0.01 11.53± 0.01 11.10± 0.15 6.43± 0.19 2.37± 0.98
13 1.57± 0.03 361± 12 18.30± 0.03 -21.33± 0.01 0.76± 0.01 -21.91± 0.01 11.38± 0.02 10.85± 0.15 9.11± 0.39 2.70± 1.12
46 2.01± 0.07 224± 12 19.33± 0.07 -20.85± 0.01 0.86± 0.02 -21.65± 0.01 11.07± 0.03 10.83± 0.15 6.97± 0.47 4.04± 1.67
31 2.21± 0.05 182± 8 19.00± 0.05 -21.39± 0.01 0.71± 0.01 -22.01± 0.01 10.93± 0.02 10.75± 0.15 3.10± 0.17 2.05± 0.85
5 1.28± 0.04 197± 12 18.26± 0.06 -20.95± 0.01 0.75± 0.01 -21.78± 0.01 10.76± 0.03 10.57± 0.15 3.13± 0.22 2.01± 0.83
2 1.63± 0.03 209± 7 18.54± 0.04 -21.16± 0.01 0.74± 0.01 -21.82± 0.01 10.92± 0.02 10.72± 0.15 3.72± 0.16 2.35± 0.97
23 1.71± 0.02 154± 6 18.04± 0.02 -21.77± 0.00 0.67± 0.01 -22.29± 0.01 10.68± 0.02 10.77± 0.15 1.21± 0.05 1.52± 0.63
7 1.32± 0.02 172± 8 17.84± 0.04 -21.44± 0.01 0.70± 0.01 -22.12± 0.01 10.66± 0.02 10.78± 0.15 1.58± 0.08 2.09± 0.86
60 2.13± 0.02 290± 6 17.73± 0.02 -22.55± 0.00 0.74± 0.01 -23.23± 0.01 11.32± 0.01 11.02± 0.15 2.59± 0.07 1.29± 0.53
6 1.33± 0.03 174± 7 17.48± 0.05 -21.83± 0.01 0.69± 0.01 -22.38± 0.01 10.67± 0.02 10.84± 0.15 1.13± 0.05 1.66± 0.68
25 1.66± 0.03 235± 10 18.29± 0.04 -21.47± 0.01 0.78± 0.01 -22.07± 0.01 11.03± 0.02 10.81± 0.15 3.58± 0.17 2.17± 0.90
4 1.50± 0.04 220± 9 18.44± 0.05 -21.09± 0.01 0.77± 0.01 -21.74± 0.01 10.93± 0.02 10.69± 0.15 4.02± 0.20 2.34± 0.97
28 1.20± 0.02 206± 6 17.08± 0.03 -21.99± 0.01 0.67± 0.01 -22.54± 0.01 10.77± 0.01 10.84± 0.15 1.24± 0.04 1.46± 0.60
29 1.10± 0.03 297± 16 17.54± 0.06 -21.37± 0.01 0.83± 0.02 -22.06± 0.02 11.05± 0.02 10.88± 0.15 4.20± 0.26 2.83± 1.17
51 2.62± 0.06 227± 12 19.08± 0.05 -21.70± 0.01 0.82± 0.01 -22.26± 0.01 11.19± 0.02 10.93± 0.15 4.29± 0.26 2.31± 0.95
58 2.52± 0.03 253± 5 18.02± 0.03 -22.64± 0.00 0.70± 0.01 -23.22± 0.01 11.27± 0.01 11.18± 0.15 2.15± 0.06 1.74± 0.72
40 1.49± 0.02 229± 6 17.58± 0.03 -21.95± 0.00 0.72± 0.01 -22.54± 0.01 10.96± 0.01 10.88± 0.15 1.97± 0.06 1.65± 0.68

Table C.3. List of the derived parameters of all galaxies in our basic sample that are also parts of the galaxies provided in Taylor etal. (2010). First column: IDs used in the
table in their paper. Second column: scale radiusRr of the galaxies measured in the SDSS r band (in kpc). Third column: corrected central velocity dispersionσ0 (in km/s).
Fourth column: surface brightnessµr measured in the SDSS r band (in mag/arcsec2). Fifth column: absolute magnitude in r bandMr. Sixth column: g-r colour (Mg − Mr) (in
mag). Seventh column: logarithm of the dynamical massMdyn (in solar masses). Eighth column: logarithm of the stellar massM* (in solar masses). Ninth column: dynamical
mass-to-light ratio�dyn (in solar unitsM⊙/L⊙,r). Tenth column: stellar mass-to-light ratio�∗ (in solar unitsM⊙/L⊙,r).
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Trujillo IDNY SDSS DR10 ID ra dec z msdss,r asdss σsdss qb/a LETG
[◦] [ ◦] [mag] [arcsec] [km/s]

155310 1237650760782905596 186.7713 -3.2216 0.1665 17.42± 0.01 0.59± 0.01 202± 8 0.44 0.78
225402 1237651538710167661 172.5828 66.8247 0.1441 17.09± 0.00 0.76± 0.01 188± 5 0.22 0.55
460843 1237654880201932994 219.0524 4.0700 0.1534 17.50± 0.01 0.49± 0.01 204± 9 0.56 0.53
685469 1237656496713892027 335.4180 13.9873 0.1486 17.33± 0.01 0.90± 0.01 174± 9 0.45 0.69
321479 1237652943695184336 320.2198 11.1203 0.1274 16.64± 0.00 0.76± 0.01 216± 8 0.48 0.82
796740 1237658204522807485 221.9016 43.4960 0.1828 17.59± 0.01 0.70± 0.01 178± 9 0.34 0.69
929051 1237660412113912034 139.8602 6.8893 0.1856 17.50± 0.01 0.48± 0.01 168± 12 0.78 0.56
415405 1237654400224592070 157.7106 62.9833 0.1675 17.65± 0.01 0.71± 0.01 189± 10 0.29 0.53
411130 1237654391106896136 127.3659 46.2254 0.1683 17.66± 0.01 0.80± 0.01 199± 9 0.26 0.59
815852 1237658300604809510 151.6223 7.2351 0.1222 16.64± 0.00 0.83± 0.01 181± 7 0.62 0.79
417973 1237653665789575334 135.8508 2.4459 0.1890 17.38± 0.01 0.82± 0.01 221± 10 0.25 0.55
721837 1237657590319022174 167.9007 53.6700 0.1427 16.80± 0.00 0.51± 0.01 186± 5 0.74 0.78
824795 1237658423018389671 163.3506 6.4059 0.1873 17.65± 0.01 0.58± 0.01 189± 10 0.63 0.74
896687 1237659324945072200 218.9466 54.5913 0.1305 16.59± 0.00 0.66± 0.01 187± 6 0.96 0.80
986020 1237660962936062177 129.8227 30.6294 0.1798 17.76± 0.01 0.58± 0.01 233± 11 0.43 0.81
890167 1237659161735397586 234.8920 44.2979 0.1436 17.36± 0.01 0.53± 0.01 155± 9 0.49 0.54
1780650 1237664339328172101 180.7131 38.2790 0.1579 17.36 ± 0.01 0.67± 0.01 211± 10 0.57 0.60
2258945 1237667252924842120 141.8472 21.9347 0.1686 17.22 ± 0.01 0.87± 0.01 231± 9 0.29 0.54
2402259 1237668495245705310 177.6347 17.0510 0.1566 17.07 ± 0.00 0.56± 0.02 213± 10 1.00 0.76
54829 1237648720716890184 232.5811 -0.4885 0.0861 16.09± 0.00 0.78± 0.01 130± 4 0.92 0.75

1044397 1237661139034046601 154.1551 39.0343 0.1965 17.77 ± 0.01 0.62± 0.02 196± 10 0.68 0.80
2434587 1237668585969877156 169.2473 17.1548 0.1739 17.67 ± 0.01 0.61± 0.01 199± 10 0.48 0.76
1173134 1237662195064438832 188.1617 42.8557 0.1668 17.76 ± 0.01 0.84± 0.02 202± 12 0.30 0.79

Table C.4.List of the basic parameters of all galaxies in our basic sample that are also parts of the galaxies provided in Trujillo etal. (2009). First column: IDNYs used in the
table in their paper. Second column: object ID used by SDSS DR10. Third and fourth column: equatorial coordinates of the galaxies. Fifth column: redshiftz, already corrected
for our motion relative to the CMB. Sixth, seventh, and eighth columns: observed uncorrected refitted SDSS parameters inthe following order: observed apparent magnitude
msdss, angular semi-major axisasdss, central velocity dispersionσsdss. Ninth column: axis ratioqb/a. Tenth column: GalaxyZoo probabilityLETG of the galaxy being classified as
an early-type.

Trujillo IDNY Rr σ0 µr Mr (Mg − Mr) Mz log10(Mdyn) log10(M∗) �dyn �∗
[kpc] [km s−1] [ mag

arcsec2 ] [mag] [mag] [mag] [log10(M⊙)] [log10(M⊙)] [ M⊙/L⊙,r] [ M⊙/L⊙,r]
155310 1.14± 0.02 232± 9 16.67± 0.05 -22.35± 0.01 0.69± 0.01 -22.91± 0.01 10.85± 0.02 11.02± 0.15 1.06± 0.05 1.57± 0.65
225402 0.92± 0.02 217± 5 16.31± 0.04 -22.23± 0.01 0.71± 0.01 -22.81± 0.01 10.70± 0.01 11.02± 0.15 0.84± 0.03 1.74± 0.72
460843 1.00± 0.02 234± 10 16.66± 0.05 -22.07± 0.01 0.72± 0.01 -22.59± 0.01 10.80± 0.02 10.94± 0.15 1.23± 0.06 1.67± 0.69
685469 1.58± 0.03 196± 10 17.49± 0.04 -22.23± 0.01 0.72± 0.01 -22.76± 0.01 10.85± 0.02 11.02± 0.15 1.18± 0.07 1.74± 0.72
321479 1.21± 0.02 245± 9 16.60± 0.03 -22.52± 0.01 0.63± 0.01 -23.01± 0.01 10.93± 0.02 10.91± 0.15 1.08± 0.05 1.04± 0.43
796740 1.28± 0.04 204± 10 16.93± 0.07 -22.36± 0.01 0.71± 0.01 -22.85± 0.02 10.79± 0.03 11.01± 0.15 0.92± 0.06 1.50± 0.62
929051 1.35± 0.04 192± 14 16.90± 0.06 -22.51± 0.01 0.66± 0.01 -22.98± 0.02 10.76± 0.03 10.98± 0.15 0.75± 0.06 1.24± 0.51
415405 1.12± 0.02 217± 12 16.91± 0.04 -22.08± 0.01 0.75± 0.01 -22.65± 0.01 10.79± 0.02 11.00± 0.15 1.18± 0.07 1.92± 0.79
411130 1.20± 0.03 228± 10 17.02± 0.06 -22.13± 0.01 0.73± 0.01 -22.66± 0.01 10.86± 0.02 10.99± 0.15 1.34± 0.07 1.82± 0.75
815852 1.45± 0.03 204± 8 17.21± 0.04 -22.30± 0.01 0.67± 0.01 -22.90± 0.01 10.85± 0.02 10.95± 0.15 1.10± 0.05 1.40± 0.58
417973 1.33± 0.04 252± 12 16.68± 0.06 -22.71± 0.01 0.67± 0.01 -23.23± 0.01 10.99± 0.02 11.14± 0.15 1.06± 0.06 1.51± 0.62
721837 1.11± 0.02 212± 6 16.48± 0.04 -22.46± 0.00 0.64± 0.01 -22.94± 0.01 10.76± 0.01 11.01± 0.15 0.78± 0.03 1.38± 0.57
824795 1.47± 0.04 215± 12 17.20± 0.06 -22.41± 0.01 0.70± 0.01 -23.02± 0.01 10.90± 0.03 11.05± 0.15 1.13± 0.07 1.59± 0.66
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Trujillo IDNY Rr σ0 µr Mr (Mg − Mr) Mz log10(Mdyn) log10(M∗) �dyn �∗
[kpc] [km s−1] [ mag

arcsec2 ] [mag] [mag] [mag] [log10(M⊙)] [log10(M⊙)] [ M⊙/L⊙,r] [ M⊙/L⊙,r]
896687 1.51± 0.03 211± 7 17.15± 0.04 -22.46± 0.00 0.64± 0.01 -22.87± 0.01 10.89± 0.02 10.98± 0.15 1.06± 0.04 1.31± 0.54
986020 1.17± 0.03 268± 12 16.89± 0.06 -22.22± 0.01 0.73± 0.01 -22.79± 0.01 10.99± 0.02 11.01± 0.15 1.65± 0.09 1.72± 0.71
890167 0.95± 0.02 178± 10 16.66± 0.05 -21.96± 0.01 0.68± 0.01 -22.61± 0.01 10.54± 0.03 10.91± 0.15 0.76± 0.05 1.75± 0.72
1780650 1.41± 0.04 239± 11 17.29± 0.06 -22.19± 0.01 0.69± 0.01 -22.72± 0.01 10.97± 0.02 10.91± 0.15 1.63± 0.09 1.42± 0.59
2258945 1.38± 0.04 262± 10 16.88± 0.06 -22.56± 0.01 0.74± 0.01 -23.12± 0.01 11.04± 0.02 11.18± 0.15 1.36± 0.07 1.85± 0.76
2402259 1.55± 0.05 241± 11 17.19± 0.06 -22.49± 0.01 0.61± 0.01 -22.97± 0.01 11.02± 0.02 11.03± 0.15 1.37± 0.08 1.42± 0.59
54829 1.22± 0.01 146± 5 16.86± 0.03 -22.23± 0.00 0.63± 0.01 -22.75± 0.01 10.48± 0.01 10.95± 0.15 0.50± 0.02 1.47± 0.61

1044397 1.72± 0.06 223± 12 17.56± 0.08 -22.39± 0.01 0.73± 0.01 -22.95± 0.01 10.99± 0.03 11.11± 0.15 1.43± 0.09 1.84± 0.76
2434587 1.28± 0.04 228± 12 17.14± 0.06 -22.14± 0.01 0.71± 0.01 -22.70± 0.01 10.89± 0.02 10.97± 0.15 1.40± 0.09 1.70± 0.70
1173134 1.34± 0.05 230± 13 17.40± 0.08 -21.99± 0.01 0.73± 0.01 -22.62± 0.02 10.92± 0.03 11.00± 0.15 1.73± 0.12 2.09± 0.86

Table C.5.List of the derived parameters of all galaxies in our basic sample that are also parts of the galaxies provided in Trujilloet al. (2009). First column: IDNYs used in
the table in their paper. Second column: scale radiusRr of the galaxies measured in the SDSS r band (in kpc). Third column: corrected central velocity dispersionσ0 (in km/s).
Fourth column: surface brightnessµr measured in the SDSS r band (in mag/arcsec2). Fifth column: absolute magnitude in r bandMr. Sixth column: g-r colour (Mg − Mr) (in
mag). Seventh column: logarithm of the dynamical massMdyn (in solar masses). Eighth column: logarithm of the stellar massM* (in solar masses). Ninth column: dynamical
mass-to-light ratio�dyn (in solar unitsM⊙/L⊙,r). Tenth column: stellar mass-to-light ratio�∗ (in solar unitsM⊙/L⊙,r).
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Krajnović, D., Bacon, R., Cappellari, M., et al. 2008,MNRAS, 390, 93
Kriek, M., van Dokkum, P. G., Franx, M., et al. 2008,ApJ, 677, 219
Kriek, M., van Dokkum, P. G., Franx, M., et al. 2006,ApJ, 649, L71
La Barbera, F., de Carvalho, R. R., de La Rosa, I. G., & Lopes, P. A. A. 2010,

MNRAS, 408, 1335
Läsker, R., van den Bosch, R. C. E., van de Ven, G., et al. 2013,MNRAS, 434,

L31
Lintott, C., Schawinski, K., Bamford, S., et al. 2011,MNRAS, 410, 166
Lintott, C. J., Schawinski, K., Slosar, A., et al. 2008,MNRAS, 389, 1179
Mendel, J. T., Simard, L., Palmer, M., Ellison, S. L., & Patton,D. R. 2014,ApJS,

210, 3
Mieske, S., Frank, M. J., Baumgardt, H., et al. 2013,A&A, 558, A14
Misgeld, I. & Hilker, M. 2011,MNRAS, 414, 3699
Newman, A. B., Ellis, R. S., Treu, T., & Bundy, K. 2010,ApJ, 717, L103
Norris, M. A., Kannappan, S. J., Forbes, D. A., et al. 2014, ArXiv e-prints
Onodera, M., Renzini, A., Carollo, M., et al. 2012,ApJ, 755, 26
Poggianti, B. M., Moretti, A., Calvi, R., et al. 2013,ApJ, 777, 125
Quilis, V. & Trujillo, I. 2013, ApJ, 773, L8
Salim, S., Rich, R. M., Charlot, S., et al. 2007,ApJS, 173, 267
Saulder, C., Mieske, S., Zeilinger, W. W., & Chilingarian, I. 2013,A&A, 557,

A21
Schlegel, D. J., Finkbeiner, D. P., & Davis, M. 1998,ApJ, 500, 525
Seth, A. C., van den Bosch, R., Mieske, S., et al. 2014,Nature, 513, 398
Simard, L., Mendel, J. T., Patton, D. R., Ellison, S. L., & McConnachie, A. W.

2011,ApJS, 196, 11
Strauss, M. A., Weinberg, D. H., Lupton, R. H., et al. 2002,AJ, 124, 1810
Taylor, E. N., Franx, M., Glazebrook, K., et al. 2010,ApJ, 720, 723
Terlevich, R., Davies, R. L., Faber, S. M., & Burstein, D. 1981, MNRAS, 196,

381
Toft, S., Gallazzi, A., Zirm, A., et al. 2012,ApJ, 754, 3
Trujillo, I., Cenarro, A. J., de Lorenzo-Cáceres, A., et al.2009,ApJ, 692, L118
Trujillo, I., Ferré-Mateu, A., Balcells, M., Vazdekis, A.,& Sánchez-Blázquez, P.

2014,ApJ, 780, L20
Trujillo, I., Feulner, G., Goranova, Y., et al. 2006,MNRAS, 373, L36
Valentinuzzi, T., Fritz, J., Poggianti, B. M., et al. 2010,ApJ, 712, 226
van de Sande, J., Kriek, M., Franx, M., Bezanson, R., & van Dokkum, P. G.

2015,ApJ, 799, 125
van de Sande, J., Kriek, M., Franx, M., et al. 2013,ApJ, 771, 85
van den Bosch, R., Gebhardt, K., Gültekin, K., Yıldırım, A., &Walsh, J. 2015,

ArXiv e-prints
van den Bosch, R. C. E., Gebhardt, K., Gültekin, K., et al. 2012, Nature, 491,

729
van der Wel, A., Chang, Y.-Y., Bell, E. F., et al. 2014a,ApJ, 792, L6
van der Wel, A., Franx, M., van Dokkum, P. G., et al. 2014b,ApJ, 788, 28
van der Wel, A., Holden, B. P., Zirm, A. W., et al. 2008,ApJ, 688, 48
van der Wel, A., Rix, H.-W., Wuyts, S., et al. 2011,ApJ, 730, 38
van Dokkum, P. G., Franx, M., Kriek, M., et al. 2008,ApJ, 677, L5
van Dokkum, P. G., Kriek, M., & Franx, M. 2009,Nature, 460, 717
Wegner, G., Colless, M., Saglia, R. P., et al. 1999,MNRAS, 305, 259
Yıldırım, A., van den Bosch, R. C. E., Gebhardt, K., et al. submitted, MNRAS
Zahid, H. J., Damjanov, I., Geller, M., & Chilingarian, I. 2015, ArXiv e-prints

37

100



Chapter 6

The matter distribution in the local
universe as derived from galaxy
groups in SDSS DR10 and 2MRS

This paper provides the last pillar for my cosmological test. In this paper, we derive an
accurate model of the mass distribution in the local universe, which is used to derive the
finite infinity regions (see Chapter 2.2 and especially Figure 2.3). Hence, it is an essential
part of my thesis and ongoing research. Aside from the finite infinity regions, this paper
provides two galaxy group catalogues (one using SDSS data and the other one using
2MRS data) of the local universe ranging from the richest clusters to isolated galaxies.
Furthermore, it contains accurate mass calibrations of those groups, which help to better
constrain the finite infinity regions. I also cross-matched the fundamental plane data of
my previous paper with the SDSS groups presented in this paper. Thereby, I obtained
more precise redshift independent distances for groups hosting more than one early-type
galaxy. This catalogue will form the list of objects for which I calculate the line of sight
structure in the final execution of the cosmological test in Chapter 7.

My paper “The matter distribution in the local universe as derived from galaxy groups
in SDSS DR10 and 2MRS” was submitted to Astronomy & Astrophysics on June 10th
2015. We are currently working through the referee’s suggestions. Being the first author
of this paper, I wrote the majority of the text. Eelco van Kampen helped me design
and calibrate the group finder algorithm. Steffen Mieske’s input was of great help in
improving the mass calibrations and the quality of the paper. Furthermore, I acknowledge
the contribution of all my collaborators in proof-reading the paper.
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Abstract

Context. Friends-of-friends algorithms are a common tool to detect galaxy groups and clusters in large survey data. For them to be as
precise as possible, they have to be carefully calibrated using mock-catalogues.
Aims. To create an accurate and robust description of the matter distribution in thelocal universe using the most up-to-date available
data. This will provide input for a specific cosmological test planned as follow-up to this work, and will be useful for general extra-
galactic and cosmological research.
Methods. We create a set of galaxy group catalogues based on the 2MRS and SDSSDR10 catalogues using a friends-of-friends
based group finder algorithm. The algorithm is carefully calibrated and optimised on a new set of wide-angle mock catalogues from
the Millennium simulation, such as to provide accurate total mass estimates of the galaxy groups taking into account the relevant
observational biases in 2MRS and SDSS.
Results. We provide four different catalogues: 1) a 2MRS based group catalogue; 2) a SDSS DR10 based group catalogue reaching
out to a redshift of 0.11; 3) a catalogue providing additional fundamental plane distances for all groups of the SDSS catalogue that
host elliptical galaxies; 4) a catalogue of the mass distribution in the local universe based on a combination of our 2MRS and SDSS
catalogues. The latter catalogue is especially designed for a specific cosmological test planned as follow-up to this work.
Conclusions. While motivated by a specific cosmological test, three of the four catalogues that we produced are well suited to act as
reference databases for a variety of extragalactic and cosmological science cases. Our catalogue of fundamental plane distances for
SDSS groups provides further added value to this paper.

Key words. galaxies: clusters: general – galaxies: distances and redshifts – cosmology: large-scale structure of Universe – galaxies:
statistics –

1. Introduction

Galaxy clusters and groups have been an important tool in extra-
galactic astronomy since the discovery of their nature. Zwicky
(1933) used the internal dynamics of nearby clusters to postulate
dark matter for the first time. Messier was the first to notice an
overdensity of nebulae in the Virgo constellation (Biviano2000)
and thereby discovered the first galaxy cluster without being
aware of its nature or the nature of the nebulae (galaxies). The
investigation of galaxy clusters started shortly after theGreat
Debate, when it became established knowledge that the universe
contains other galaxies than our own. The first milestone was
the already mentioned discovery of dark matter in galaxy clus-
ters (Zwicky 1933). The first significant cluster catalogueswere
produced by Abell (1958) and Zwicky et al. (1961). Starting
with the pioneering work of Turner & Gott (1976) and heav-
ily applied in Huchra & Geller (1982), Zeldovich et al. (1982)
and Press & Davis (1982), the methods of finding clusters be-
came more sophisticated and reproducible. The most common
algorithm even up to the present day is the friend-of-friends al-
gorithm (Press & Davis 1982), although there are other tech-
niques (Yang et al. 2005; Gal 2006; Koester et al. 2007; Hao
et al. 2010; Makarov & Karachentsev 2011; Muñoz-Cuartas &

Müller 2012) existing and being used. A comprehensive com-
parison between halo finder algorithms for simulated data can be
found in Knebe et al. (2011). A detailed study on the optimiza-
tion of cluster and group finders with a focus on friend-of-friends
(FoF) algorithms was performed by Eke et al. (2004a). Efficient
and reliable algorithms become more and more important, espe-
cially during the last decade and in the time of big data and sur-
veys, such as 2MASS (Skrutskie et al. 2006), SDSS (Ahn et al.
2014), 2dFGRS (Colless et al. 2001), 6dF Galaxy Survey (Jones
et al. 2004, 2009), and GAMA (Driver et al. 2011). Information
on galaxy grouping and clustering is important because it pro-
vides a laboratory to study the dependence of galaxy morphol-
ogy on the environment (Einasto et al. 1974; Oemler 1974; Davis
& Geller 1976; Dressler 1980; Postman & Geller 1984; Dressler
et al. 1997; Goto et al. 2003; van der Wel et al. 2010; Wilman
et al. 2011; Cappellari et al. 2011) or environmental influence on
different properties of galaxies and groups (Huertas-Company
et al. 2011; Luparello et al. 2013; Hearin et al. 2013; Hou et al.
2013; Yang et al. 2013; Wetzel et al. 2013; Budzynski et al.
2014; Einasto et al. 2014). It also provides a way to study the
halo mass-luminosity relationship (Yang et al. 2009; Wake et al.
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2011) and thereby helps us understand the dark matter distribu-
tion in the universe.

Notable group and cluster catalogues besides those already
mentioned are Turner & Gott (1976), Moore et al. (1993), Eke
et al. (2004b), Gerke et al. (2005), Yang et al. (2007), Berlind
et al. (2006), Brough et al. (2006), Crook et al. (2007), Knobel
et al. (2009) and Tempel et al. (2012). In this paper, we will from
here on refer to all groups and clusters independent of theirsizes
as groups. This also includes individual galaxies to which we
refer to as a group with just one member.

In this paper, we use observational data from the 10th data re-
lease of the Sloan Digital Sky Survey (Ahn et al. 2014)) and the
2MASS Redshift Survey (Huchra et al. 2012b) to map the matter
distribution in the local universe. The main intention and use of
our group catalogue is to serve as a foreground model for a cos-
mological test of “timescape cosmology” (Wiltshire 2007),that
is outlined in Saulder et al. (2012), for which we need to prop-
erly model all potential biases introduced by the measurement
of the matter distribution in the local universe. For the group
catalogues we present in this paper, the main focus is on an ac-
curate and complete estimate of the masses of these agglomer-
ations. The use of the 2MRS data is motivated by the fact that
SDSS does not contain spectroscopic data (redshifts) of bright
galaxies in the local universe due to its saturation limit onspec-
troscopy. 2MRS does not suffer from this problem and thereby
it is a good tool to complement the SDSS data. In the end, we
require a merged catalogue of 2MRS and SDSS data with solid
mass estimates for all groups in them. We use this description
of the matter distribution to calculate the so-called “finite infin-
ity regions”, which are required for our cosmological test.Since
our cosmological test does not only require a detailed descrip-
tion of the matter distribution in the local universe, but also reli-
able redshift independent distances for a large number of objects,
we cross-match our SDSS group catalogue with a large sample
of elliptical galaxies from our recently accepted paper (Saulder
et al. 2015), which is based on our earlier calibrations of the fun-
damental plane (Saulder et al. 2013). We provide an additional
catalogue with the fundamental plane distances of a large num-
ber of groups based on SDSS data. While one main motivation
for this paper is a specific cosmological test for an alternative
theory that will use the catalogues, the results are kept relatively
general, allowing for applications of our data outside its original
purpose.

It is important to make a suitable choice for the linking
length, which is the distance that defines which object is still
a “friend" of others. Most FoF algorithms differ in the choice of
scaling the linking length (Huchra & Geller 1982; Ramella etal.
1989; Nolthenius & White 1987; Moore et al. 1993; Robotham
et al. 2011; Tempel et al. 2012), which is an important modifi-
cation of all non-volume limited samples. In the way we imple-
ment the FoF algorithm of the group finder, we mainly follow
Robotham et al. (2011) and use the corrected luminosity func-
tion of our sample for scaling.

Finally, it is crucial to calibrate the group finder on a set
of mock catalogues to test its reliability. To this end, we cre-
ate suitable mock catalogues using the Millennium Simulation
(Springel et al. 2005). When calculating the group catalogue, we
pay specific attention that the mass in the considered volume
matches the mass predicted by the used cosmology. The group
catalogues which we obtain will provide valuable insights into
the matter distribution of the local universe.

This paper is structured as follows: In Section 2, we describe
the samples and data sets, which we use for the group finder
and its calibration. These calibrations are explained in detail in

Section 3. The results of the group finder are provided in Section
4 and they are discussed in Section 5. In Section 6, we give a
conclusion and summary. The appendices provide information
on additional calibrations used in the paper.

2. Samples

In this paper, we use a variety of different data sources: the 10th
data release of the Sloan Digital Sky Survey (SDSS DR10 (Ahn
et al. 2014)) and the 2MASS Redshift Survey (2MRS (Huchra
et al. 2012b)) form the observational data, whereas severaldata
sets based on the Millennium simulation (Springel et al. 2005)
are used to create the mock catalogues.

The data sets from SDSS and 2MRS are used to create a
detailed description of the matter distribution in the local uni-
verse. The 2MRS data is used to compensate for some incom-
pleteness in the SDSS data with respect to the brighter objects in
the very nearby universe. Furthermore, 2MRS provides almost
full sky coverage up to its depth, while the spectroscopic cover-
age of SDSS is limited to about a quarter of the sky. On the other
hand, SDSS provides a much deeper sample and enables us to
trace the matter distribution up to higher redshifts than 2MRS.
A group finder based on a modified friends-of-friends algorithm
is applied to the observational data in order to locate clusters and
groups of galaxies as well as individual field galaxies. We focus
on an accurate and complete estimate of the masses of these ag-
glomerations. The group finder is calibrated using a set of 16
mock catalogues (8 for SDSS and 8 for 2MRS), which are based
on the dark matter halo distribution of the Millennium simula-
tion and the semi-analytical galaxies models placed withinthem.

2.1. SDSS

From the SDSS database we retrieved data for 422475 galax-
ies, which form our basic SDSS sample, using the follow-
ing criteria. Firstly, there has to be a photometric and spec-
troscopic identification and a classification of the detected ob-
ject as a galaxy, which means thatPhotoObj.type has to be
set to 3 and theSpecObj.class is required to be ’GALAXY’.
Furthermore, a galaxy qualifies for our basic SDSS sample, if
it is located in a redshift range between 0 and 0.1121 and the flag
SpecObj.zWarning is set to zero. We obtained the photometric
object ID, the equatorial coordinates, the galactic coordinates,
the spectroscopic redshift, the composite magnitudes in the g, r,
and i band, their measurement errors, and the extinction values
based on Schlegel et al. (1998).

We use this data to derive the redshiftzcor corrected for the
reference frame of the cosmic microwave background (CMB)
from the observed redshiftz. To this end, we take the measure-
ments from Hinshaw et al. (2009), which indicate that the so-
lar system moves into the direction oflcmb = 263.99◦ ± 0.14◦
bcmb = 48.26◦ ± 0.03◦ (galactic coordinates) with a velocity of
vcmb = (369.0± 0.9) km s−1 relative to the CMB and correct the
redshift following the method explained in Saulder et al. (2013),
Appendix A.

We calculate the extinction and K-corrected apparent mag-
nitudesmapp for g and r band the following way:

mcor = msdss− ASchlegel (1)

1 The upper value of 0.112 is necessary, to avoid an asymmetric cut
off due to the corrections for our motion relative to the CMB. It will be
reduced to 0.11 later.
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K(z,mcor, f1 − mcor, f2) =
∑

i, j

Bi jz
i(mcor, f1 − mcor, f2)

j (2)

mapp= mcor − K(z,mcor, f1 − mcor, f2). (3)

The uncorrected SDSS magnitude is denoted bymsdss and
the galactic extinction according to Schlegel et al. (1998)by
ASchlegel. We use the K-correctionK(z,mcor, f1 − mcor, f2) from
Chilingarian et al. (2010) with updated coefficientsBi j that can
be found in Saulder et al. (2013). To this end, we need the
(extinction-corrected) colourmcor, f1 − mcor, f2 and the (not CMB-
corrected) redshiftzcor of the galaxy. f1 and f2 stand for the
names of two different bands. We also calculate the luminosity
distanceDL(zcor) using the following equation:

DL(zcor) =
c · zcor

H0

1+


zcor · (1− q0)√
1+ 2q0 · zcor + 1+ q0 · zcor


 (4)

q0 =
ΩM

2
−ΩΛ. (5)

To be consistent with the mock catalogues, which are based on
a rerun of the Millennium Simulation using WMAP7 cosmol-
ogy (Guo et al. 2013), we use the same cosmology here. Hence
we assume a Hubble parameterH0 of 70.4 km/s/Mpc, a mat-
ter densityΩM of 0.272, and a dark energy densityΩΛ of 0.728
(Komatsu et al. 2011). The deceleration parameterq0 is defined
by Equation 5. With the help of the distance modulus:

mapp− Mabs= 5 · log10(DL/pc)− 5 (6)

one is able to obtain the absolute magnitudeMabs using the lu-
minosity distanceDL and the apparent magnitudemapp.

After having derived all these additional parameters from the
observational data, we apply finer cuts on the sample to render it
more easily comparable to the mock catalogues. We demand the
r band absolute magnitudeMabs to be brighter than -15 mag be-
cause this is the limit applied on the data selection for the mock
catalogues from the Millennium simulation (see subsection2.3).
We remove all galaxies with a corrected redshiftzcor higher than
0.11 from the sample as well as galaxies with negative corrected
redshifts. Furthermore, we introduce a cut that is half a mag-
nitude fainter than the official limiting magnitude in the r band
(17.77 mag (Strauss et al. 2002)) to clean the sample of poorly
identified or misclassified objects. We also remove all galaxies
whose measured magnitude error is greater than 1 mag in the r
or g band. All these additional constraints reduce the final SDSS
sample to 397612 galaxies, which are about 94% of the down-
loaded data set. For the group finder, we use equatorial coordi-
nates, the corrected redshifts, and absolute magnitudes (in the g
and r band). The i band data is only used for the SDSS-2MASS
transformation, as described in detail in Appendix A.

2.2. 2MRS

We retrieved data for 44599 galaxies (table3.dat from Huchra
et al. (2012a)) from the 2MRS (Huchra et al. 2012b), which is
a spectroscopic follow-up survey of the Two Micron All Sky
Survey (2MASS (Skrutskie et al. 2006)). We obtain the 2MASS-
ID, the equatorial coordinates, the galactic coordinates,the
extinction-corrected total extrapolated magnitudes in all three
2MASS bands (Ks, H, and J), the corresponding errors, the fore-
ground galactic extinction, the redshift (in km/s), and its error.

We remove from the sample those objects that do not have
any redshift information and end up with 43534 galaxies. Since
the magnitudes provided are already extinction corrected,we

only need to apply a K-correction (using Equations 2 and 3) to
obtain the corrected apparent magnitudes. We follow the same
procedure as for the SDSS data. We correct the redshift for the
motion relative to the CMB and derive the luminosity distance
(Equation 4) and the absolute magnitude (Equation 6). We re-
move from the sample all galaxies whose apparent magnitude is
more than half a magnitude fainter than the official limiting mag-
nitude in the Ks band (11.75 mag (Huchra et al. 2012b)). Our fi-
nal 2MRS sample consists of 43508 galaxies (more than 97.5%
of the downloaded data set). We use equatorial coordinates,the
corrected redshifts and the absolute magnitudes (in the J and Ks
band) for the group finder. The H band data is only used for the
SDSS-2MASS transformation (see Appendix A for details).

2.3. Millennium-Simulation data

The Millennium Simulation (Springel et al. 2005) forms the ba-
sis for our mock catalogues. Ideally one would use the most
recent rerun (Guo et al. 2013) based on WMAP7 cosmology.
However, this re-run lacks the friends-of-friends group dataset,
which is essential for calibrating the group finder. Therefore, we
use the original Millennium run (Springel et al. 2005) with its
cosmological parameters listed in Table 1 in combination with
the semi-analytic galaxy models from Guo et al. (2011) based
on it.

We retrieved several data sets from the Virgo-Millennium
Database2. First of all, since our main objective is to provide a
robust description of the matter distribution in the local universe,
which will be used for a cosmological test which is roughly out-
lined in Saulder et al. (2012), we limit the volume accordingto
our needs. We restricted the depth of our SDSS data set to a red-
shift of 0.11, which corresponds to a comoving distance of about
322.7 Mpc/h100. To reduce the overlap between the mock cata-
logues (see Section 3.1), we use a cube of 400 Mpc/h100 side
length. We would have preferred the whole 500 Mpc/h100 cube,
but we had to restrict ourselves to 400 Mpc/h100 due to limits
in our computational facilities. To avoid any problem of miss-
ing information along the edges, we shift the origin 10 Mpc/h100
inwards in all directions later on.

We did not only retrieve the present day snapshots, but also
all snapshots up to a redshift that is slightly higher than our red-
shift limit of 0.11. The snapshots used and their corresponding
redshifts are listed in Table 2. When combing them, we follow
Kitzbichler & White (2007) and do not interpolate, because the
evolution between these snapshots at late times is sufficiently
slow (for more details see section 3.1).

We obtain all friends-of-friends (FOF) groups from the
Millenium simulation within the 400 Mpc/h100 side length cube
for all snapshots listed in Table 2. We use the raw FOF data
MField..FOF, which contains all FOF groups with at least 20
particles. For this dataset, we obtained the ID number, the co-
moving coordinates and the number of particles in the FOF
group. In total, we find about 48 million FOF groups fulfilling
these conditions.

The number of FOF groups with 20 particles or more (see
Table 2) decreases slightly with the snapshot number, whilethe
percentage of the number of particles which are bound in those
groups increases. Overall, only about 50% of all particles in the
volume of our selected cube are bound in the detected halos.

Since a main motivation for this work is to create an as com-
plete as possible model of the matter distribution in the local
universe, it is important to correctly account for those missing

2 http://gavo.mpa-garching.mpg.de/MyMillennium/
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ΩM Ωb ΩΛ h100 ns σ8 Np mp [M⊙/h100] L [Mpc/h100] ǫ [kpc/h100]
Millennium 0.25 0.045 0.75 0.73 1 0.9 21603 8.61 · 108 500 5

MM 0.25 0.045 0.75 0.73 1 0.9 2703 8.61 · 108 62.5 5

Table 1. The first Millennium Simulation (Springel et al. 2005) and themillimil run (MM) use the same set (aside from the smaller volume of MM
and fewer particles) of cosmological parameters. The total matter density is represented byΩM, the baryonic matter density byΩb and the dark
energy density byΩΛ. h100 stands for the Hubble parameterH0 divided per 100 km/s/Mpc. ns is the spectral index of density perturbations andσ8

is the size of linear density fluctuation at 8 Mpc/h100. Np denotes the number of particles used in the simulation andmp their individual masses.
The simulation ran in a cubic box with a side lengthL and with a force softening parameterǫ.

snapnum redshift number of number of percentage of
FOF groups galaxies particles in groups

63 0.000 7913369 6981224 46.8
62 0.020 7933951 7032122 46.5
61 0.041 7955548 7124656 46.2
60 0.064 7979530 7226286 45.8
59 0.089 8003794 7337200 45.4
58 0.116 8033674 7455464 45.0

Table 2. List of number of galaxies, number of FOF groups and the percentageof all particles in these groups (with at least 20 particles) by used
snapshot and corresponding redshifts.

particles and to see if they are contained in smaller groups,in
the further outskirts of the considered groups, or in the actual
’field’ population.

2.3.1. Millimil simulation data

Unfortunately, information on individual particles is notavail-
able for the main Millennium run or any other big Millennium
run and the analysis of this amount of data would exceed our
available computational resources anyway. However, the small
millimil run (MM) contains not only the merger tree, but also
full information on each particle. Aside from a smaller volume,
its cosmological parameters are the same as the ones of the main
run listed in Table 1. Consequently, MM is well suited to explore
the issue of the missing particles in a smaller yet comparable vol-
ume.

We obtained the FOF group ID, the Cartesian coordinates,
the number of particles in the FOF group, and the radius
R200,NFW, within which the FOF group has an overdensity 200
times the critical density of the simulation when fitted by a
NFW-profile, for all FOF groups of the last snapshot (mil-
limil..FOF.snapnum=63) of themillimil run. In addition to this
dataset, we also obtain full particle information (the Cartesian
coordinates of each particle) for the last snapshot of MM. There
are 31428 FOF groups (with at least 20 particles) in MM and we
find 19683298 particles3 in MM.

In order to analyse the particle distribution in relation tothe
detected halos, we count the number of particles located within
certain distances from the halos’ cores. The results are listed in
Table 3. For the overall sample, we find that 48.5% of all par-
ticles in MM are members of FOF groups with at least 20 par-
ticles. The value is comparable to what we found for the last
snapshot of the main Millennium run (see Table 2). Within the
R200,NFW radius obtained from the simulation, there are about
one third of all particles. Within ten times this radius, a region
comprising slightly less than one quarter of the full simulation
volume, one can already find more than 80% of all particles.

3 Somehow two particles went missing (comparing to Table 1), but
given the total number, this will not make any difference for our pur-
poses.

In general terms, one can derive a radiusRm for every halo
with massMhalo in which the average density is equal to the crit-
ical density times any multiplem:

Rm =

(
3Mhalo

4πρcritm

)1/3

(7)

ρcrit denotes the critical density for the cosmology assumed
for the model. Since we particularly aim to map overdense struc-
tures in the universe, the percentage of particles within regions
(spheres in this approximation) of an average density equalto the
critical density are especially interesting. We find that 74.2% of
all particles are located within these regions, which coverabout
9% of the volume. By iteratively considering the total mass of
all particles within those regions and expanding them accord-
ingly, we find that 80.0% of all particles are distributed in these
regions around clusters and galaxies. However, the volume in
which these particles can be found increases disproportionally
to about 15% of the MM volume. In homogeneous spheres cor-
responding to 200 and 100 times the critical density, there are
36.9% respectively 42.6% of all particles within far less than
one percent of the simulation’s volume. It is interesting tosee
that the percentage withinR200 matches the percentage within
R200,NFW relatively closely.

As mentioned before, this work will form the basis of a cos-
mological test, which was outlined in Saulder et al. (2012).Here
we do not go into more detail on the test or the tested theory
than absolutely necessary. We derive the percentage of all par-
ticles located within so-called “finite infinity" regions. The term
was coined by Ellis (1984) and describes a matter horizon (Ellis
& Stoeger 1987) of the particles that will eventually be bound.
These regions are used in “timescape cosmology" (Wiltshire
2007), a cosmological theory explaining the accelerated expan-
sion of the universe by backreactions due to General Relativity
and the observed inhomogeneities in the universe instead ofin-
troducing dark energy. In our approach, we approximate the fi-
nite infinity regions with spheres of a mean density equal to the
renormalized critical density (“true critical density" inWiltshire
(2007)), which is slightly lower than the critical density in theΛ-
CDM model. The radius associated with these regions is denoted
by Rfi . We find that 77.4% of all particles are within the finite in-
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condition percentage percentage percentage of
for FOF groups for galaxies volume in groups

particles in FOF groups 48.5 - -
particles withinR200,NFW 33.9 - 0.04
particles within 10R200,NFW 82.3 - 24.20
particles withinR1 74.2 70.8 9.29
particles withinR100 42.6 43.0 0.13
particles withinR200 36.9 37.9 0.06
particles withinRfi 77.4 74.0 13.82
particles withinR1,iter 80.0 74.9 15.25
particles withinRfi,iter 81.8 79.2 23.26

Table 3. List of the percentage of particles located within certain distances from the FOF groups’ cores and within a certain distance from the
galaxies in MM. Furthermore, this table provides the percentage of the volume of the MM cube covered by the groups within their given radii.

finity regions covering almost 14% of the simulation’s volume
and after doing the same iterations as for the critical density re-
gions, we get 81.8%. The volume of the simulation occupied by
these finite infinity regions is 23.26%, which is similar to the ex-
pected present day value using the first estimate from Wiltshire
(2007), which is about 25%. We used periodic boundary condi-
tions, because the spherical regions around our galaxies extend
beyond the simulation cube’s volume. This means, we compen-
sate for this loss of volume by letting reach this region intothe
cube again on the opposite side (i.e. a periodic simulation vol-
ume).

When investigating the population of FOF groups, we find
that about half (16015 of 31428) of them are dark, which means
that they contain no galaxies with an absolute magnitude brighter
than -15 mag. However, these dark FOF groups only contain
2.6% of the total mass (compared to 48.5 % in all FOF groups).
We retrieved all galaxies brighter than -15 mag in the SDSS r
band from the MM database to test how well the luminous mat-
ter traces the mass distribution in the simulation. We use the
masses associated with the 27086 galaxies, which we found that
way, to count the number of particles located within certainradii
(see Equation 7) around these galaxies. We found fractions only
marginally lower than for the dark matter groups (see Table 3).

With our small analysis usingmillimil data, we thus demon-
strate that about three quarter of all particles are locatedaround
the detected FOF groups. The rest of the particles can be as-
sumed to be either uniformly distributed all across the voids or
arranged in tendrils (fine filaments in voids using the terminol-
ogy of Alpaslan et al. (2014)) of small halos (less than 20 parti-
cles) outside the main clusters and groups.

Aside from information on the dark matter distribution, we
also require data on the luminous part of the universe. To this
end, we obtained all semi-analytic galaxies brighter than -15
mag in the SDSS r band within the 400 Mpc/h100 side length
cube for all snapshots listed in Table 2. We obtained the galaxy
ID, the ID of the FOF group to which the galaxy belongs, the co-
moving Cartesian coordinates, the peculiar velocities, the num-
ber of particles in the galaxy’s halo, the dusty absolute SDSS
magnitudes in the g, r, and i band for the more than 43 million
galaxies (see Table 2) fulfilling the selection criteria. The semi-
analytic models we used are from Guo et al. (2011). These were
created using the L-galaxies galaxy formation algorithm (Croton
et al. 2006; De Lucia et al. 2006). Due to merging and evolu-
tionary effects the number of galaxies per snapshot that fulfil our
criteria decreases at lower redshifts.

3. Method

3.1. Mock catalogues

Here we describe how we construct mock galaxy catalogues
from cosmological simulations tailored to reproduce the obser-
vational limits of SDSS and 2MRS. This will in the following
subsections allow us to assign total masses (=luminous+dark) to
the galaxy groups detected within the actual SDSS and 2MRS
by our group finder algorithm.

3.1.1. Converting cosmological simulations to observables

With a complete set of simulated galaxies from the Millennium
simulation in hand, we obtain our mock catalogues by reverting
the procedure done in subsection 2.1 and considering a few other
selection effects. The data from Guo et al. (2011) do not con-
tain any 2MASS magnitudes, therefore we had to derive them
from the SDSS magnitudes using a colour transformation in-
spired by Bilir et al. (2008), which is given in Appendix A.2.
To get more than a single mock catalogue from our data cube,
we put the origin into each of its 8 corners4 and thereby obtain
8 different viewpoints, which will be largely independent from
each other once we include the Malmquist-bias into our calcu-
lations. The 8 mock catalogues are not completely independent,
because the brightest galaxies can be seen across the entirecube
(within the selected redshift limit of 0.11) and thereby some of
them will be part of every mock catalogue (yet at different dis-
tances/redshifts and consequently different evolutionary states).
In the central region of our cube, there will be a substantialover-
lap, because a larger number of (even medium-bright) galaxies
can be detected from every corner and they are at about the same
distance/redshift from every corner and thereby in the same evo-
lutionary phase. Nevertheless, there is still a large number of
unique galaxies (especially at their specific evolutionarystate) in
every mock catalogues. The overlaps of the different mock cata-
logues are illustrated in Figures 1 and 2 for different geometrical
arrangements between a set of two mock catalogues. In the case
of origins in neighbouring corners of the cube, the overlap is
about 8-9%; for corners which are on the same plane the overlap
is about 3.5-4% of the galaxies in the mock catalogue for SDSS;
finally, in the case of the totally opposite corner it is about0.1%.
The overlap for the shallower 2MRS consists only of a handful
of galaxies and is always well below 1%. The overlaps of our
mock catalogues could have been even less, if we used the full
500 Mpc/h100 side length cube of the Millennium simulations,

4 The origin shift is in fact handled by rotations in a way that all
galaxies and halos are located in the first octant as seen from the origin.
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Figure 1. Projections of the distribution of the galaxies in the SDSS mock catalogues andtheir overlaps. The fine green and red pixel in every plot
show the projected (on the xy-plane) areas, where galaxies from two mock catalogues can be found belonging to only one of the two catalogues.
The blue pixels indicate galaxies that can be found in both catalogues in the same evolutionary stage (from the same redshift snapshot). The left
panel shows the overlap of two mock catalogues whose (coordinate) origins are located in neighbouring corners. The central panel shows the
overlap of two mock catalogues whose origins are located in opposite corners, yet in the same plane (side of the cube). The right panel shows
overlap of two mock catalogues whose origins are located diagonally opposite across the entire cube.
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Figure 2. Projections of the distribution of the galaxies in the 2MRS mock catalogues andtheir overlaps. Symbols as in Fig. 1.

but due to the limits of our computational facilities, we hadto
restrict ourselves to a 400 Mpc/h100 side length cube. In the next
step, we move the origin 10 Mpc/h100 inwards in all directions to
avoid loosing dark matter information on cut-off groups in our
sample, when we restrict “our view” to the first octant.

We start off by calculating the mean galactic extinction
ĀSchlegel and its standard deviationσASchlegel in the g and r band
using the values based on Schlegel et al. (1998), which we re-
trieved for our sample’s galaxies from the SDSS DR10 database.

We foundĀSchlegel=0.126 mag for the g band and̄ASchlegel=0.091
mag for the r band, withσASchlegel=0.096 mag for the g band and
0.070 mag for the r band. The mean photometric error of the
model magnitudes ¯merr for r and g band is calculated using er-
rorbars of the final SDSS sample. We get a ¯merr of 0.007 mag
for the g band and 0.006 mag for the r band. Furthermore, we
assume a astrometric precisionσa of 0.1 arcseconds5 and a red-

5 http://www.sdss3.org/dr10/scope.php#opticalstats
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shift accuracyσz of 30 km/s. We use the symbolG to indicate a
random Gaussian noise with a standard deviationσ of 1, which
was implemented in our code using the functiongasdev (Normal
(Gaussian) Deviates) from (Press et al. 1992). The symbolR in-
dicates a homogeneously distributed random variable between 0
and 1.

The cosmological redshiftzcosmo is calculated using the fol-
lowing equation:

zcosmo=

√(
c4 + p2

1(1− 2q0)
)
(q0 − 1)2 + p1 + c2 (q0 − 1) − p2

2

(c − p2)2

(8)
To this end, we use the same values forH0 andq0 (see Equation
5) as used in the Millennium simulation (see Table 1 for the ac-
tual values). We make use of the auxiliary variablesp1 = cDC H0
andp2 = q0DC H0 in this calculation, withDC being the comov-
ing distance.

The luminosity distanceDL relates to the comoving distance
as

DL = DC (1+ zcosmo) . (9)

It is required to derive the apparent magnitudemapp from the
absolute magnitudeMabs(see Equation 6), which is obtained di-
rectly from the semi-analytical galaxy models in the Millennium
simulation.

The apparent redshiftzapp:

zapp= zcosmo+
pxvx + pyvy + pzvz

c · DC
(10)

is the sum of the cosmological redshift and the redshift produced
by the projection of the peculiar motionvx, vy, andvz on the line
of sight.

To qualitatively mimic the extinction map used in SDSS, we
create random extinction valuesAmodel in the following way:

Amodel= ĀSchlegel+ σASchlegel ·G. (11)

Here the parameter̄ASchlegelstands for the mean galactic extinc-
tion andσASchlegel for its standard deviation.

The observed magnitudemobs is calculated using

mobs= mapp+ K̄(zapp, (m1,app−m2,app))+ Amodel+ m̄err ·G. (12)

This is derived by adding an mock K-correction̄K(zapp, (m1,app−
m2,app)), extinction and photometric uncertainty to the apparent
magnitudemapp. The mock K-correction is explained in detail in
Appendix B.

The “observed” redshiftzobs is given by

zobs= zapp+
σz

c
·G (13)

This also considers measurement error, besides from the cosmo-
logical redshift and the redshift due to peculiar motions, which
are already taken into account in the apparent redshiftzapp.

Observations do not directly yield 3D positions as we have
in the simulated data, but a 2D projection on the sky plus a red-
shift. The equatorial coordinatesα′ andδ′ are obtained by simple
geometry:

α′ = arctan

(
py

px

)
(14)

δ′ = arcsin

(
px

DC

)
.

The observed equatorial coordinatesα andδ:

α = α′ +G · σasin(2π · R) cos(δ) (15)

δ = δ′ +G · σacos(2π · R)

are affected by the finite astrometric precisionσa.
The evolutionary effects on the galaxies and their distribu-

tion are taken into account by only using the galaxies from the
snapshot (see Table 2 for the redshifts of the snapshots) closest
to their cosmological redshiftzcosmo. This simplification is jus-
tified because passive evolution is sufficiently slow for nearby
(zcosmo<∼ 0.1) galaxies (Kitzbichler & White 2007).

3.1.2. Including observational limits into the mock catalogues

A very important step in the creation of our mock catalogue are
the cuts introduced into them, which represent the observational
limits. The most important one is the Malmquist bias, introduced
by removing all galaxies with an “observed” (apparent) magni-
tudemobs fainter than the limiting magnitude of the survey.

SDSS: In the case of SDSS, it is r=17.77 mag (Strauss et al.
2002). A redshift cut excludes all galaxies with observed red-
shiftszobs higher than 0.11. We also restrict our view to the first
octant of the coordinate system, which is necessary, because we
shifted the origin by 10 Mpc/h100 inwards earlier to avoid poten-
tial problems with the groups of the mock catalogue contributing
to the visible distribution being partially cut. This restriction of
our view ensures that we have the same depth in all directions
considered and simplifies the calculation of the mock catalogue’s
volume.

One also has to consider the overall spectroscopic complete-
ness of the survey. The SDSS sample, before considering ad-
ditional cuts due to fibre collision, is more than 99% complete
(Blanton et al. 2003). To mimick this, we randomly remove 1%
of all galaxies that are still in the sample after the cuts.

Taking the fibre collision into account correctly is very im-
portant, since this is more likely to happen in clusters or close
groups of galaxies, which are objects that are essential forour
group finder. The size of the fibre plugs of SDSS does not allow
two spectra to be taken closer than 55 arcseconds of one an-
other (Blanton et al. 2003). Consequently if we find any galaxy
in our mock catalogue that is closer than this minimal separation
to another galaxy we remove one of the two galaxies at random.
Due to the SDSS tiling algorithm (Blanton et al. 2003), some
areas are covered more than once, which allows spectra to be
taken from galaxies that were blocked due to fibre collision the
first time around. An overall sampling rate of more than 92%
is reached. We take this into account by randomly re-including
galaxies, which were previously removed due to fibre collision
until an overall sampling rate of 92% is reached. Since we have
selectedSpecObj.class to be ’GALAXY’ for our SDSS sample,
we have to remove a number of galaxies from the mock cata-
logue, which would correspond to QSO in SDSS sample, be-
cause they have a differentSpecObj.class. There are 1889 ob-
jects classified as QSO within the redshift range of our SDSS
sample. Given the spectroscopic sky coverage of SDSS DR10,
which is 9274 square degree(Aihara et al. 2011) and the fact that
the mock catalogue covers one octant of the sky (hence∼5157
square degree), we remove 1050 galaxies from the mock cata-
logue to take the QSO fraction into account.
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At this point, the preliminary versions of the mock catalogue
contains the equatorial coordinatesα andδ, the “observed”6 red-
shift zobs, the “observed” magnitudesmobs in two different filters
(g and r band), and the corresponding model extinction values
Amodel. This set of mock data is comparable to our set of real
observational data obtained by SDSS.

We applied the same calibration and cuts to the preliminary
mock catalogue as to the real data (see Section 2.1). After cor-
recting the ‘observed” magnitudes for (model) extinction and ap-
plying the K-correction, we use these plus the observed redshift
to derive the “observed" absolute magnitudesMobs. We also re-
move all bright galaxies which are above the saturation limit of
SDSS in this step. The final set of our eight SDSS mock cata-
logues only contain the coordinatesα andδ, the observed red-
shift zobsand the observed absolute magnitudesMobs in the g and
r band and represent the same set of data as the one created from
the real SDSS sample.

2MRS: For our set of mock catalogues for 2MRS, we
proceed in a similar way as for the SDSS mock catalogues.
However, there are a couple of important differences to be
pointed out. There are different values for the mean photo-
metric error of the apparent magnitudes ¯merr for the Ks and J
band, which are derived from the measured valuese_Ktmag and
e_Jtmag of the 2MRS catalogue. We find a ¯merr of 0.037 mag
for the J band and 0.056 mag for the Ks band. The redshift ac-
curacyσz is obtained from averaging thee_cz parameter of the
2MRS and we find a value of about 32 km/s. No correction for
extinction is applied to the 2MRS magnitudes, because the mag-
nitudes obtained from the catalogue are already corrected for ex-
tinction. K-correction, peculiar motions, photometric and spec-
troscopic errors and evolutionary effects are considered in the
same way as for the SDSS mock catalogues. The completeness
of 2MRS of 97.6% (Huchra et al. 2012b) is taken into account
by randomly removing 2.4% of the galaxies from the mock cata-
logue. Given the way the 2MRS was performed, there is no need
for fibre collision corrections or similar corrections beyond the
completeness consideration. The preliminary mock catalogues
are put through the observational pipeline used in Section 2.2.
The eight 2MRS final mock catalogues are composed of the co-
ordinatesα andδ, the observed redshiftzobs and the observed
absolute magnitudesMobs in the J and Ks band.

When measuring the completeness (the ratio of number of
the galaxies in the mock catalogue compared to the number of
galaxies in the survey normalised to the same volume), one finds
an overall good agreement. The completeness of the SDSS mock
catalogues (see Table 4) is about five to ten percent below 100%,
while the completeness of the 2MRS mock catalogues varies
around 100% with a larger scatter, because it is, due to its shal-
lower depths, more affected by local variations in the matter dis-
tribution. We attribute the systematically lower completeness of
the SDSS mock catalogue to small differences between the cos-
mological parameters used in the simulation and the measured
cosmological parameter of our Universe.

3.1.3. Dark matter catalogues

We also created a set of mock catalogues containing the full dark
matter information, which will be essential for the mass calibra-
tion later on. The same shifts and rotations as for the galaxycat-
alogues are performed for the cube of dark matter FOF groups

6 These “observed” quantities are not actually observed, because they
are mock data. However, they would be the quantities that would be
observed, if it was real data, hence the name.

mock catalogue number of galaxies completeness

preliminary SDSS 1 197436 89%
preliminary SDSS 2 221117 100%
preliminary SDSS 3 198301 90%
preliminary SDSS 4 214345 96%
preliminary SDSS 5 210393 95%
preliminary SDSS 6 206105 93%
preliminary SDSS 7 200092 90%
preliminary SDSS 8 204055 92%

final SDSS 1 194563 88%
final SDSS 2 218606 99%
final SDSS 3 196306 89%
final SDSS 4 209800 95%
final SDSS 5 208276 94%
final SDSS 6 203793 92%
final SDSS 7 197860 90%
final SDSS 8 202203 91%

preliminary 2MRS 1 5747 96%
preliminary 2MRS 2 6469 108%
preliminary 2MRS 3 5286 88%
preliminary 2MRS 4 8138 136%
preliminary 2MRS 5 5452 91%
preliminary 2MRS 6 5525 92%
preliminary 2MRS 7 5521 92%
preliminary 2MRS 8 5127 86%

final 2MRS 1 5746 96%
final 2MRS 2 6459 108%
final 2MRS 3 5286 88%
final 2MRS 4 8101 136%
final 2MRS 5 5452 91%
final 2MRS 6 5525 92%
final 2MRS 7 5521 92%
final 2MRS 8 5127 86%
FOF groups 1 8022033 -
FOF groups 2 8021983 -
FOF groups 3 8022371 -
FOF groups 4 8021796 -
FOF groups 5 8021151 -
FOF groups 6 8021263 -
FOF groups 7 8021219 -
FOF groups 8 8021352 -
all galaxies 1 7405697 -
all galaxies 2 7403914 -
all galaxies 3 7406327 -
all galaxies 4 7405116 -
all galaxies 5 7404890 -
all galaxies 6 7406332 -
all galaxies 7 7407193 -
all galaxies 8 7406941 -

Table 4. List of all mock catalogues created as part of this paper.

obtained from the Millennium simulations. We calculate thecos-
mological redshiftzcosmo (see Equation 8) for every halo. The
masses of the FOF groups are obtained by multiplying the num-
ber of particles in themMField..FOF.np and the mass per parti-
cle (see Table 1). The redshift evolution is considered in the same
way as for the previous mock catalogues described in this paper.
There are no cuts or selections introduced into this sample,since
we want to take advantage of having the full information on the
dark matter distribution. Two different outputs are created for
each of the eight FOF group mock catalogues: one containing
the FOF ID, the Cartesian 3D coordinates from the simulation
and the masses of the FOF groups and another one containing
the FOF ID, the equatorial coordinates (obtained using Equation
15), the cosmological redshift and the masses of the FOF groups.
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A set of unbiased mock catalogues containing the full data of
all available simulated galaxies is created to better quantify esti-
mates and extrapolations from the mock catalogues, which con-
sider observational limitations. To this end, we take all galaxy
data before applying any biases and just apply the evolutioncor-
rection (by using different snapshot at different cosmological
redshifts). Then we create two different outputs similar to the
halo mock catalogues: one with the Cartesian coordinates and
the other with the equatorial coordinates and the redshift for all
galaxies. The output contains the original absolute magnitudes
from the simulation (not the virtually re-observed ones) ofthe
SDSS g and r band and also the absolute 2MASS magnitudes of
the J and Ks band, which are derived using the colour transfor-
mation from Appendix A.

3.2. Basic Parameters of the Group Finder

A friends-of-friends (FOF) group finder uses a simple idea to
find galaxies which are grouped together. It recursively finds all
galaxies which are separated by less than the so-called linking
lengthblink from any other member of the group. If one has a
complete sample with full information on the 3D positions of
all galaxies in it, it is a straight forward procedure. However, in
reality one has to account for Malmquist bias, projection effects,
and other biases. We roughly follow Robotham et al. (2011) in
defining the linking length and its dependences on observational
effects.

We define a basic value for the linking length calledblink,0,
which is the average distance from one galaxy to the nearest
galaxy in the sample. We calculate the distances between all
galaxies in the MM and take for every galaxy the distance to
its nearest visible neighbour. We use a minimum absolute mag-
nitude for the galaxies to qualify for their inclusion in this calcu-
lation to avoid dwarf galaxies. Galaxies have to be brighterthan
-15 mag in the SDSS r band and -18 mag in 2MASS Ks band.
For the average of the nearest neighbour distances in our sam-
ple, we getblink,0 ∼ 0.64 Mpc for 2MRS andblink,0 ∼ 0.67 Mpc
for SDSS (interestingly very similar to the distance between the
Milky Way and M31). This parameter will be fine-tuned using
the mock observations later in Section 3.3. The effective linking
lengthblink is not a constant equal to its basic valueblink,0, but
has several dependences, which will be discussed below.

The dominant of these biases is the Malmquist bias, which
drastically removes the fainter end of the galaxy luminosity
function from our sample at larger distances. Since we know
the limiting magnitude of our data and the mock catalogues
very well, it is straightforward to derive a correction for the
Malmquist bias using volume weights. The limiting luminos-
ity distanceDL,limit until a galaxy with an absolute magnitude
Mabs is still included in a survey with a limiting magnitudemlimit
can be derived using the distance modulus (see Equation 6) and
yields Equation 16.

log10
(
DL,limit

)
=
−Mabs+ mlimit + 5

5
(16)

By inverting Equation 4, it is possible to obtain the following
equation:

z =
1
c2

(
c2q0 − c2 + c DLH0q0+

√
c2q2

0 − 2c4q0 + c4 + 2c3DLH0q2
0 − 4c3DLH0q0 + 2c3DLH0

)
.

(17)
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Figure 3. The luminosity function for SDSS data in top panel and for
2MRS data in lower panel. The green dashed line indicates the “true”
luminosity function derived using all galaxies from the unbiased mock
catalogues, while the blue dashed line indicated the corrected (recon-
structed) luminosity function from the Malmquist biased mock cata-
logues. The corrected observational data is indicated by the red solid
line.

VC(z1, z2) =
4π
3

Asurvey

Asky

(
D3

C(z2) − D3
C(z1)

)
(18)

By inserting the results of a combination of Equations 9 and 17
into Equation 18, one is able to get the comoving volumeVC
between the two cosmological redshiftsz1 and z2 for a survey
coveringAsurveyof the total sky areaAsky.

With z2 being the higher of the redshift corresponding to the
limiting luminosity distanceDL,limit or the limiting redshift of
the survey and withz1 being either zero or the redshift corre-
sponding to the saturation limit (defined in the same way as the
Malmquist bias), one obtains the comoving volumesVC,i, which
are used for the definition of the volume weights in the following
equation:

wvol,i =

(
VC,i

)−1

∑
j

(
VC, j

)−1
. (19)

With the help of the volume weightswvol,i, we correct the ob-
served luminosity function (either from observational data or
from our mock catalogues) as it is illustrated in Figure 3. In
the SDSS data the corrected luminosity function from the mock
catalogues follows closely the observed luminosity function as
well as the “true” luminosity function from the unbiased mock
catalogues with minor deviations only. For the 2MRS data both,
the corrected luminosity function from the mock cataloguesand
the “true” luminosity function agree very well with each other,
whereas the observed luminosity function shows an excess of
very bright galaxies and a shortage of medium bright galaxies
compared to the mock catalogue based data. We attribute the
poorer fit of the mock 2MRS data to the observations to the ad-
ditional uncertainty introduced into the mock data by usingthe
SDSS-2MRS colour transformation (see Appendix A). Overall,
we find good agreement.

We have shown that we can retrieve the “true” luminosity
function fairly easily and with sufficient quality using volume
weights. Due to the Malmquist bias, the fainter members of a
group will not be visible any more at higher redshifts. To avoid
letting two sufficiently bright galaxies, which are members of
the same group, appear separated due to the unseen members in
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between, one has to adjust the linking length accordingly for our
FOF group finder. Since the Malmquist bias reduces the num-
ber of galaxies visible per volume by introducing a redshift-
dependent cut in the luminosity functionΦ(m), it stands to rea-
son to use the luminosity function to correct for it.

bcor,Φ(z) =



∫ −5log10(DL(z))+mlimit+5

−∞ Φ (m) dm
∫ Mabs,min

−∞ Φ (m) dm



−1/3

(20)

The modification factorbcor,Φ(z) will be used to rescale the ba-
sic linking lengthblink,0 as a function of redshiftz. The num-
ber density of galaxies decreases towards higher luminosity dis-
tancesDL by removing the fainter galaxies from the luminosity
function due to the limiting magnitudemlimit of the survey (see
Equation 16). The parameterMabs,mindenotes the minimal abso-
lute magnitude to which the luminosity function is still consid-
ered in our sample. For SDSS, it is -15 mag in the r band and for
2MRS, it is -18 mag in the Ks band.
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Figure 4. The left panel shows the distribution of all galaxies of the MM
in the luminosity-mass plane using the r band luminosities of SDSS,
while the right panel only displays the galaxies that are also in the centre
of a halo. The solid red line indicates our fit to the most prominent
correlation in these plots.
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Figure 5. The left panel shows the distribution of all galaxies of the
MM in the luminosity-mass plane using the Ks band luminosities of
2MASS, while the right panel only displays the galaxies that are also
in the centre of a halo. The solid red line indicates our fit to the most
prominent correlation in these plots.

Another common modification to the FOF-algorithm is to
vary the linking length with luminosity. Given that luminosity is
a proxy for the total mass of a galaxy’s halo, it stands to reason
that brighter galaxies have a stronger gravitational influence than
fainter ones and therefore one should adapt the linking length

accordingly. We use the galaxies from MM to calibrate this rela-
tion. In the right panels of Figures 4 and 5, a relatively tight re-
lation between the masses of central galaxies in halos and their
luminosity becomes evident. For the most massive groups, the
central galaxies deviate from this tight relation towards larger
dynamical masses at a given luminosity. We do not expect any
significant impact on the algorithm due to this deviation, be-
cause of the high galaxy density in these massive groups. We
performed a least-square fit with recursive 3-σ clipping using a
second order polynomial to describe these relations:

log10

(
Mhalo

M⊙

)
= aml

(
log10

(
Lgal

L⊙

))2

+bmllog10

(
Lgal

L⊙

)
+cml. (21)

The variableMhalo denotes the mass of the galaxy’s halo and
Lgal is the r band luminosity of that galaxy.aml, bml, andcml are
the fit coefficients. The results of the fits for the SDSS r band
and the 2MASS Ks are provided in Table 5. We obtain a rescale
factor:

bcor,M(Lgal) =
Mhalo(Lgal)

Mhalo

(22)

by dividing the halo massMhalo(Lgal) obtained from the fit by the
average halo massMhalo.

In physical space the linking length is an isotropic quantity,
it does not depend on the direction. However, when observing
galaxies projected on the sky one only obtains two coordinates
directly, while the third dimension is derived from the redshift.
This observed redshift cannot be exclusively attributed tothe
metric expansion of space-time, but also to the peculiar radial
velocity of the galaxy. The imprint on the observed redshiftfrom
these peculiar motions cannot be distinguished a priori from the
cosmological redshift. Hence, using a redshift-distance relation
to convert redshifts in distances the thereby estimated positions
will be smeared out in the radial direction with respect to the
true positions. In the case of galaxy groups, this effect is known
as the ”Fingers of God” effect (Jackson 1972; Arp 1994; Cabré
& Gaztañaga 2009). A similar effect but in opposite direction is
the Kaiser effect (Kaiser 1987). Assuming a coherent infall of
galaxies into a group or cluster, one gets positive peculiarveloc-
ities for galaxies in front of a group and negative ones for those
behind a group. This causes a flattening of groups in the line of
sight in redshift-space. However, the Kaiser effect is significantly
smaller than the Finger of God effect.

Although deforming the sphere with the linking length as ra-
dius to an ellipsoid seems the natural way to incorporate these
effects into FOF-group finder algorithms, Eke et al. (2004a)
found that cylinders along the line of sight are more efficient.
Therefore, instead of one linking length we use two separate
linking lengths: an angular linking lengthαlink and a radial link-
ing lengthRlink . The angular linking length is unaffected by the
redshift-space distortion and directly relates to the linking length
in real spaceblink by simple trigonometry:

αlink = tan

(
blink

DA

)
(23)

The angular diameter distanceDA is defined as

DA = DC (1+ zcosmo)
−1 . (24)

The radial linking length is larger than the linking length in real
space because of the scatter in redshift space due to the peculiar
motions. We transform theblink distance into a corresponding
redshift difference:

Rlink = blink + 2σrad (25)
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band aml bml cml srms Ngal

SDSS r 0.113± 0.018 -1.55± 0.33 15.9± 1.5 0.091 13787
2MASS Ks 0.099± 0.016 -1.38± 0.30 15.4± 1.4 0.093 13931

Table 5. The coefficients and other parameters of the fit on the luminosity-mass relation are listed in this table for the SDSS r band and the 2MASS
Ks band.aml, bml, andcml are the fit coefficients according to Equation 21. The root mean squaresrms and the number of galaxiesNgal used for the
fit are also provided.
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Figure 6. The red solid line shows the distribution of radial proper mo-
tions in MM, which has a roughly Gaussian shape. The black dashed
line highlights the zero radial velocity bin. The green dashed lines in-
dicate the dispersion of the radial peculiar velocitiesσrad, which cor-
responds to the standard deviation of the plotted distribution. The blue
dashed lines show the twoσ-interval, which is used to stretch the radial
linking length.

By adding the dispersion of radial peculiar velocitiesσrad to the
linking length in real space, one gets a first estimate of the radial
linking length Rlink . In MM, we find aσrad of ∼ 232.5 km/s,
hence about 95% of all possible radial velocity differences are
included in an envelope of±465 km/s, as illustrated in Figure 6.

We combine all these corrections and modifications to the
linking length and obtain one set of equations:

αeff = αopt · αlink ·
(
bcor,M(Lgal)

)γopt · (bcor,Φ(z)
)λgal (26)

Reff = Ropt · Rlink ·
(
bcor,M(Lgal)

)γopt · (bcor,Φ(z)
)λopt . (27)

The effective angular linking lengthαeff and the effective radial
linking length Reff define the linking conditions of our group
finder. The exponentsγopt andλopt allow for variations of the
luminosity-mass relation (see Equation 22) and the complete-
ness correction (see Equation 20) respectively. The coefficients
αopt, Ropt, γopt, andλopt, which allow us to fine-tune our group
finder, will be optimized with the help of our mock catalogues
in the next step.

3.3. Group Finder fine tuning

The first step in optimizing the group finder is to define a func-
tion that provides a solid measurement of the quality of the group
finder’s results. We follow Robotham et al. (2011) and define a
group cost function by the following set of equations:

Efof =
Nbij(nlimit )

Nfof(nlimit )
(28)

Emock =
Nbij(nlimit )

Nmock(nlimit )
(29)

Etot = Emock · Efof (30)

The global halo finding efficiency measurementEtot is defined
using the halo finding efficiencies of the mock catalogueEmock
and the FOF catalogueEfof . The parametersNmock(nlimit ) and
Nfof(nlimit ) are the number of groups with at leastnlimit mem-
bers in the mock catalogue and in the results of our FOF-based
group finder.Nbij(nlimit ) is the number of groups that are found
bijectively in both samples (the mock catalogue, which consists
of the “true” group information based purely on the simulation,
and the FOF catalogue, which consists of the grouping found af-
ter applying the group finder on the mock catalogue). This means
that at least 50% of the members found in a group in one sample
must make up at least 50% of a corresponding group in the other
sample as well.

Qfof =

∑Nfof

i=1 Pfof(i) · Nmembers,fof(i)
∑Nfof

i=1 Nmembers,fof(i)
(31)

Qmock =

∑Nmock

i=1 Pmock(i) · Nmembers,mock(i)
∑Nfof

i=1 Nmembers,mock(i)
(32)

Qtot = Qmock · Qfof (33)

The global grouping purityQtot is defined using the grouping
purity of the mock catalogueQmock and the FOF catalogueQfof .
The variablesNmembers,mock(i) andNmembers,fof(i) are the numbers
of galaxies in individual groupsi of the mock catalogue and
the FOF catalogue respectively. The purity productsPmock(i) and
Pfof(i) are defined as the maximal product of the ratio of shared
galaxies to all galaxies within a group of one catalogue and the
ratio of the same shared galaxies within the other catalogue. An
illustrative example is provided in Robotham et al. (2011).

S tot = Etot · Qtot (34)

The group cost functionS tot is defined as the product of the
global halo finding efficiency measurementEtot and the global
grouping purityQtot. Following the definitions,S tot will assume
values between 0 (total mismatch) and 1 (perfect match).

We start our optimization by performing a coarse parame-
ter scan for the four coefficientsαopt, Ropt, γopt, andλopt in one
of our mock catalogues to get an initial guess for the order of
magnitude of optimal coefficients. We then use a Simplex algo-
rithm (Nelder & Mead 1965) to maximise the median group cost
functionS tot of all of our 8 mock catalogues. The optimal coef-
ficients for both samples, SDSS and 2MRS, are listed in Table 6.
For the calculation ofS tot and the optimisation we usenlimit = 2.
We also repeated it with different values fornlimit and found very
similar optimal coefficients (a few percent difference).

The coefficientsαopt and Ropt are well within an order of
magnitude of unity, indicating that our initial definitionsof the
effective linking lengths are reasonable. The fact that the coef-
ficient γopt is close to zero reduces the correction of the linking
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sample αopt Ropt γopt λopt S tot

2MRS 0.467± 0.010 0.533± 0.010 0.023± 0.010 0.922± 0.010 0.342
SDSS 0.394± 0.010 0.520± 0.010 0.053± 0.010 1.084± 0.010 0.229

Table 6. Optimal coefficients for the group finder for 2MRS and SDSS. The coefficientαopt allows for proper scaling of the angular linking length,
which the coefficientRopt does the same for the radial linking length (in redshift space). The coefficientsγopt andλopt provide the best dependence
on the scaling of the linking length on the mass of the galaxies and on the scalingof the Malmquist bias correction respectively.S tot is the median
value of the group cost function calculated using all mock catalogues andthe optimal coefficients.
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length depending on the galaxy’s absolute luminosity to a mi-
nor effect. However, the coefficientλopt is close to unity, which
means that the Malmquest-bias correction of the linking length
based on the luminosity function is an important contribution to
the efficiency of our group finder. The distribution of the median
group cost function depending on the coefficientαopt andRopt is
illustrated in Figures 7 and 8.

3.4. Group parameters

The last step is the calculation of various parameters for our
groups, such as the position of their centre, their size, mass, and
luminosity. To this end, we use the methods that Robotham et al.
(2011) found to be the most efficient and robust.

3.4.1. Group velocity dispersion

For groups with a multiplicity of two or more, we calculate the
group velocity dispersions. For this purpose we use the “gapper”
estimator of Beers et al. (1990) including the modification of Eke
et al. (2004a).

σgap=
π

Nfof(Nfof − 1)

Nfof−1∑

i=1

wigi (35)

wi = i · (Nfof − i) (36)

gi = vi+1 − vi (37)

vi

c
=

1+ zobs,i
2 − 1

1+ zobs,i
2 + 1

(38)

σgroup=

√
Nfof

Nfof − 1
σ2

gap− σ2
err (39)

The gapper velocity dispersionσgap of a group withNfof mem-
ber is calculated by summing up the product of the weightswi
and the radial velocity gapsgi for all all its members. It is es-
sential that the radial velocitiesvi are ordered for this approach,
which we assure by a simple sorting algorithm applied for each
group. The radial velocitiesvi are calculated using the observed
redshiftszobs,i. The group velocity dispersionσgroup also takes
into account the measurement errors of the redshift determina-
tionσerr, which are 30 km/s for SDSS and∼ 32 km/s for 2MRS.
In the case that the obtained group velocity dispersion is lower
than the measurement errors of the redshift determination,we
set them toσerr.

3.4.2. Total group luminosity

The observed group luminosityLobs is calculated by adding up
the emitted light, in the SDSS r band or the 2MASS Ks band
respectively, of the group members.

Lobs=

Nfof∑

i=1

Li (40)

Li = 10−0.4·(Mabs,i−M
abs,⊙) (41)

The calculation of the luminosity of individual galaxyLi re-
quires the absolute r band magnitudesMabs,i and the solar ab-
solute magnitudeMabs,⊙ in the r band of 4.76 mag or in the Ks
of 3.28 mag respectively.
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Ltot = Lobs

∫ Mabs,min

−∞ Φ (m) dm
∫ −5log10(DL(z))+mlimit+5

−∞ Φ (m) dm
(42)

The total group luminosityLtot has to be obtained by rescaling
the observed group luminosityDL with the fraction of the lumi-
nosity functionΦ (m) visible at the group’s luminosity distance.
mlimit is the limiting magnitude of the survey and the parameter
Mabs,min denotes the minimal absolute magnitude to which the
luminosity function is still considered in our sample.

3.4.3. Group centre

In the next step, we locate the group centre. We treat the ra-
dial group centre, which is calculated only using the measured
redshifts of the group’s members, differently from the projected
group centre, which is calculated using the observed coordinates
of the group members. In Robotham et al. (2011), different ap-
proaches on how to best find the group centre are discussed and
compared. We employ the method which they found to be the
most efficient and reliable. In the case of the radial group center,
this constitutes simply taking the median of the redshifts of all
group members. Finding the projected group centre is more com-
plicated and the most efficient method is an iterative approach
using the centre of light of the group members as explained in
Robotham et al. (2011). At first the coordinates of the centreof
light, which is the luminosity-weighted (usingLi as weights),
are calculated using all group members. Then the group member
which is the furthest away from is rejected and the new centreof
light is calculated with the remaining members. This process is
repeated iteratively until only one galaxy remains and its coordi-
nates are used as the coordinates of the projected group center.

3.4.4. Group radius

For groups with two or more members, we calculate a projected
characteristic radius of the group. Following Robotham et al.
(2011) again, we define our group radiusRgroup as the radius
around the projected group center in which 50% of the group
members are located. This means that for a group with five mem-
bers, the radius corresponds to the distance of the third most dis-
tant member from the group centre. In the case of a group with
four members, the radius is the mean between the distance from
the group center of the second and third most distant members.

3.4.5. Dynamical mass

Using the previously defined group radii and group velocity dis-
persions, one can calculate approximate dynamical massesMdyn
for our groups using the following equation (Robotham et al.
2011; Chilingarian & Mamon 2008):

Mdyn ∼ 10
G
· σ2

group · Rgroup. (43)

They serve as a first approximation of the group masses, which
are obtained in the next section.

3.4.6. Group mass

To get robust mass estimates for the detected groups, we cal-
ibrate mass functions depending on several parameters to our
mock catalogues. We split the sample into three sub-samples:
isolated galaxies (groups with one visible member only) andall

coefficients 2MRS SDSS

a1 −14.4± 0.3 −5.3± 0.3
a2 1.23± 0.03 0.40± 0.03
a3 −0.0322± 0.0008 −0.006± 0.001
a4 −2.4± 0.3 −2.1± 0.1
a5 2.5± 0.2 1.16± 0.06
a6 −0.72± 0.04 −0.22± 0.01
a7 65.0± 1.3 32.1± 1.0

srms 0.3293 0.2642

Table 7. Coefficients of the mass dependence on observed parameters
of isolated galaxies. They were obtained by a least-square fit on mock
catalogue data using Equation 44.
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Figure 10. Residuals of the fit for the mass determination of groups
with only one visible member depending on the fitting parameter. Top-
left panel: residuals depending on the total Ks band group luminosity
for the 2MRS data. The top-right panel: residuals depending on the lu-
minosity distance for the 2MRS data. Bottom-left panel: residuals de-
pending on the total r band group luminosity for the SDSS data. The
Bottom-right panel: residuals depending on the luminosity distance for
the SDSS data.

other groups with two to four members, and groups with more
than four members. In the case of the isolated galaxies, we have
just two quantities at our disposal to derive their masses: lumi-
nosity and distance. We fit the following function to these pa-
rameters:

log10(Mgroup) =
3∑

i=1

(
ai

(
log10(Ltot)

)i
)
+

3∑

i=1

(
ai+3

(
log10(DL)

)i
)
+ a7 (44)

The group massMgroupdepends on the group luminosityLtot and
the luminosity distanceDL. The coefficientsa1, a2, a3, a4, a5,
a6, and a7 are estimated using a least-square fit to our mock
catalogues. The results are listed in Table 7 and the residuals
∆M = log10(Mfit) − log10(Mgroup) depending on the group mass
of these fits are illustrated in Figure 9. Apparently, there is a ten-
dency of our fit to underestimate the true masses of groups with
just one visible member in the case of high mass groups, which
is most prominent in the tail of the distribution for the SDSS
galaxies (see Figure 9). However, the dependence of the resid-
uals on the fitted parameters (see Figure 10) do not show any
clear trends, which indicates that considering higher order terms
in the fit would not improve our mass function.
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Figure 9. Residuals of the fit for the mass determination of groups using 2MRS and SDSS mock data. Top-left panel: residuals of our fit using
isolated galaxies (groups with one visible member only) for the 2MRS data. Top-central panel: residuals of groups with two to four members
using 2MRS data. Top-right panel: residuals of groups with five or moremembers using 2MRS data. Bottom-left panel: residuals of our fit using
isolated galaxies (groups with one visible member only) for the SDSS data. Bottom-central panel: residuals of groups with two to four members
using SDSS data. Bottom-right panel: residuals of groups with five or more members using SDSS data.

coefficients 2MRS SDSS

a1 −51.4± 10.4 200.6± 17.5
a2 5.6± 1.3 −30.6± 2.6
a3 −0.26± 0.07 2.1± 0.2
a4 0.004± 0.002 −0.051± 0.004
a5 −2.3± 0.5 −3.2± 0.6
a6 2.4± 0.3 1.3± 0.3
a7 −0.66± 0.07 −0.20± 0.04
a8 0.01± 0.21 1.2± 0.2
a9 −0.004± 0.022 −0.15± 0.02
a10 0.0004± 0.0008 0.0064± 0.0007
a11 182.5± 30.4 −476.4± 44.6
srms 0.2459 0.2799

Table 8. Coefficients of the mass dependence on observed parameters of
groups with two to four members. They were obtained by a least-square
fit on mock catalogue data using Equation 45.

In the case of groups with more than one detected member,
we have additional parameters at our disposal. For the groups
with two to four members, we include a dependence on the dy-
namical mass into the fitting function, which is defined as fol-
lows:

log10(Mgroup) = (45)
4∑

i=1

(
ai

(
log10(Ltot)

)i
)
+

3∑

i=1

(
ai+4

(
log10(DL)

)i
)
+

3∑

i=1

(
ai+7

(
log10(Mdyn)

)i
)
+ a11.

The dynamical group massσgroup is used in addition to pa-
rameters of the previous fit to obtain the coefficientsa1 to a11.
The results of the fit are listed in Table 8, whereas the residuals
of these fits depending on the group mass are shown in Figure 9.
The residuals of the fits depending on the fit parameters, which
are shown in Figure 11, do not indicate any strong trends.
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Figure 11. Residuals of the fit for the mass determination of groups with two to four members depending on the fitting parameter. Top-left panel:
residuals depending on the Ks band luminosity for the 2MRS data. Top-central panel: residuals depending on the luminosity distance for the
2MRS data. Top-right panel: residuals depending on the dynamical mass for the 2MRS data. Bottom-left panel: residuals depending on the r
band luminosity for the SDSS data. Bottom-central panel: residuals depending on the luminosity distance for the SDSS data. Bottom-right panel:
residuals depending on the dynamical mass for the SDSS data.

-1

-0.5

 0

 0.5

 1

re
si

du
al

s 
∆ M

-1

-0.5

 0

 0.5

 1

 9  9.5  10  10.5  11  11.5  12  12.5

 r
es

id
ua

ls
 ∆

M

 log10(Ltot [LO• ])
 1  1.25  1.5  1.75  2  2.25  2.5  2.75

log10(DL [Mpc])
 7  8  9  10  11  12

log10(Mdyn [MO• ])
 1  1.5  2  2.5

log10(NFOF)

Figure 12. Residuals of the fit for the mass determination of groups with five or more members depending on the fitting parameter. First panel
on the top row: residuals depending on the Ks band luminosity for the 2MRS data. Second panel on the top row: residualsdepending on the
luminosity distance for the 2MRS data. Third panel on the top row: residualsdepending on the dynamical mass for the 2MRS data. Fourth panel
on the top row: residuals depending on the number of galaxies detected inside a group for the 2MRS data. First panel on the bottom row: residuals
depending on the r band luminosity for the SDSS data. Second panel on thebottom row: residuals depending on the luminosity distance for the
SDSS data. Third panel on the bottom row: residuals depending on the dynamical mass for the SDSS data. Fourth panel on the bottom row:
residuals depending on the number of galaxies detected inside a group for the SDSS data.

For the richest groups in our catalogue (with five or more
members), we can define the following fitting function:

log10(Mgroup) = (46)
5∑

i=1

(
ai

(
log10(Ltot)

)i
)
+

3∑

i=1

(
ai+5

(
log10(DL)

)i
)
+

3∑

i=1

(
ai+8

(
log10(Mdyn)

)i
)
+

a12log10(Nfof) + a13.

The number of detected galaxies within a groupNfof is used
in addition to the parameters of the previous fit to obtain the
coefficientsa1 to a13. The results of the fit are listed in Table 9,
whereas the residuals of these fits depending on the group mass
are shown in Figure 9. The residuals of the fits depending on the
fit parameters, which are shown in Figure 12, do not indicate any
strong trends.
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coefficients 2MRS SDSS

a1 327.4± 689.6 271.9± 197.6
a2 −58.0± 114.4 −45.0117± 36.5
a3 5.0± 9.5 3.6± 3.4
a4 −0.2± 0.4 −0.1± 0.2
a5 0.004± 0.006 0.002± 0.003
a6 2.5± 0.7 4.0± 0.6
a7 −1.5± 0.5 −2.4± 0.3
a8 0.3± 0.1 0.48± 0.04
a9 −1.9± 1.6 −5.2± 0.7
a10 0.2± 0.2 0.51± 0.07
a11 −0.007± 0.005 −0.016± 0.002
a12 0.50± 0.05 0.607± 0.009
a13 −708± 1658 −615.5± 427.4
srms 0.1410 0.1588

Table 9. Coefficients of the mass dependence on observed parameters
of groups with more than four members. They were obtained by a least-
square fit on mock catalogue data using Equation 46.

3.5. Finite infinity regions scaling

Since the main motivation for this paper is to provide useful
datasets for a cosmological test (Saulder et al. 2015b in prepa-
ration), we have to develop scaling relations between the halo
masses and the masses inside finite infinity regions. We know
from Table 2 that slightly less than half of the particles of the
simulation are assigned to the FoF groups. Therefore, when sum-
ming up the masses for our detected groups as derived in Section
3.4.6, we will find only half the mass expected for a universe
with a matter density ofΩm = 0.25. However, we also know
from Table 3 that about three quarters of all simulation particles
are within spherical regions around these FoF groups which have
on average the renormalized critical density of timescape cos-
mology using the FoF masses and Equation 7. By considering
these new masses and iteratively expanding the regions accord-
ingly, we finally find that about 80% of all particles are within
the finite infinity regions.

Taking advantage of this knowledge, we define a procedure
that allows us to enhance the masses of our groups to create the
best possible set of finite infinity regions. We possess the full par-
ticle information of themillimil run, which we use to calibrate
our method. We take the last six snapshots of themillimil run,
which is sufficient to cover the same redshift depth as our cata-
logue. We consider the selection effect due to Malmquist bias of
SDSS only, because we will use a combined catalogue of SDSS
and 2MRS to obtain the distribution of groups and mass, which
is used in Section 4.4 and compensates for the selection effect
due to the SDSS saturation limit. As illustrated in Table 10,nat-
urally the number of groups still hosting detectable members de-
creases at higher redshifts. Although an effect on the total mass
within the finite infinity regions is there (a decrease from∼ 80%
to ∼ 65%), it is not as striking and significant as the impact on
the number of detected groups. This means, that although we
will miss some of the smaller structures, the biggest contributors
to the mass are still detected at higher redshifts. Furthermore,
many of the smaller masses are close to the bigger ones, so we
still obtain a good representation of the finite infinity regions. In
fact, of the 31 428 FOF-groups detected in the last snapshot of
themillimil run, which have assigned 48.5% of the simulation’s
particles/mass, 15 413 are visible in the latest snapshot and only
1002 in the earliest snapshot used, but still holding 43.4% and
36.4% of the mass, respectively.

We use this knowledge and the results of Section 2.3.1,
the first step is to assign radii according to Equation 7 (with
m = 0.61 for timescape cosmology) to the FoF groups using
their masses. We remove all groups that are fully within the radii
of other groups and add their masses to their “host” groups and
shift their centre of mass accordingly. Afterwards we countthe
particles inside these radii. Particles that are located within more
than one group are assigned weights corresponding to the recip-
rocal values of the number of groups they are shared with. At this
point we adjust the masses of our groups by using the masses of
the particles within the provided radii.

We use this first rescaling to calibrate the following relation:

log10 (Mfi) = f0

log10


n∑

i=1

Mgroup,i




2

+ f1log10


n∑

i=1

Mgroup,i

+ f2

(47)
between the mass of the “finite infinity” regionMfi and the sum
of group masses it is composed ofMgroup. The coefficients f0, f1,
and f2 are obtained by a least-square fit and their values are listed
in Table 10. We apply this fit to each snapshot. The distribution
of the parameters and our fit on them is illustrated in Figure 13.

We continue to expand the radii of the finite infinity regions
based on the number of particles (using the same weighting pro-
cedure as before) within the new radii. We also keep on remov-
ing groups that are fully within finite infinity regions of other
groups and add their masses to their hosts and shift the centres
of mass accordingly. We repeat this procedure iteratively until
the change of total mass within all finite infinity regions is less
than 0.1% from one step to the next.

We derive another rescaling relation, which connects the fi-
nal masses of the groups to the sum of the initial masses of FoF
groups. For this final rescaling, we also use Equation 47 and fit
it to the data to obtain the coefficients, which are listed in Table
10. The distribution of the parameters and our fit on them is il-
lustrated in Figure 14.

With all calibrations done, we now summarise how we apply
our rescaling method on real data:

For a group catalogue with masses obtained using the cali-
brations of Section 3.4.6, we calculate the radii of our finite in-
finity regions using Equation 7 with the coefficients correspond-
ing to the snapshot closest in redshift to every group. In thenext
step, we remove all groups that are fully within the first estimate
of the finite infinity regions by merging them with their host in
the same fashion as before. Afterwards, we apply the first rescal-
ing of the masses and consequently the radii of the finite infin-
ity regions. Then we iteratively merge all groups fully within
the finite infinity regions of other groups and adjust their hosts’
masses and radii accordingly. Once this is completed, we apply
the final mass rescaling using the sum of the initial masses of
the groups that merged as a basis. We use the initial masses for
the final rescaling instead of the masses obtained after the first
rescaling, because the overall uncertainty is slightly lower this
way. The reason to do the first rescaling at all, and not to proceed
directly to the final rescaling without it, is that the merging pro-
cess, which is done after it, slightly shifts the distribution of the
mass function and we would introduce an unnecessary source of
error by skipping it.

After all the rescaling and calibrations, there is still more
than 20% of the mass of the simulation that is not in any fi-
nite infinity regions. Given that the model described in Wiltshire
(2007) is only a two-phase model with completely empty voids
and walls (the space inside finite infinity regions) with their
renormalized critical density, we have two options on how to
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rescaling redshift f0 f1 f2 srms mass within volume within groups
fi-regions fi-regions detected/used

first 0 0.008± 0.002 0.77± 0.06 1.7± 0.3 0.1247 74.68% 13.27% 15413
final 0 0.028± 0.004 0.26± 0.11 5.1± 0.6 0.2187 80.28% 22.76% 9187
first 0.020 0.005± 0.003 0.85± 0.08 1.3± 0.5 0.1230 72.16% 12.80% 8952
final 0.020 0.031± 0.006 0.17± 0.15 5.7± 0.9 0.2188 78.24% 22.27% 5676
first 0.041 0.007± 0.005 0.80± 0.12 1.7± 0.7 0.1198 69.15% 12.10% 4993
final 0.041 0.030± 0.009 0.16± 0.22 5.9± 1.3 0.2197 75.61% 21.35% 3415
first 0.064 0.001± 0.006 0.95± 0.15 0.8± 0.9 0.1158 66.35% 11.59% 3165
final 0.064 0.026± 0.012 0.24± 0.30 5.6± 1.8 0.2210 73.20% 20.63% 2336
first 0.089 0.003± 0.008 0.89± 0.21 1.2± 1.3 0.1165 62.45% 10.82% 1941
final 0.089 0.031± 0.016 0.10± 0.41 6.7± 2.6 0.2237 69.93% 19.85% 1530
first 0.116 0.001± 0.012 0.93± 0.31 1.0± 1.9 0.1184 55.60% 9.44% 1002
final 0.116 0.043± 0.024 −0.24± 0.61 9.1± 3.9 0.2313 64.75% 18.75% 826

Table 10. Coefficients of the mass rescaling for the finite infinity regions and the mass as wellas the volume covered by them. Column one:
indicator if first of final rescaling of finite infinity regions, column two: cosmological redshift of that snapshot, column three to five: coefficients of
the fit (see Equation 47), column six: root mean square of that fit, column seven: percentage of mass within fi-regions compared to the total massin
the simulation, column eight: percentage of volume within fi-regions compared to the total volume in the simulation, column nine: number finite
infinity regions/groups used for the fit and remaining after iteration.
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Figure 13. Distribution of the masses within the finite infinity regions before expanding them iteratively depending on the sum of the masses of
the groups they are composed of. The dotted black line indicates our fit onthis relation. The panels show the 6 snapshots used from the last one
(number 63) in the top left panel to the earliest one (number 58) in the bottom right panel.

proceed: 1) we can either add the 20− 30% missing mass to the
detected finite infinity regions and adjust their sizes accordingly,
or we can 2) assume that the 20− 30% missing mass is dis-
tributed homogeneously throughout the rest of the simulations
volume (the voids) and define them as not completely empty.
Since we are still working on which way is the best-suited one,
we keep both options open for a more considerate deliberation of
their possible implications on the theory in our follow-up paper
(Saulder et al. 2015c in preparation), where we will performthe
cosmological test to which we are building up here. Therefore,
we will provide the data for both options.

4. Results

We provide four group catalogues, which are made available on
VizieR: (link follows as soon as the paper is accepted).
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Figure 14. Distribution of the final masses of the finite infinity regions depending on the sum of the masses of the groups they are composed of.
The dotted black line indicates our fit on this relation. The panels show the 6 snapshots used from the last one (number 63) in the top left panel to
the earliest one (number 58) in the bottom right panel.
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8 187.9967 14.4204 0.0044 12.77 12.76 14.63 11.90 557.4 11103.4932 18.3 131
11 54.7163 -35.5944 0.0047 12.33 12.32 13.96 10.74 230.5 4471.3365 19.3 33
100 192.5164 -41.3820 0.0121 12.77 12.72 14.62 11.88 851.7 455 0.5311 50.2 66
303 157.6104 -35.3595 0.0101 12.35 12.32 14.17 11.30 515.5 323 0.4503 42.0 37
324 243.7661 -60.9072 0.0167 13.04 12.97 14.92 11.96 745.5 704 0.5978 69.8 101
371 49.9510 41.5117 0.0173 12.96 12.89 14.87 12.04 1038.6 440 0.3627 72.0 94
381 159.1784 -27.5283 0.0131 12.68 12.63 14.61 11.77 635.1 628 0.6778 54.5 76
478 195.0338 27.9770 0.0241 13.18 13.02 15.04 12.15 921.4 713 0.4240 101.1 87
581 28.1936 36.1518 0.0155 12.62 12.55 14.48 11.51 453.4 6770.6203 64.4 50
1064 176.0090 19.9499 0.0223 12.89 12.76 14.75 11.80 676.2 595 0.3813 93.5 53
3939 241.11047 17.7420 0.0359 13.21 12.82 14.97 12.23 795.11159 0.4692 151.8 33

Table 11. Parameters of a selected sample of groups as they appear in our 2MRS group catalogue. Column 1: ID, column 2 and 3: equatorial coordinates of the group centre, column 4: redshift of
the group centre, column 5: total group luminosity in the Ks band, column 6: observed group luminosity in the Ks band, column 7: group mass, column 8: dynamical mass of the group,column 9:
group velocity dispersion, column 10: physical group radius, column 11: angular group radius, column 12: luminosity distance to the group centre, and column 13: detected group members.

ID αgroup δgroup zgroup log10

(
Ltot,r

)
log10

(
Lobs,r

)
log10

(
Mgroup

)
log10

(
Mdyn

)
σgroup Rgroup agroup DL Ngroup

[◦] [ ◦] [log10

(
L⊙

)
] [log10

(
L⊙

)
] [log10

(
M⊙

)
] [log10

(
M⊙

)
] [km/s] [kpc] [◦] [Mpc]

38870 247.4372 40.8116 0.0301 12.72 12.69 15.25 12.27 614.92139 1.0250 126.9 502
44039 227.7808 5.3173 0.0793 12.99 12.86 15.30 12.67 852.0 2799 0.5368 348.0 297
83856 50.0647 41.3986 0.0162 12.02 12.02 14.71 12.03 933.6 526 0.4617 67.4 128
102802 167.9317 40.8208 0.0765 12.81 12.69 15.23 12.36 644.1 2366 0.4691 334.9 220
111101 239.5833 27.2334 0.0897 13.16 13.00 15.35 12.48 770.3 2207 0.3780 397.3 365
132281 14.0672 -1.2554 0.0431 12.55 12.51 15.05 12.19 627.21691 0.5742 183.6 217
153024 241.1491 17.7216 0.0368 12.58 12.55 15.10 12.11 666.7 1242 0.4909 155.9 293
155904 195.0339 27.9769 0.0242 12.75 12.74 15.32 12.27 845.8 1107 0.6549 101.6 690
157845 240.5828 16.3460 0.0363 12.62 12.58 15.17 12.16 718.0 1204 0.4819 153.8 367
167635 167.6785 28.6931 0.0341 12.38 12.35 14.95 11.93 611.8 987 0.4201 144.0 207
185409 176.0090 19.9498 0.0224 12.30 12.29 14.92 11.91 704.9 701.0 0.4478 93.7 218

Table 12. Parameters of a selected sample of groups as they appear in our SDSS group catalogue. Column 1: ID, column 2 and 3: equatorial coordinates of the group centre, column 4: redshift of
the group centre, column 5: total group luminosity in the r band, column 6: observed group luminosity in the r band column 7: group mass, column 8: dynamical mass of the group, column 9: group
velocity dispersion, column 10: physical group radius, column 11: angular group radius, column 12: luminosity distance to the group centre, andcolumn 13: detected group members.
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4.1. The 2MRS group catalogue
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Figure 15. Distribution of the multiplicityNFoF of the groups detected
in 2MRS (green dotted line) and in SDSS (red solid line).

Our 2MRS based group catalogue is composed of 43425
galaxies from Huchra et al. (2012b) covering 91% of the sky.
Using our group finder with the optimal coefficients from Table
6, we detect 30695 groups in the 2MRS data. As illustrated in
Figure 15, the majority (24782 to be precise) of the galaxiescan
be found in groups with only one visible member. This does not
necessarily mean that all of them are isolated objects, but that
there is only one galaxy sufficiently bright to be detected by
2MRS. We identify 5796 groups within the multiplicity range
from two to ten and only 117 with higher multiplicities (two
of them with more than 100 members each). Figure 15 clearly
shows that the number of groups rapidly decreases with increas-
ing number of multiplicity.

We identified some of the richest clusters7. The cluster with
the most detected members and the 2MRS group ID 8 in our cat-
alogue is the well-known Virgo cluster. Furthermore, we identi-
fied the following clusters with their parameters listed in Table
11: the Fornax Cluster with the ID 11,the Centaurus Cluster with
the ID 100, the Antlia Cluster with the ID 303, the Norma cluster
with the ID 324, the Perseus Cluster with the ID 371, the Hydra
Cluster with the ID 381, the Coma Cluster with the ID 478, Abell
262 with the ID 581, the Leo Cluster with the ID 1064, and the
Hercules Cluster with the ID 3939. It is very encouraging to see
that we were able to locate many well-known cluster in our cat-
alogue.

We provide a list of all detected groups containing their
2MRS group ID, the coordinates of the group centre (right as-
cension and declination are both given in degrees), the median
redshifts, the total group luminosity in the Ks band, the observed
group luminosity in the Ks band, the calculated group mass (us-
ing the method explained in Section 3.4.6), the dynamical mass
of the group, the group velocity dispersion, the physical group
(given in kpc), the angular group radius (given in degree), the
luminosity distance to the group centre (given in Mpc), and the
number of detected group members. An excerpt of this list is pro-
vided in Table 11. In addition to that list, a list of all the galax-
ies used is provided, containing the our internal galaxy IDs, the

7 We use the NASA/IPAC Extragalactic Database (http://ned.
ipac.caltech.edu/) for a manual search by coordinates to identify
this and all other other groups in this section.

2MRS group IDs of the group the galaxy belongs to, and the
2MASS IDs of the galaxies.

4.2. The SDSS DR10 group catalogue

Our SDSS based group catalogue is composed of 397263 galax-
ies from Ahn et al. (2014) covering 9274 square degree. Using
our group finder with the optimal coefficients from Table 6, we
detect 228123 groups in the SDSS DR10 data up to a redshift of
0.11. As illustrated in Figure 15, a large fraction (169623 to be
precise) of the galaxies can be found in groups with only one vis-
ible member. Similar to the results of the 2MRS catalogue, the
number of groups rapidly decreases with increasing number of
multiplicity, but since the SDSS sample is much deeper, there are
more groups with higher multiplicity than for the 2MRS sample.
We identify 42 group with more than 100 visible members each.

We identified some of the richest clusters in our catalogue:
the Coma Cluster with the ID 155904, the Perseus Cluster with
the ID 83856, the Leo Cluster with the ID 185409, Abell 2142
with the ID 111101 and the Hercules Cluster with the ID 153024.
A list of these clusters and others with more than two hundred
detected members is provided in Table 12. Due to the satura-
tion limits of SDSS spectroscopy, there is a dearth of galaxies in
the SDSS survey at very low redshifts. Hence, we do not detect
as many rich nearby groups as in the 2MRS survey, even when
taking the smaller sky coverage into account. However it is en-
couraging to see that we are able to identify some of the same
groups and clusters in both survey data.

We provide a list of all detected groups containing their
SDSS group ID, the coordinates of the group centre (right as-
cension and declination are both given in degrees), the median
redshifts, the total group luminosity in the r band, the observed
group luminosity in the r band, the calculated group mass (us-
ing the method explained in Section 3.4.6), the dynamical mass
of the group, the group velocity dispersion, the physical group
(given in kpc), the angular group radius (given in degree), the
luminosity distance to the group centre (given in Mpc), and the
number of detected group members. An excerpt of this list is
provided in Table 12. In addition to that list, a list of all the
galaxies used is provided, containing the our internal galaxy IDs,
the SDSS group IDs of the group the galaxy belongs to, and the
SDSS object IDs of the galaxies.

4.3. The fundamental plane distance group catalogue

We take advantage of our previous work (Saulder et al. 2013)
on the fundamental plane of elliptical galaxies to provide addi-
tional information for a subset of groups of our SDSS catalogue.
We provide redshift independent fundamental plane distances
for all groups that contain at least one early-type galaxy based
on our extended and up-dated fundamental plane calibrations in
the Appendix of our recent paper (Saulder et al. 2015). We find
49504 early-type galaxies distributed over 35786 groups ofour
SDSS group catalogue. As illustrated in Figure 16, the majority
(29871 to be exact) of the early-type galaxies are the only de-
tected early-type galaxy in their group. We also find 5915 groups
hosting two or more early-type galaxies and 808 of these groups
even contain five or more early-type galaxies.

We provide three lists (one of them is shown in Table 13
as an example) of all our SDSS groups hosting elliptical galax-
ies for three slightly different sets of cosmological parameters.
Naturally, since this paper uses the cosmology of the Millennium
simulation (see Table 1 for the parameters), one of our listsis
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ID αgroup δgroup zgroup DA,FP DC,FP DL,FP DA,z DC,z DL,z NETG Ngroup

[◦] [ ◦] [Mpc] [Mpc] [Mpc] [Mpc] [Mpc] [Mpc]
2 154.7184 -0.9826 0.0959 339.7 370.8 404.6 355.4 389.5 426.8 2 7
6 150.9243 -0.5669 0.0965 315.3 341.8 370.6 356.9 391.3 429.0 1 4
9 159.3740 -0.6780 0.0968 381.4 421.0 464.6 358.3 393.0 431.0 1 13
10 160.9982 -0.5883 0.0617 195.7 205.6 216.0 236.7 251.3 266.8 1 8
12 162.9378 -0.4380 0.0739 271.9 291.4 312.3 279.8 300.5 322.7 1 1
17 152.1050 0.1759 0.0968 345.5 378.4 414.4 358.4 393.1 431.2 8 26
19 157.7624 -0.0892 0.0952 331.3 360.8 392.8 352.9 386.5 423.2 2 4
21 159.7015 -0.1747 0.0962 288.0 310.0 333.7 356.2 390.5 428.0 1 1
22 159.9015 -0.1472 0.0960 373.8 411.8 453.6 355.7 389.9 427.3 1 1
23 161.7152 -0.1086 0.0412 284.0 305.3 328.3 161.6 168.3 175.2 1 3

Table 13. Parameters of a selected sample of groups as they appear in our fundamental plane distance catalogue. Column 1: SDSS cluster ID,
column 2 and 3: equatorial coordinates of the group centre, column 4: redshift of the group centre, columns 5 to 7: the angular diameter distance,
the co-moving distance, and the luminosity distance all calculated using the fundamental plane, columns 8 to 10: the angular diameter distance, the
co-moving distance, and the luminosity distance all calculated using the redshift, column 11: number of detected early-type galaxies, and column
12: all detected group members.
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Figure 16. Distribution of the number of early-type galaxies found in
our SDSS groups.

based on it. Another list is based on the cosmological param-
eters of our previous papers (Saulder et al. 2013), which are
H0 = 70 km/s/Mpc, ΩM = 0.3, andΩΛ = 0.7, while the
last list uses the cosmological parameters of the Planck mis-
sion (Planck Collaboration et al. 2014a), which areH0 = 67.3
km/s/Mpc,ΩM = 0.315, andΩΛ = 0.685 (Planck Collaboration
et al. 2014b). The lists contain their SDSS group ID, the co-
ordinates of the group centre (right ascension and declination
are both given in degrees), the median redshifts, the angular, co-
moving, and luminosity fundamental plane distances, the angu-
lar, co-moving, and luminosity redshift distances, the number of
elliptical galaxies hosted in that group and the total number of
detected group members. As an example of our catalogue, the
top ten lines of our Millennium simulation cosmology catalogue
is provided in Table 13.

In Figure 17, we show that the difference between the co-
moving fundamental plane distance and the co-moving red-
shift distance decreases with the increasing number of ellipti-
cal galaxies per group. For higher multiplicities the the statistics
are affected by the small number of groups hosting so many de-
tected elliptical galaxies. We compare this to the expectedde-
crease based on the root mean square (of 0.0920 in the z-band)
of our fundamental plane calibration in our recent paper (Saulder
et al. 2015) and find that the measured decrease is comparableto
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Figure 17. The difference in the distance measurements for our clusters
by comparing the fundamental plane distances with the redshift dis-
tances depending on the number of early-type galaxiesNETG per group.
The black dashed line indicates the average ratio per early-type galaxies
multiplicity bin. The red solid line marks the corresponding 1-σ inter-
vals. The green dashed line indicates the expected progression of the
1-σ intervals around one based on the root mean square of our funda-
mental plane distance error of 0.0920.

the expected one, although there is a trend for the mean valueto
rise with higher early-type multiplicity per cluster.

4.4. The finite infinity regions catalogues - merging 2MRS
and SDSS

While the three previous catalogues are kept relatively general
allowing for a wide range of applications, the catalogue of finite
infinity regions is exclusively made as a preparatory work for
our next paper Saulder et al. (2015c in preparation). It contains
the already mentioned finite infinity regions, which are required
for a cosmological test that we plan on executing in our future
work.

The reason for using the 2MRS catalogue in addition the the
SDSS catalogue is the fact that the SDSS suffers from additional
incompleteness at very low redshifts due to the saturation of their
spectroscopic data. The 2MRS catalogue has no saturation limit
and allows us to fill in gaps. The merging of the two catalogues
is a delicate procedure, which requires some deliberationsbe-
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Figure 18. Distribution of the matter density in dependence of the dis-
tance for our catalogues. The dotted black line indicates the expected
average value based on the mock catalogue used to calibrate the groups’
masses. The dotted blue line marks the density distribution of our SDSS
catalogue and the dashed green line marks the density distribution of our
2MRS catalogue. The solid red line indicates the density distribution of
our combined dataset, which is a mixture of the SDSS and 2MRS cata-
logues below the distance at which the SDSS saturation limit becomes
negligible (indicated by dashed-dotted cyan line) and only the SDSS
catalogue above this distance. The maximum depth of catalogue, which
is cut of at a redshift of 0.11 is indicated by the dotted magenta line.
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Figure 19. Completeness of our catalogues based on the luminosity
function of their galaxies depending on the co-moving distance. The
dashed black line indicates the completeness function of the 2MRS cat-
alogue, which is only affected by the Malmquist-bias. The solid red
line marks the completeness function of SDSS, which is affected by
the Malmquist-bias (indicated by the dotted blue line) and a saturation
limit (indicated by the dashed green line). The dashed-dotted cyan line
denotes the point, when the impact of saturation limit on the complete-
ness function of SDSS becomes negligible (the saturation limit com-
pleteness rises about 95%. The maximum depth of catalogue, which is
cut of at a redshift of 0.11 is indicated by the dotted magenta line.

forehand. When plotting the matter density as function of dis-
tance (see Figure 18), the density of the 2MRS catalogue fluc-
tuates (due to large local structures) around the average value
expected from the mock catalogues in the inner mass shells, but
then drops drastically in the outer shells. The density of SDSS
catalogue tends to be lower than the density of the 2MRS cata-
logue in the innermost shells, but then rises and stays with rea-

sonable range around the expected value from the mock cata-
logue in most shells.

To get the best of both worlds, we use a combination of the
2MRS and SDSS catalogue up to a certain distance and beyond
that the SDSS catalogue only. We define this limit as the distance
at which the effect of saturation limit on SDSS starts becoming
negligible, because the main reason for including the 2MRS cat-
alogue in the first place was to compensate for this effect. The
specific choice of this limit is to some extent arbitrary. We de-
cide to place it at a co-moving distance of 95.4 Mpc, which cor-
responds to where 95% of the luminosity function (down to an
absolute magnitude of -15 mag in the r band, which was our
limit on SDSS data) is unaffected by the saturation limit as il-
lustrated in Figure 19. This is also where the mass density of
2MRS starts dropping significantly below the expected value
(see Figure 18). The 2MRS catalogue is already strongly effected
by the Malmquist bias at this distance. As illustrated in Figure
19 only the brightest 5% of the luminosity function (down to an
absolute magnitude of -18 mag in the Ks band, which was our
limit on 2MRS data) are still visible.

The first step in merging the 2MRS and SDSS catalogue is to
remove all 20502 2MRS groups beyond a co-moving distance of
95.4 Mpc. From this distance outward, only SDSS data is used.
In the overlapping area we can encounter three cases, for which
the third case requires careful assessment: 1) A group is detected
only in SDSS, because its galaxies are too faint for 2MRS. 2)
The group is only detected in 2MRS because they are too near
and too bright for SDSS or simply because they are outside the
area covered by SDSS. In both cases the groups will be fully
included in the new merged catalogue. 3) The same group (or
parts of them) is detected in both catalogues. In this case, both
detections need to be merged in a meaningful manner.

For this group merging, we take our truncated 2MRS cata-
logue and see how many SDSS groups are within one linking
length of our 2MRS groups. We use the definition of the linking
length of Equations 26 and 27 with the optimised parameters for
2MRS from Table 6 but withλopt set to zero, because the corre-
sponding term was calibrated using the galaxy luminositiesand
not the group luminosities and it was a minor correction anyway.
If one of the linking lengthsαeff or Reff is smaller than the group
angular radius or the group velocity dispersion respectively, it
is scaled up accordingly. We find that 2460 of the 12598 SDSS
groups in the overlapping volume need to be merged with 1903
2MRS groups. There are obviously several cases in which we
find more than one SDSS group within a 2MRS group. The pa-
rameters of the newly merged groups are the weighted averages
of the parameters of their predecessors. One part of the weights
is the completeness function:

fc(z) =

∫ −5log10(DL(z))+mlimit+5

−5log10(DL(z))+msat+5
Φ (m) dm

∫ Mabs,min

−∞ Φ (m) dm
. (48)

It depends on the luminosity distanceDL derived from the red-
shift z, the saturation limitmsat, which is 14 mag in the SDSS r
band and none existent for 2MRS, the limiting magnitudemlimit
of the survey, which is 17.77 mag in the r band for SDSS and
11.75 mag in the Ks band for 2MRS. We use the corrected ob-
served luminosity functionΦ (m) as illustrated in Figure 3. The
2MRS and SDSS completeness functions are plotted in Figure
19. The other part of the weightswmerge = fc · NFoF used for
merging the groups is the number of members per groupNFoF .
This will ensure that the masses of galaxy clusters are not biased
by a single galaxy from the other survey. In the merging process
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the centre of mass of the new groups will be adjusted accord-
ing to the weights as well. Our combined catalogue consists of
235856 groups. They contain in total 44.6% of mass expected for
the volume using the Millennium simulation cosmology, com-
parable with the 43.4% of matter in visible groups in the latest
snapshot of themillimil simulation.

We apply the method explained in Section 3.5 on our com-
bined catalogue to obtain the finite infinity regions. We assign
radii for the first estimate of the finite infinity regions based on
the masses in the combined catalogue and merge all groups that
are fully within theses regions of other groups into their hosts.
We end up with 186245 groups after performing this procedure.
The masses of theses groups are rescaled using Equation 47 with
the coefficients for the first rescaling from Table 10 of the snap-
shot nearest in redshift to our groups. We calculate the new finite
infinity radii and repeat the merging procedures to find 183863
groups containing 74.8% of the mass expected for the volume
and the cosmology used. The masses of the 183863 groups are
rescaled again using the sum of the original masses of “member
groups” as a basis and the coefficients for the final rescaling from
Table 10 of the snapshot nearest in redshift to our groups. The
total mass of the groups adds up to 77.7% and the finite infinity
regions occupy 21.5% of the volume covered by our combined
catalogue. These values are within the expected range (see Table
10) for a combined dataset of all snapshots. We note that based
on the theory of the two-phase model of Wiltshire (2007), we
expect∼ 25% of the volume to be inside finite infinity regions.

cx cy cz log10 (Mfi) Rfi

[Mpc] [Mpc] [Mpc] [log 10

(
M⊙

)
] [Mpc]

-0.750 0.451 2.365 12.31 1.752
-7.424 -2.913 -7.405 13.28 3.680
-6.883 -2.021 -8.389 13.00 2.975
-8.143 -3.669 -5.129 13.01 3.005
-17.946 -1.329 4.686 15.31 17.565
8.906 12.502 -10.477 14.33 8.245
9.505 8.167 -0.003 12.73 2.427
4.607 5.361 -6.168 12.28 1.714
3.170 2.640 3.373 12.76 2.478
2.240 4.199 13.022 13.07 3.141

Table 14. Parameters of a selected sample of groups as they appear in
our finite infinite regions catalogue. Column 1 to 3: the Cartesian co-
moving coordinates of the centre of the finite infinity region, column 4:
the mass within the finite infinity region, and column 5: the radius of
the finite infinity region.

We provide a list of all 164509 remaining groups containing
their Cartesian co-moving coordinatescx, cy, andcz, their final
masses, and their radii for the finite infinity regions. A sample of
the first ten lines of our catalogue is given in Table 14.

Additionally, we provide another list in the same format, in
which the masses of the groups have been rescaled so that their
sum covers the full mass expected for the catalogue’s volume
and the Millennium simulation cosmology. We also applied the
merging procedure on the rescaled groups, which leaves us with
152442 groups whose finite infinity regions cover 28.3% of the
catalogue’s volume.

5. Discussion

To provide a robust model of the matter distribution in the local
universe, we used data from the SDSS DR10 (Ahn et al. 2014)

and the 2MRS (Huchra et al. 2012b). After we preform some
filtering and calibrate the data, we end up using 43425 of 43534
galaxies from the entire 2MRS catalogue and 397263 of 422475
galaxies from the SDSS below a redshift of 0.1128. To best ex-
ploit our given data, we created several mock catalogues from
the Millennium simulation to carefully calibrate our tools.

For the SDSS sample and the 2MRS sample, we provide
eight independent mock catalogues each. Every one of them
covers one eighth of the sky and the distribution of the lumi-
nous matter in them is based on semi-analytic galaxy models
from (Guo et al. 2011). The 2MRS mock catalogues consider
the Malmquist bias, peculiar motions and all possible measure-
ment uncertainties. The SDSS mock catalogues takes the same
effects into account as for the 2MRS mock catalogues, but also
includes the saturation limits and fibre collisions bias of SDSS.
We also provide a corresponding set of dark catalogues, which
were used to optimise the group finder and calibrate the masses
derived from the groups. Although our mock catalogues were
primarily designed as a calibration tool for our group finderal-
gorithm presented in this paper, they are kept sufficiently general
to be used in future work as well.

The core piece of this paper is the group finder which
we developed. It is strongly inspired by the one presented in
(Robotham et al. 2011). We consider several effects for our
group finder algorithm, which we have to calibrate indepen-
dently for the 2MRS and the SDSS sample. First, we calculated
the basic linking lengthblink,0, which we define as the average
co-moving distances between the two nearest sufficiently lumi-
nous (this requirement excludes (most) dwarf galaxies) neigh-
bour galaxies in our unbiased mock catalogue. The thereby ob-
tained parameters provides a first basic estimate of order ofmag-
nitude our adaptive linking length used in our algorithm. The
linking length is split into a radial and angular (transversal) com-
ponent and the later is modified to account for stretching effect
in redshift space due to peculiar motions inside of groups (illus-
trated in Figure 6). We also consider that the differently lumi-
nous galaxies have different masses (see Figures 5 and 4) and
thereby a large sphere of gravitational influence. However,when
optimizing the free parameters of our group finder algorithmin
the next, it turns out that this correction is of minor significance.
Another correction rescales the linking length depending on the
fraction of the galaxy luminosity function (see Figure 3) that is
visible at a certain distance. This rescaling effectively corrects
for the incompleteness of our data due to the Malmquist bias.
The final linking length, which is defined in Equations 26 and
27, depends on four free coefficients, that areαopt, Ropt, γopt, and
λopt. Following Robotham et al. (2011), they are optimized by
maximizing the group coast function (see Equations 28 to 34)
using a Simplex algorithm (Nelder & Mead 1965). The results
of the optimization can be found in Table 6. As already men-
tioned before, the coefficient γopt is close to 0, thereby clearly
reducing the significance of the mass dependency of the linking
length.λopt is around one, whileαopt and Ropt are located be-
tween 0.4 and 0.6. The optimized group finder was applied on
our data sets in the next step.

The 2MRS group catalogue is composed of 30695 groups,
which host a total of 43425 galaxies. We identify many well-
known structures of the local universe in this catalogue. Aside
from basic parameters such as coordinates and redshifts, the
most important quantity for our groups are their masses.
Therefore, we use our mock catalogues to carefully calibrate the

8 This value was reduced during the filtering after applying a correc-
tion for our motion relative to the CMB to 0.11.
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mass function (see Equations 44, 45, and 46) depending on sev-
eral other parameters of the groups. The results of our fits onthe
mass functions can be found in Tables 7, 8, and 9. The advan-
tages of the 2MRS catalogue are its wide sky coverage and its
high completeness at very low redshifts.

The SDSS group catalogue is composed of 228123 groups,
which host a total of 397263 galaxies. It is restricted to a smaller
area of the sky than the 2MRS group catalogue, but it is also
deeper providing a clearly more complete sample at higher (up
to our limiting redshift of 0.11) redshifts. At very low redshifts
the SDSS group catalogue suffers from some additional incom-
pleteness due to the saturation limits of SDSS spectroscopy. This
is the main reason why we also provide the 2MRS catalogue to
complement the SDSS catalogue a very low redshifts. The two
catalogues are not completely disjunct, there is some overlap be-
tween them and we are able to identify a few prominent galaxy
clusters in both catalogues.
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Figure 20. Dependencies of the difference in the distance measurements
for our clusters by comparing the co-moving fundamental plane dis-
tances with the co-moving redshift distances on the co-moving redshift
distance itself and the number of elliptical galaxies per group. Top-left
panel: all groups that contain at least one elliptical galaxy. Top-right
panel: all groups containing at least two elliptical galaxies. Bottom-left
panel: all groups that host five or more elliptical galaxies. Bottom-right
panel: all groups hosting at least 10 elliptical galaxies. The solid red
lines indicate the fits on the displayed data, which show an increasing
dependence of the ratio between the fundamental plane distance and
the redshift distance on the redshift distance with an increasing number
of elliptical galaxies per group. The dashed black line only provides a
reference, if this trend was not detected.

The fundamental plane distance catalogue is obtained by
combining the SDSS group catalogue with some of our previous
work. We provided very detailed calibration of the fundamen-
tal plane in Saulder et al. (2013) and listed updated coefficients
based on an extended sample in our recently submitted paper
(Saulder et al., 2015). The aim of the fundamental plane dis-
tance catalogue is to provide redshift independent distance mea-
surements for groups hosting elliptical galaxies. As illustrated
in Figure 17, the accuracy of our alternative (to redshift) dis-
tance measurements improves for groups with higher elliptical
galaxy multiplicities, but there are some residual trends visible.
The fundamental plane distances tend to be on average larger
than the redshift distances for groups with a higher number of
early-type galaxies detected in them.

When we examine our sample closer, we discover a trend in
the ratio between the fundamental plane distance and the red-
shift distance. As illustrated in Figure 20, there is a trendthat
the ratio between the co-moving fundamental plane distanceand
the co-moving redshift distance slightly decreases with a grow-
ing co-moving redshift distance. The astonishing fact is that this
trend becomes steeper for groups hosting more and more ellipti-
cal galaxies, as already hinted at in Figure 17. We considered a
selection effect on the elliptical galaxies in the nearer groups, a
general dependence of elliptical galaxies on their environment,
or some selection effect on measurement of the median redshift
of the groups. Understanding this systematic trend will be espe-
cially relevant for of our planned cosmological test (Saulder et
al. 2015b in preparation). We notice a dearth of early-type galax-
ies, and consequently groups hosting them, at low distances,
which we attribute to the saturation limit of SDSS of 14 mag
in the r band. The average absolute r and magnitude of an ellip-
tical galaxy (not counting dwarf galaxies) of roughly -21 mag
(Saulder et al. 2013), which means that a significant part of the
elliptical galaxies at a luminosity distance of about 100 Mpc is
still not included in the sample. A comparison with our mock
catalogues allows us to rule out that this selection effect is a ma-
jor contributor to the observed trend, hence we conclude that it is
primarily due to effects of the environment on early type galax-
ies.

We provide catalogues of fundamental plane distances for all
cluster hosting early-type galaxies for three different cosmolog-
ical: the Millennium simulation cosmology, the cosmology used
in Saulder et al. (2013) and the recent Planck cosmology (Planck
Collaboration et al. 2014b).

The final catalogue of this paper contains the finite infin-
ity regions, which are a necessary part of the foreground model
for our planned cosmological test. We found for the mock cata-
logues and the Millimil simulation that slightly less than half of
the simulation’s particles are actually bound to the FoF groups.
However, when calculating the finite infinity regions aroundthe
groups we see that up to 80% of the particles of the simulations
are within them. We use this to develop and calibrate a rescaling
method, which allows us to calculate the finite infinity regions
from the groups’ masses as explained in Section 3.5. We apply
this method on a combined dataset of the 2MRS and SDSS cat-
alogue. The two catalogues were merged using weights based
on their completeness function (see Figure 19) and multiplici-
ties of the groups for the groups, which are in both catalogues.
Furthermore, we do not use any 2MRS data beyond 95.4 Mpc.
In the end, we provide a catalogue of 164509 groups and the
sizes of the finite infinity regions surrounding them. They con-
tain 77.7% of the total mass expected for the catalogues volume
and occupy 21.5% of it. Since the distribution of remaining mass
will influence the cosmological test, we prepare data for twodif-
ferent scenarios. In one, we assume that the rest is distributed
sufficiently homogeneous in the voids between the finite infinity
regions. In the other one, we add the missing mass to detected
groups and rescale their masses in a way that their sum will ac-
count for all of the expected mass in the catalogue’s volume.In
our next paper, we study in detail which one is a better descrip-
tion of the real data.

6. Summary and Conclusions

We created a set of group catalogues with the intention to use
them for a cosmological test in our next paper. In the process,
we devised a set of wide-angle mock catalogues for 2MRS and
SDSS, which consider all possible biases and uncertainties. We
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use them to calibrate and optimize our FoF-based group finder
algorithm and a mass function. After applying the group finder
on 2MRS and SDSS data, we obtain a set of group catalogues,
which can be used for various future investigation, even beyond
the initial motivation of this paper. As matter of fact, three of the
four catalogues, which we create in the process of this paper, are
fully independent of the intended cosmological test and could
also be motivated by their general usefulness. The 2MRS and
the SDSS group catalogue complement the existing group cata-
logues based on these surveys, such as Crook et al. (2007), Yang
et al. (2007), Tempel et al. (2012) and others. The advantages
of our catalogues are that they consider all groups of all sizes
ranging from individual galaxy to massive clusters and thatthey
have provide well-calibrated masses. The fundamental plane dis-
tance catalogue adds an extremely useful and unique datasetto
results of this paper. The final catalogue was obtained by merg-
ing or 2MRS and SDSS group catalogue and calculating of the
finite infinity regions around the groups. In our upcoming pa-
per Saulder et al. (2015c in preparation), we will perform our
test of timescape cosmology by using the fundamental distance
catalogue and the finite infinity region catalogue.
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Appendix A: SDSS-2MASS transformation

The results of the rerun of the Millennium simulation using
a WMAP7 cosmology (Guo et al. 2013) do not contain any
2MASS magnitudes for the semi-analytic galaxy models in con-
trast to models in previous runs (De Lucia et al. 2006). Sincewe
want to use the WMAP7 cosmology and the corresponding data
from the Millennium simulation for our mock catalogues, we re-
quire a way to extrapolate from the SDSS magnitudes, which

coefficients J H Ks

d 1.43± 0.02 1.45± 0.02 1.37± 0.02
e 1.32± 0.03 1.53± 0.03 1.75± 0.03
f 1.027± 0.01 1.62± 0.01 1.83± 0.01

rms 0.143 0.150 0.169

Table A.1. Linear correlation coefficients of the fundamental-plane
residuals for all possible combinations of the five SDSS filters.

are given in the data (Guo et al. 2013) to 2MASS magnitudes.
In addition to the data from the Millennium simulation’s first
run (Springel et al. 2005) with its semi-analytic galaxy models
(De Lucia et al. 2006), we have the full data from the 2MASS
Redshift Survey (Huchra et al. 2012b) and all the galaxies from
the 10th data release of SDSS (Ahn et al. 2014) at hand. We find
698 galaxies which are in both data sets (2MRS and SDSS)9

and we therefore have 2MASS and SDSS magnitudes for them.
We adopt the functional form of the SDSS-2MASS colour trans-
formation proposed by Bilir et al. (2008):

(mg − mX) = dX(mg − mr) + eX(mr − mi) + fX . (A.1)

The wild cardX stands for any of the 3 2MASS bands (J, H,
and Ks). The relation connects the 3 SDSS magnitudesmg, mr,
andmi with one 2MASS magnitudemX. We find that the val-
ues given for the coefficientsdX, eX, and fX in Bilir et al. (2008)
are of no good use for galaxies. The coefficients of that paper
were derived for a general populations of stars and by apply-
ing them on galaxies one gets a clear offset and tilt with respect
to the values from observations (see Figure A.1 top-right panel)
as well as to the values from the simulations (see Figure A.1
bottom-right panel). In a first attempt we tried to obtain theco-
efficients of the colour transformation by fitting it to the SDSS
and 2MASS magnitudes of the semi-analytic galaxy models (De
Lucia et al. 2006) from the Millennium-Simulation. However,
we found that the fit derived from the simulated galaxies is not in
agreement with the data from the observed galaxies (see Figure
A.1 bottom-left panel). Hence we finally derived the coefficients
of the colour transformation by directly fitting it to the observa-
tional data of 698 galaxies for which we have SDSS and 2MASS
magnitudes both. After a 3-σ clipping to remove some clear out-
liers, 686 galaxies remain and we obtain the coefficients listed in
Table A.1.

The root mean square (rms) increases with longer wave-
length which is not surprising, because we performed an extrap-
olation from the SDSS wavelength range deeper into the infrared
and the closer the central wavelength of a filter is located tothe
SDSS filters, the better is the fit. In Figure A.2, we show edge-on
projections on the fitting plane for all three 2MASS bands and
also the residuals, which are displayed for the 2MASS filters
themselves and not the colours.

Appendix B: mock K-correction

When creating a mock catalogue, one cannot simply change the
sign of same K-corrections used to corrected the observed data,
because the colours before applying the K-correction are, al-
beit similar, not the same as the colours after applying the K-
correction. Although, it is not a huge difference (see Figure B.1),
it is one that can be taken into account with relatively smallef-
fort. To this end, we use the K-corrections from Chilingarian

9 tolerance of angular separation: 5 arcseconds, tolerance for separa-
tion in redshift space: 300 km/s
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Figure A.1. Comparison of the correlations between SDSS and 2MASS magnitudes. The top-left panel shows our fit on observational data. The
top-right panel shows the correlation from Bilir et al. (2008) as the straight dashed line, which has a clear off-set from our observational data. The
bottom-left panel shows the performance of the relation derived fromthe one used in the Millennium-Simulation, which also deviates clearly from
our observational data. The bottom-right panel shows the correlation from Bilir et al. (2008) applied on the Millennium-Simulation data, which
does not fit either.

et al. (2010) with the updated coefficients for SDSS from Saulder
et al. (2013) and the new coefficients for the 2MASS filters taken
directly fromhttp://kcor.sai.msu.ru/. To derive the new
mock K-correction coefficients B̄i j, we fit a two-dimensional
polynomial function:

K(z,muncor, f1 − muncor, f2) =

K̄(z,mKcor, f1 − mKcor, f2) = (B.1)∑

i, j

B̄i jz
i(mKcor, f1 − mKcor, f2)

j

which is similar to Equation 2 to the obtained K-corrections
K(z,muncor, f1 −muncor, f2), K-corrected colours (mKcor, f1 −mKcor, f2)
and redshiftsz of the galaxies from the SDSS and 2MASS galax-
ies and a grid of artificial values following the K-correction
equation. The wild cardsf1 and f2 stand for two different fil-
ters. By definition, the real K-correctionsK for the uncor-
rected colours (muncor, f1 − muncor, f2) are the same as the mock
K-correctionsK̄ for the K-corrected colours (mKcor, f1 −mKcor, f2).
The coefficientsB̄i j of the mock K-correction are listed in Tables
B.1 to B.4 for all colours and filters used in this paper.

(g-r)0 (g-r)1 (g-r)2 (g-r)3

z0 0 0 0 0
z1 -0.230125 1.76255 6.30428 -10.4609
z2 -41.3522 15.2747 139.091 23.9396
z3 726.982 -1337.47 -443.452 0
z4 -1827.06 5009.87 0 0
z5 -5260.39 0 0 0

Table B.1. Coefficients for the inverse K-correction in the g band using
g-r colours.

(g-r)0 (g-r)1 (g-r)2 (g-r)3

z0 0 0 0 0
z1 2.64192 -3.63656 3.87578 -2.8507
z2 -51.1976 58.4272 15.9944 -0.19916
z3 356.875 -537.807 31.3718 0
z4 -554.669 1091.06 0 0
z5 -2439.93 0 0 0

Table B.2. Coefficients for the inverse K-correction in the r band using
g-r colours.
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Figure A.2. Performance of our fit for the SDSS-2MASS transformation. The top panels show an edge-on view on the colour-colour-colour plane
for all 2MASS bands (J in the top-left panel, H in the top-middle panel, and Ks in the top-right panel). Our fits are always indicated by the dashed
black lines. The bottom panels show the residuals of the fit shown as the difference between the observed magnitude and the magnitude derived
from the fit depending on the apparent magnitude in the 3 2MASS bands (Jin the bottom-left panel, H in the bottom-middle panel, and Ks in the
bottom-right panel).

(J-Ks)0 (J-Ks)1 (J-Ks)2 (J-Ks)3

z0 0 0 0 0
z1 -2.90632 1.84899 0.687978 -0.435851
z2 28.7738 -35.0671 12.645 0.814889
z3 -124.868 44.1619 -33.6223 0
z4 671.941 123.024 0 0
z5 -1864.17 0 0 0

Table B.3. Coefficients for the inverse K-correction in the J band using
J-Ks colours.

(J-Ks)0 (J-Ks)1 (J-Ks)2 (J-Ks)3

z0 0 0 0 0
z1 -5.23228 0.0686118 4.15743 -0.901711
z2 73.2808 -63.8764 -0.528324 2.40482
z3 -398.914 197.991 -27.4839 0
z4 1726.93 -30.6288 0 0
z5 -4240.1 0 0 0

Table B.4. Coefficients for the inverse K-correction in the Ks band using
J-Ks colours.
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Figure B.1. Deviation of the uncorrected colour from the K-corrected colour using the real values for each survey. Top panel: SDSS colours.
Bottom panel: 2MASS colours.
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Chilingarian, I. V. & Mamon, G. A. 2008,MNRAS, 385, L83
Chilingarian, I. V., Melchior, A., & Zolotukhin, I. Y. 2010,MNRAS, 405, 1409
Colless, M., Dalton, G., Maddox, S., et al. 2001,MNRAS, 328, 1039
Crook, A. C., Huchra, J. P., Martimbeau, N., et al. 2007,ApJ, 655, 790
Croton, D. J., Springel, V., White, S. D. M., et al. 2006,MNRAS, 365, 11
Davis, M. & Geller, M. J. 1976,ApJ, 208, 13
De Lucia, G., Springel, V., White, S. D. M., Croton, D., & Kauffmann, G. 2006,

MNRAS, 366, 499
Dressler, A. 1980,ApJ, 236, 351
Dressler, A., Oemler, Jr., A., Couch, W. J., et al. 1997,ApJ, 490, 577
Driver, S. P., Hill, D. T., Kelvin, L. S., et al. 2011,MNRAS, 413, 971
Einasto, J., Saar, E., Kaasik, A., & Chernin, A. D. 1974,Nature, 252, 111
Einasto, M., Lietzen, H., Tempel, E., et al. 2014,A&A, 562, A87
Eke, V. R., Baugh, C. M., Cole, S., et al. 2004a,MNRAS, 348, 866
Eke, V. R., Frenk, C. S., Baugh, C. M., et al. 2004b,MNRAS, 355, 769
Ellis, G. F. R. 1984, in General Relativity and Gravitation Conference, ed.

B. Bertotti, F. de Felice, & A. Pascolini, 215–288
Ellis, G. F. R. & Stoeger, W. 1987, Classical and Quantum Gravity, 4, 1697

Gal, R. R. 2006, ArXiv Astrophysics e-prints
Gerke, B. F., Newman, J. A., Davis, M., et al. 2005,ApJ, 625, 6
Goto, T., Yamauchi, C., Fujita, Y., et al. 2003,MNRAS, 346, 601
Guo, Q., White, S., Angulo, R. E., et al. 2013,MNRAS, 428, 1351
Guo, Q., White, S., Boylan-Kolchin, M., et al. 2011,MNRAS, 413, 101
Hao, J., McKay, T. A., Koester, B. P., et al. 2010,ApJS, 191, 254
Hearin, A. P., Zentner, A. R., Newman, J. A., & Berlind, A. A. 2013, MNRAS,

430, 1238
Hinshaw, G., Weiland, J. L., Hill, R. S., et al. 2009,ApJS, 180, 225
Hou, A., Parker, L. C., Balogh, M. L., et al. 2013,MNRAS, 435, 1715
Huchra, J. P. & Geller, M. J. 1982,ApJ, 257, 423
Huchra, J. P., Macri, L. M., Masters, K. L., et al. 2012a, VizieR Online Data

Catalog, 219, 90026
Huchra, J. P., Macri, L. M., Masters, K. L., et al. 2012b,ApJS, 199, 26
Huertas-Company, M., Aguerri, J. A. L., Bernardi, M., Mei, S., & Sánchez

Almeida, J. 2011,A&A, 525, A157
Jackson, J. C. 1972,MNRAS, 156, 1P
Jones, D. H., Read, M. A., Saunders, W., et al. 2009,MNRAS, 399, 683
Jones, D. H., Saunders, W., Colless, M., et al. 2004,MNRAS, 355, 747
Kaiser, N. 1987,MNRAS, 227, 1
Kitzbichler, M. G. & White, S. D. M. 2007,MNRAS, 376, 2
Knebe, A., Knollmann, S. R., Muldrew, S. I., et al. 2011,MNRAS, 415, 2293
Knobel, C., Lilly, S. J., Iovino, A., et al. 2009,ApJ, 697, 1842
Koester, B. P., McKay, T. A., Annis, J., et al. 2007,ApJ, 660, 239
Komatsu, E., Smith, K. M., Dunkley, J., et al. 2011,ApJS, 192, 18
Luparello, H. E., Lares, M., Yaryura, C. Y., et al. 2013,MNRAS, 432, 1367
Makarov, D. & Karachentsev, I. 2011,MNRAS, 412, 2498
Moore, B., Frenk, C. S., & White, S. D. M. 1993,MNRAS, 261, 827
Muñoz-Cuartas, J. C. & Müller, V. 2012,MNRAS, 423, 1583
Nelder, J. A. & Mead, R. 1965, Computer Journal, 7, 308
Nolthenius, R. & White, S. 1987, in IAU Symposium, Vol. 117, Darkmatter in

the universe, ed. J. Kormendy & G. R. Knapp, 284
Oemler, Jr., A. 1974,ApJ, 194, 1
Planck Collaboration, Ade, P. A. R., Aghanim, N., et al. 2014a, A&A, 571, A1
Planck Collaboration, Ade, P. A. R., Aghanim, N., et al. 2014b, A&A, 571, A16

28

129



Christoph Saulder et al.: The matter distribution in the local universe as derived from galaxy groups in SDSS DR10 and 2MRS

Postman, M. & Geller, M. J. 1984,ApJ, 281, 95
Press, W. H. & Davis, M. 1982,ApJ, 259, 449
Press, W. H., Teukolsky, S. A., Vetterling, W. T., & Flannery, B. P. 1992,

Numerical recipes in FORTRAN. The art of scientific computing
Ramella, M., Geller, M. J., & Huchra, J. P. 1989,ApJ, 344, 57
Robotham, A. S. G., Norberg, P., Driver, S. P., et al. 2011,MNRAS, 416, 2640
Saulder, C., Mieske, S., & Zeilinger, W. W. 2012, in Dark Sideof the Universe

(DSU 2012)
Saulder, C., Mieske, S., Zeilinger, W. W., & Chilingarian, I. 2013,A&A, 557,

A21
Saulder, C., van den Bosch, R. C. E., & Mieske, S. 2015, ArXiv e-prints
Schlegel, D. J., Finkbeiner, D. P., & Davis, M. 1998,ApJ, 500, 525
Skrutskie, M. F., Cutri, R. M., Stiening, R., et al. 2006,AJ, 131, 1163
Springel, V., White, S. D. M., Jenkins, A., et al. 2005,Nature, 435, 629
Strauss, M. A., Weinberg, D. H., Lupton, R. H., et al. 2002,AJ, 124, 1810
Tempel, E., Tago, E., & Liivamägi, L. J. 2012,A&A, 540, A106
Turner, E. L. & Gott, III, J. R. 1976,ApJS, 32, 409
van der Wel, A., Bell, E. F., Holden, B. P., Skibba, R. A., & Rix, H.-W. 2010,

ApJ, 714, 1779
Wake, D. A., Whitaker, K. E., Labbé, I., et al. 2011,ApJ, 728, 46
Wetzel, A. R., Tinker, J. L., Conroy, C., & van den Bosch, F. C.2013,MNRAS,

432, 336
Wilman, D. J., Erwin, P., De Lucia, G., Fontanot, F., & Monaco,P. 2011, The

Origin of the Morphology-Density Relation, ed. I. Ferreras& A. Pasquali,
215

Wiltshire, D. L. 2007, New Journal of Physics, 9, 377
Yang, X., Mo, H. J., & van den Bosch, F. C. 2009,ApJ, 695, 900
Yang, X., Mo, H. J., van den Bosch, F. C., et al. 2013,ApJ, 770, 115
Yang, X., Mo, H. J., van den Bosch, F. C., & Jing, Y. P. 2005,MNRAS, 356, 1293
Yang, X., Mo, H. J., van den Bosch, F. C., et al. 2007,ApJ, 671, 153
Zeldovich, I. B., Einasto, J., & Shandarin, S. F. 1982,Nature, 300, 407
Zwicky, F. 1933, Helvetica Physica Acta, 6, 110
Zwicky, F., Herzog, E., Wild, P., Karpowicz, M., & Kowal, C. T. 1961, Catalogue

of galaxies and of clusters of galaxies, Vol. I

29

130



Chapter 7

Testing timescape cosmology

7.1 Basic concept

The main aim of this thesis is to test timescape cosmology against the standard model
of cosmology, the Λ-CDM model. One has to analyse observational data to quantify the
systematic variance of the Hubble parameter as a function of the matter distribution in
the line of sight. The main data sets for this thesis are the Sloan Digital Sky Survey
(Aihara et al., 2011) and the 2MASS redshift survey (Huchra et al., 2012b), which both
have already been used and prepared in the papers presented in the previous chapters.

As noted earlier (see Section 2.2), timescape cosmology explains the accelerated ex-
pansion of the universe without introducing new physics like dark energy. Instead, it
takes one step back and tries to treat cosmology using general relativity only. This aspect
makes the theory a conceptually interesting solution to the dark energy problem, but like
all other theories, it has to be tested. It is required to better fit the observations than
the currently adopted standard cosmological theory to survive. Therefore, the predictions
of timescape cosmology that are different from our current standard model (the Λ-CDM
model), must be both measurable and measured, for this theory to be accepted as a proper
description of the universe. Timescape cosmology tries to explain the accelerated expan-
sion of the universe with backreactions from inhomogeneities due to general relativity,
instead of introducing dark energy. There are several predictions of timescape cosmol-
ogy (Wiltshire, 2009), which make it possible to distinguish between this theory and the
standard model. However, most of them are either not accessible with today’s technology
or extremely complicated to measure. Nevertheless, there is one feature, which can be
observed relatively easily, if timescape cosmology is a proper description of the universe.
One of the very basic concepts in timescape cosmology is that voids expand faster than
walls and these different expansion rates (Hubble parameters) can be measured. One
expects a 17 to 22% variance (Wiltshire, 2011) in the Hubble flow below the scale of the
statistical homogeneity of the universe (about few 100 Mpc). To measure this variance,
one needs to know the redshift and the distance to a sample of galaxies or clusters. The
distance has to be measured independently of the redshift. Therefore, one has to use
distance indicators like the Cepheids, surface brightness fluctuations, the Tully-Fisher re-
lation or the fundamental plane of elliptical galaxies. I picked the last because it can be
applied to sufficiently large cosmological distances and be best realised with automatic
pipelines and large datasets. If timescape cosmology is a valid description of the universe,
the “individual Hubble parameter” (the Hubble parameter measured for a single galaxy
or cluster) of an object is larger, if the line of sight to an object is void (low density)
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Figure 7.1: This sketch illustrates the line of sight dependence of the individual Hubble
parameter. One of the expectations of timescape cosmology is that galaxies at the same
distance from a observer may have different redshifts, depending on the environment in
the line of sight.

dominated, rather than wall dominated. This is illustrated in Figure 7.1. This effect can
only be measured below the scale of homogeneity, which is of the order of a few 100 Mpc,
because beyond that distance, the ratio of the void and wall environment in the line of
sight will approach a constant value. Though the basic idea of this test is simple, the test
needs to be executed with great care to correctly take into account any relevant systematic
effects and biases. This includes effects, which are expected in any cosmology, such as the
coherent infall of galaxies into clusters that will be discussed in the next section.
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7.2 Preparing the Λ-CDM mock catalogues

Figure 7.2: Coherent infall into clusters can mimic the expected timescape effect. Galaxies
in front of a cluster have fewer overdense regions in the line of sight than galaxies behind
a cluster, simply because then the cluster (which is overdense) is part of their line of sight.
Due to coherent infall, the most likely direction of movement of all of these galaxies is
towards the cluster, hence yielding larger redshifts (with respect to their distances) for the
galaxies in front of the cluster than for those behind it. Consequently, one already gets a
relation between the fraction of overdense regions in the line of sight and the individual
Hubble parameter within the standard model.

First of all, one has to consider, which potential effects within Λ-CDM cosmology may
generate a similar effect as the one expected from timescape cosmology. We find that
coherent infall (Kaiser, 1987; Hatton & Cole, 1998; Coil et al., 2001; Outram et al., 2001)
of galaxies into a cluster (see Figure 7.2) will naturally create a signal in redshift space
that is qualitatively similar to the (additional) effect predicted by timescape cosmology.
Thus, one has to estimate the magnitude of this effect very carefully to disentangle it from
the signal of timescape cosmology. To this end, I took the mock catalogues, which were
used to calibrate the group finder in Chapter 6 and applied the cosmological test on that
artificial data. It is also important to pay attention to the galaxy classification, because
the infall effect also depends on it(Coil et al., 2008; Loh et al., 2010) as a consequence
of the density-morphology relation (Dressler, 1980; Postman & Geller, 1984; Dressler
et al., 1997; Holden et al., 2007; van der Wel et al., 2010). This requires some additional
considerations beyond the mock catalogues from Paper IV, which are be addressed in the
next but one paragraph.

As already mentioned in Chapter 3, the basic concept of the test is relatively simple:
one measures the redshift of a galaxy group and independently of it, its distance using
the fundamental plane of elliptical galaxies. Taking these two quantities, one is able to
calculate the“individual Hubble parameters”, which are the Hubble parameters calculated
for individual objects, which are the galaxy groups in our sample. One also has to calculate
the fraction of the line of sight from the observer to these clusters that lies within the finite
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infinity regions. The finite infinity regions are approximated by spheres within which the
average density corresponds to the renormalized critical density of timescape cosmology.
The line of sight towards the cluster with a given fundamental plane distance is then
intersected with these spherical regions and one has to use an interval nesting algorithm
to obtain the correct fraction of the line-of-sight within these regions, because the spherical
regions may partially overlap. The corresponding catalogue from Chapter 6 is used for
the observed distribution and sizes of the finite infinite regions. For the Λ-CDM mock
catalogues, we apply our group finder algorithm from Paper IV on the mock catalogues
of that paper and proceed in the same way as described there to get the finite infinite
regions. The mock catalogues and real data extend to a redshift of 0.11, which is more
than sufficient for the intended cosmological test. One also needs data on distances and
redshifts of the groups. To this end, I use the catalogue on fundamental plane distance of
groups from Paper IV, which utilizes the fundamental plane calibrations of Paper II and
III for the real data.
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Figure 7.3: Comparison of the luminosity functions of the real data and our mock cata-
logue. The blue histogram represents the Malmquist-bias corrected luminosity function of
the early-type galaxies used to calibrate the fundamental plane. The red histogram shows
the selected early-type galaxies from the Millennium simulation with the criteria men-
tioned in this chapter. The green histogram represents all galaxies from the Millennium
simulation for comparison.

To obtain a suitable mock catalogue for the fundamental plane distances, one has
to identify early-type galaxies in the data of the Millennium simulation (Springel et al.,
2005; Lemson & Virgo Consortium, 2006). I thus define a set of criteria, which yield a
number density of early-type galaxies similar to our observations, but without being able
to do any visual identification on the simulated data. This is an issue because we used
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primarily GalaxyZoo (Lintott et al., 2008, 2011) to classify our galaxies in the real data
as explained in Paper III. In the Millennium simulation, dark matter halos are populated
by semi-analytical galaxies models (Guo et al., 2010). These models provide several
parameters, which can be used for classifications. After testing a few approaches for the
selection criteria, the following conditions yield a sample of simulated galaxies, which has
a sufficiently similar luminosity function and number density as the observed GalaxyZoo-
selected sample of early-type galaxies used in this thesis. The following conditions have
to be fulfilled: A galaxy has to be

• bright (SDSS r band magnitude brighter than -18),

• not a satellite galaxy,

• red1 (g-r colour greater than 0.65 mag),

• poor in cold gas (cold gas to total mass ratio less than 0.0008),

• quiescent (star formation rate by total mass less than 0.01 per 1010 years).

These values were chosen by an empirical analysis of the data. A comparison of the
luminosity functions of the sample of simulated galaxies obtained and the sample of real
galaxies used to calibrate the fundamental plane illustrates that this set of criteria yields
the desired galaxy sample (see Figure 7.3). Furthermore, the colour-magnitude diagram
of the hereby selected sample of simulated galaxies proves that red-sequence galaxies are
indeed selected and that the distribution of the simulated galaxies is comparable to the
distribution of the observed galaxies (see Figure 7.4). The galaxy density of the simulated
galaxy sample is 7.4 · 10−4 galaxies per Mpc3, which is close to value measured for the
SDSS sample of 7.9 · 10−4 galaxies per Mpc3. In the end, 733790 early-type galaxies
from the last six snapshots (the same used in Paper IV) are identified in the Millennium
simulation. Of these early-type galaxies only the ones which can also be found in the
corresponding mock catalogue were used (reducing the numbers significantly). Thanks
to this cross-match with the mock-catalogues, it is assured that the relevant biases are
considered for them.
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Figure 7.4: Comparison of the colour-magnitude diagrams. First panel: all galaxies
with Mr,SDSS < −18 from the Millennium simulation. Second panel: early-type galaxies
selected according to the listed criteria from the Millennium simulation. Third panel: the
early-type galaxies from SDSS used to calibrate the fundamental plane.

The fundamental plane distance for the early-type galaxies are obtained by using
the true distance (the co-moving distance directly from the simulation) and creating a

1be part of the red sequence in the colour magnitude diagram
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Gaussian scatter around the logaritmized distance values with a width corresponding
to the root mean square of the fundamental plane calibration2. The residual redshift
dependence of the fundamental plane calibrations is considered too (see Paper II). The
hereby obtained set of early-type galaxies with their fundamental plane distances is then
cross-matched with the group catalogues based on the mock catalogues of Paper IV.
This yields a mock fundamental plane distance group catalogue. In addition to that, the
algorithm to obtain finite infinity regions of Paper IV is applied on the mock catalogues
and yields a finite infinity regions catalogue. With all these catalogues together, I obtain a
dataset, which can serve as a baseline for the comparison of the real data to the prediction
of Λ-CDM cosmology.

2It is actually not the root mean square listed in Paper III, but a slightly lower value because of the
consideration of the residual redshift dependence.
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7.3 Preparing the timescape mock catalogues

The mock observations for timescape cosmology require additional considerations. Due to
the complexity of the theory, there are no numerical simulations of comparable scale and
detail as the Millennium simulations for timescape cosmology. Therefore, the assumption
is used that the matter distribution in the last snapshots of the Millennium simulation is a
reasonably good representation of the large scale matter distribution in the local universe
(variations on small scales do not matter, because of the sizes of the finite infinity regions).
The different expansion rates of voids and walls, which is the effect of timescape cosmology
that is investigated here, is artificially introduced in the data by systematically adapting
the redshifts in the mock catalogues. To correctly consider all the biases, two sets of finite
infinity regions are created: one from the mock catalogues as before (actually the same
set as used for the Λ-CDM mock catalogues) and one from the full FoF group catalogue
(dark matter halos) directly from the millennium simulation. For the latter the missing
particles3 are considered in the same way as done in Paper IV. The finite infinity region
catalogue based on the FoF groups is used to get the true fraction of the line of sight
within the finite infinity regions, while the other provides the same parameter, but for the
mock observations. This way, the bias due to the modelling of the finite infinity regions
is considered. Based on the results with the true finite infinity regions the individual
Hubble parameters of the mock catalogue results are modified. Depending on the exact
fraction of the line of sight within finite infinity regions the individual Hubble parameters
are decreased by up to 21.88% (in the case of full wall line-of-sight, in the case of full void
line-of-sight, they remain unchanged). The value is derived from the ratio of the different
Hubble parameters for walls and voids, which are 48.2 km s−1 Mpc−1 and 61.7 km s−1

Mpc−1, respectively. These values are necessary to reproduce the accelerated expansion
in the framework of timescape cosmology (Wiltshire, 2007; Leith et al., 2008; Wiltshire,
2011), as explained in greater detail in Section 2.2. To remain compatible with the
calibrations of the distance indicator the individual Hubble parameters are renormalized
afterwards to have the same mean value as for the Λ-CDM mock catalogues.

With the three different data sets (the real data, the Λ-CDM mock data, and the
timescape mock data) at hand, the test can be concluded by a comparison of the results.

3The FoF groups only host about half the mass/particles, which are in the simulation (see Paper IV).
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Chapter 8

Results

8.1 Λ-CDM mock catalogues
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Figure 8.1: Diversity of the combined Λ-CDM mock catalogues. Red solid lines: weighted
fits on combined mock catalogues; green dashed line: weighted fit on the combined data of
all mock catalogues; bluish point cloud: distribution of all groups in all mock catalogues.

The results of the mock catalogues using Λ-CDM cosmology form the baseline for the
cosmological test presented in this thesis. Any significant deviations from these results
would challenge our current understanding of the universe. The eight mock catalogues
from Paper IV with the extensions of Chapter 7 are used to calculate the expectations of
Λ-CDM cosmology. Taking into account, that the area covered by one mock catalogue is
only one eighth of the entire sky, while the real observations cover almost one quarter of
the sky (to be precise ∼ 22.5% (Ahn et al., 2014)). To make the mock catalogues and the
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observations better comparable, two mock catalogues are always combined in the following
analysis. The combined mock catalogues cover 25% of the sky, which is reasonable close
to the SDSS spectroscopic sky coverage and allows for a direct comparison between the
combined mock catalogues and the real observations. Hence, a sample of 641 combined
mock catalogues is created of which 36 are unique (28 are combinations of two different
mock catalogues, of which each appears twice in the sample, while the eight combinations
of the same mock catalogues with itself only appear once, thereby providing the correct
statistical weights for the likelihood of the combinations). Thanks to the fact that each
combined mock catalogue covers an area of the sky comparable to the real observations,
one is able to derive probabilities and statistics for the real observations. In Figure 8.1,
the weighted (by the number of group members) fits on all the different mock combined
catalogues are displayed.
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Figure 8.2: Diversity of the combined Λ-CDM mock catalogues. Red solid lines: weighted
fits on combined mock catalogues only containing a selected sub-sample of groups; green
dashed line: weighted fit on the combined data of a selected sub-sample of all mock
catalogues; bluish point cloud: distribution of a selected sub-sample of groups in all mock
catalogues.

To reduce the scatter, which is primarily caused by the intrinsic scatter in the fun-
damental plane distance measurements to individual galaxies, a sub-sample is selected
using the follow criteria: at least three early-type galaxies in the group2, and a co-moving
fundamental plane distance of less than 402.8 Mpc (which corresponds to the redshift
limit of the foreground model for the cosmology of the Millennium simulation). As illus-
trated in Figure 8.2, these criteria visibly reduce the scatter of the weighted least-square

1Considering all possible 2-combinations of the 8 mock catalogues.
2The mean parameters (redshift, fundamental plane distance, ...) of the group are used.
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fits. The disadvantage of this procedure is that it reduces the size of sample. This is
not unproblematic, because there is a dearth of rich groups in all simulated mock cata-
logues compared to observed data. There is an apparent shortage of galaxy groups with
many detectable members in the mock catalogues, when compared to the statistics for the
observed data from SDSS. Hence, any criterion selecting groups based on their richness
reduces the sample size disproportionally. This issue with the mock catalogues is inherent
in the Millennium simulation and grows worse when looking for groups hosting early-type
galaxies. Hence, there is little that can be done to avoid it and it has to be considered as
a systematic bias.
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8.2 Timescape mock catalogues
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Figure 8.3: Diversity of the combined timescape mock catalogues. Red solid lines:
weighted fits on combined mock catalogues; green dashed line: weighted fit on the com-
bined data of all mock catalogues; bluish point cloud: distribution of all groups in all
mock catalogues.

Due to unexpected limitations on the computational facilities available to me at the
moment, I had to do a simpler approach for the simulated timescape cosmology data as
initially planned. I could not perform the sophisticated estimate on the influence of the
uncertainties in modelling the finite infinity on the data (see Section 7.3). Thus, the second
best possible approach was adopted and only modified the Λ-CDM mock catalogues to
provide an approximate representation of the timescape mock catalogues. The individual
Hubble parameters of the Λ-CDM data were modified according to the following set of
equations:

H ′ts = HΛ−CDM · (1 + ((1− b)48.2− 61.7

61.7
) · ffi) (8.1)

Hts = H ′ts ·
∑n

i=1HΛ−CDM,i∑n
i=1H

′
ts,i

(8.2)

HΛ−CDM is the individual Hubble parameter from the results of the Λ-CDM mock cata-
logues and ffi is the fraction of the line of sight within finite infinity regions according to
those results. The variable b stands for the bias parameter, which is 0 if the foreground
model perfectly resembles the finite infinity regions and 1 if the uncertainties in the fore-
ground model render the predictions of timescape cosmology totally indistinguishable from
Λ-CDM cosmology. n is the number of galaxies in the mock catalogue. The approximated
individual Hubble parameters for the timescape mock catalogues Hts are renormalized, so
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Figure 8.4: Diversity of the combined timescape mock catalogues. Red solid lines:
weighted fits on combined mock catalogues only containing a selected sub-sample of
groups; green dashed line: weighted fit on the combined data of a selected sub-sample of
all mock catalogues; bluish point cloud: distribution of a selected sub-sample of groups
in all mock catalogues.

that that is has on average the same value as the ones from the Λ-CDM mock catalogues.
The values 48.2 and 61.7 in Equation 8.1 are the different Hubble parameters for walls
and voids, respectively, given in (km/s)/Mpc according to the best fit on supernovae type
Ia, CMB, and BAO data for timescape cosmology by Leith et al. (2008). These values are
extremely low (even lower than the Planck value of (67.80 ± 0.77) (km/s)/Mpc (Planck
Collaboration et al., 2013)), however they are fine within the framework of timescape
cosmology (Wiltshire, 2010). All distances in this thesis are measured relative to each
other by assuming a specific value for the Hubble parameter based on the cosmology used
in the calibrations. Therefore, the absolute values can be rescaled easily. Furthermore in
the final analysis, absolute values for the individual Hubble parameter are intentionally
avoided to better show that the results are independent of absolute scales. To take into
account the uncertainties in the foreground model, a moderate bias parameter b of 0.1 is
adopted for the rest of this analysis.

The same analysis as before with Λ-CDM mock catalogues is performed with the ap-
proximate timescape mock catalogues. Due to the way the timescape catalogues were
obtained, the distributions (see Figures 8.3 and 8.4) are similar to the Λ-CDM mock cat-
alogues with a comparable scatter, however with a clearly steeper trend for the individual
Hubble parameters depending on the fraction of the line of sight within finite infinity
regions (wall environment).

143



8.3 Observed data

8.3.1 Linear regression
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Figure 8.5: Full observational data compared to the model predictions. Red solid line:
weighted least-square fit on the observed data; green dashed lines: expectations and 3-σ
limits of the Λ-CDM model; magenta dotted lines: expectations and 3-σ limits of the
timescape model.

In the next step, the observations are compared to the mock data. In SDSS, 29565
groups containing at least one early-type galaxies were identified within a redshift range
of 0 and 0.11 distributed over 9274 square degree (Ahn et al., 2014) and 152442 finite
infinity regions in the same area (see Paper IV). Each of the combined mock catalogues
contains between 34894 and 40870 groups hosting early-type galaxies and between 175320
and 202498 finite infinity regions distributed over about 10313 square degree3 and up to
a redshift of 0.11. The groups hosting early-type galaxies, with their individual Hubble
parameters (derived from the group’s average redshift and fundamental plane distance)
and ratios of the finite infinity regions in the line of sight, form the data points in the
subsequent analysis. As illustrated in Figure 8.5 and shown in Table 8.1, the gradient of
the weighted least square fitted linear regression on the observational data is extremely
close to expectations of Λ-CDM cosmology, while timescape cosmology is off by more
than 3-σ. The absolute zero point of the linear regression is not essential for the analysis,
because it is extremely sensitive to the normalization of the data and does not allow for
a proper distinction between the two cosmological theories.

3One quarter of the entire sky.
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Figure 8.6: Selected observational data compared to the model predictions. Red solid
line: weighted least-square fit on the observed data; green dashed lines: expectations and
3-σ limits of the Λ-CDM model; magenta dotted lines: expectations and 3-σ limits of the
timescape model.

When using a selected sample, according to the conditions mentioned in Section 8.1,
the size of the observational data is reduced to 1974 galaxy groups (the number of finite
infinity regions in the foreground model remains unchanged). Each of the combined
mock catalogues will only contain between 540 and 1228 galaxy group, which are clearly
lower values than one would expect based on numbers from the observational data. This
is due to the already mentioned dearth of rich clusters in the Millennium simulation.
Despite disproportionally reducing the sample size, the differences in the expected gradient
between the various combined mock catalogues of each theory is significantly reduced.
This allows one to continue the analysis. It is illustrated in Figure 8.6 that the fit on
the observed data is nearly parallel to the average expectations of Λ-CDM cosmology. As
shown in Table 8.1, the preference for Λ-CDM cosmology is even stronger when using the
selected sample.
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model kobs kmock σk,mock ∆k[σ] P L
Λ-CDM (full) -0.08 -0.17 0.09 0.98 0.33 0.9986

Λ-CDM (selected) -0.19 -0.20 0.05 0.10 0.92 0.999993
timescape (full) -0.08 -0.39 0.09 3.51 0.0004 0.0014

timescape (selected) -0.19 -0.41 0.05 4.49 0.000007 0.000007

Table 8.1: Coefficients, probabilities and likelihoods of the observations fitting the dif-
ferent models. kobs: gradient of the weight least square fitted linear regression on the
observational data; kmock: mean expected gradient for a specific model; σk,mock: standard
deviation of the gradient for a specific model (derived using the different combined mock
catalogues); ∆k: deviation of the observations from the mean value of the model, given in
standard deviations; P : probability for the observations to be represented by the model;
L: likelihood for the model (only assuming Λ-CDM and timescape cosmology as possible
options).

8.3.2 Analysis of individual bins

Aside from a least square fitted linear regression, one can perform a binned analysis on the
data. To this end, the data in the final plots is split into ten bins corresponding to different
ranges in the fraction of the line of sight within finite infinity regions. Within these bins
the weighted averages of the relative individual Hubble parameters are calculated. As
illustrated in Figure 8.7, this is done for all the previously described combined mock
catalogues for the Λ-CDM model. In the case of the selected sample, the outermost bins
are sometimes empty due to dearth of rich groups. This is a serious issue. The bins with
very low and very high fractions of the line of sight within finite infinity regions are the
most important ones, because the expected difference between the Λ-CDM model and
the timescape model will be the largest there. As illustrated in Figure 8.8, the scatter
between the different combined mock catalogues increases at both extremes. One has to
keep these issues in mind, when proceeding to the final analysis.

For the timescape models, the same analysis is performed. Because in this approach,
the timescape model is just a modified version of the Λ-CDM model, the same issues are
encountered. While the full sample contains sufficient galaxies groups in every bin but
the highest one, although fewer in the lower and higher bins (see Figure 8.9), the selected
sample has issues in several bins to get sufficient data for proper statistics (see Figure
8.10).

In the final step, the data of the two models is compared with the observations. In the
case of the full dataset, the observations lie close to expectation of the Λ-CDM model (see
Figure 8.11). A statistical analysis shows that the Λ-CDM model is preferred in almost
every bin (see Table 8.2). The only exception is the bin between 0 and 0.1, where both
models have approximately the same likelihood.

As illustrated in Figure 8.12, the results for the selected (using the same set of criteria
as before) sample are by far less clear. First of all, not only the 0.9-1 bin does not have
sufficient data for proper statistic, but also the 0.8-0.9. Furthermore, all bins expect
the central ones, which are the ones with the least difference between the two models is
expected, have a higher scatter due to the smaller number of galaxy groups in the mock
catalogues used for the calibration. When calculating the likelihoods for individual bins
(see Table 8.3), there are some in which the timescape model has a significantly higher
one, while in other the Λ-CDM model takes clear preference. Moreover, there are few bins
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Figure 8.7: Diversity of the combined Λ-CDM mock catalogues. Red solid lines: weighted
average in the bins of combined mock catalogues; green dashed line: weighted average in
the bins of the combined data of all mock catalogues; bluish point cloud: distribution of
all groups in all mock catalogues.

with high probabilities for either model.
By combining the results of the individual bins, one is able to obtain a more solid

statistical analysis. In a first approach, a weighted mean of the deviations of the observa-
tion from the model is used. The assigned weights correspond to the number of observed
galaxies (not number of galaxy groups) in the bins. The probability and likelihood of the
models is calculated using these mean deviations. Only the bins, which contain sufficient
data are used, which means that the highest bin for the full dataset and the two highest
bins for the selected dataset are excluded. The results are listed in Table 8.4. When using
the full data, the Λ-CDM model is strongly preferred. However, the tables turn with the
selected sample and the timescape model is preferred. This is an obvious contradiction
to the results of the previous analysis using the gradient of the linear regression.

In a slightly different approach, the weighted mean of the probabilities is calculated for
both theories. The results are listed in Table 8.5. They show the same behaviour as the
previous results: for the full dataset the Λ-CDM model is more likely to be represented by
the observational data, while with the selected dataset the timescape model is preferred.
The only notable difference between the results of the two approaches is that in the latter
one, the preferences for a certain model are slightly weaker.
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model bin range Hobs Hmock σH,mock ∆H[σ] P L
Λ-CDM 0-0.1 1.201 1.173 0.079 0.357 0.72 0.497

timescape 0-0.1 1.201 1.229 0.083 0.345 0.73 0.503
Λ-CDM 0.1-0.2 1.082 1.093 0.006 1.692 0.09 1.000

timescape 0.1-0.2 1.082 1.126 0.007 6.258 0.00 0.000
Λ-CDM 0.2-0.3 1.044 1.047 0.005 0.676 0.4965 0.9991

timescape 0.2-0.3 1.044 1.060 0.004 3.513 0.0004 0.0009
Λ-CDM 0.3-0.4 1.040 1.037 0.006 0.501 0.62 0.911

timescape 0.3-0.4 1.040 1.028 0.006 1.885 0.06 0.089
Λ-CDM 0.4-0.5 1.036 1.038 0.009 0.301 0.764 0.998

timescape 0.4-0.5 1.036 1.009 0.008 3.227 0.001 0.002
Λ-CDM 0.5-0.6 1.033 1.045 0.007 1.547 0.12 1.000

timescape 0.5-0.6 1.033 0.993 0.007 5.875 0.00 0.000
Λ-CDM 0.6-0.7 1.032 1.058 0.013 1.928 0.05359 0.9991

timescape 0.6-0.7 1.032 0.985 0.012 4.079 0.00005 0.0008
Λ-CDM 0.7-0.8 1.026 1.051 0.055 0.466 0.64 0.783

timescape 0.7-0.8 1.026 0.958 0.050 1.349 0.18 0.217
Λ-CDM 0.8-0.9 1.018 1.017 0.128 0.011 0.99 0.755

timescape 0.8-0.9 1.018 0.908 0.112 0.987 0.32 0.245
Λ-CDM 0.9-1 0.936 1.021 - - - -

timescape 0.9-1 0.936 0.885 - - - -

Table 8.2: Coefficients, probabilities and likelihoods of the observations using the full
dataset calculated for individual bins. First column: specific model; second column:
bin range for the fraction of the line of sight within finite infinity regions; third column:
average observed relative individual Hubble parameter Hobs within the bin; fourth column:
mean relative individual Hubble parameter Hmock based on the mock catalogues within the
bin; fifth column: standard deviation of the relative individual Hubble parameter σH,mock

within the bin; sixth column: deviation of the observations from the mean value of the
model within the bin (given in standard deviation); seventh column: probability P for the
observations to be represented by the model within the bin; eighth column: likelihood L
for the model within the bin (only assuming Λ-CDM and timescape cosmology as possible
options).
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model bin range Hobs Hmock σH,mock ∆H[σ] P L
Λ-CDM 0-0.1 1.204 1.139 0.026 2.509 0.012 0.016

timescape 0-0.1 1.204 1.195 0.028 0.331 0.741 0.984
Λ-CDM 0.1-0.2 1.060 1.090 0.010 3.023 0.003 1.000

timescape 0.1-0.2 1.060 1.124 0.096 6.671 0.000 0.000
Λ-CDM 0.2-0.3 1.023 1.051 0.009 3.257 0.001113 0.996

timescape 0.2-0.3 1.023 1.063 0.009 4.609 0.000004 0.004
Λ-CDM 0.3-0.4 1.002 1.030 0.010 2.937 0.003 0.084

timescape 0.3-0.4 1.002 1.021 0.009 2.096 0.036 0.916
Λ-CDM 0.4-0.5 0.986 1.022 0.012 3.096 0.002 0.004

timescape 0.4-0.5 0.986 0.993 0.011 0.700 0.484 0.996
Λ-CDM 0.5-0.6 0.978 1.015 0.018 2.101 0.036 0.071

timescape 0.5-0.6 0.978 0.929 0.017 0.732 0.465 0.929
Λ-CDM 0.6-0.7 0.963 1.001 0.043 0.879 0.379 0.496

timescape 0.6-0.7 0.963 0.930 0.038 0.867 0.384 0.504
Λ-CDM 0.7-0.8 0.931 0.969 0.043 0.884 0.38 0.642

timescape 0.7-0.8 0.931 0.882 0.039 1.254 0.21 0.358
Λ-CDM 0.8-0.9 0.926 0.898 - - - -

timescape 0.8-0.9 0.926 0.799 - - - -
Λ-CDM 0.9-1 0.871 - - - - -

timescape 0.9-1 0.871 - - - - -

Table 8.3: Coefficients, probabilities and likelihoods of the observations using the selected
dataset calculated for individual bins. First column: specific model; second column:
bin range for the fraction of the line of sight within finite infinity regions; third column:
average observed relative individual Hubble parameter Hobs within the bin; fourth column:
mean relative individual Hubble parameter Hmock based on the mock catalogues within the
bin; fifth column: standard deviation of the relative individual Hubble parameter σH,mock

within the bin; sixth column: deviation of the observations from the mean value of the
model within the bin (given in standard deviation); seventh column: probability P for the
observations to be represented by the model within the bin; eighth column: likelihood L
for the model within the bin (only assuming Λ-CDM and timescape cosmology as possible
options).

model ∆H[σ] P L
Λ-CDM (full) 0.758 0.4472 0.9986

timescape (full) 3.415 0.0006 0.0014
Λ-CDM (selected) 2.662 0.0078 0.094

timescape (selected) 1.782 0.0751 0.906

Table 8.4: Probabilities and likelihoods of the observations calculated for a weighted
average of all bins using the average deviation from the model. First column: specific
model; second column: mean deviation of the observations from the model (given in
standard deviation); third column: probability P for the observations to be represented
by the model; fourth column: likelihood L for the model (only assuming Λ-CDM and
timescape cosmology as possible options).
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Figure 8.8: Diversity of the combined Λ-CDM mock catalogues. Red solid lines: weighted
average in the bins of combined mock catalogues only containing a selected sub-sample
of groups; green dashed line: weighted average in the bins of the combined data of a
selected sub-sample of all mock catalogues; bluish point cloud: distribution of a selected
sub-sample of groups in all mock catalogues.

model P L
Λ-CDM (full) 0.512 0.952

timescape (full) 0.026 0.048
Λ-CDM (selected) 0.047 0.147

timescape (selected) 0.271 0.853

Table 8.5: Probabilities and likelihoods of the observations calculated for a weighted
average of all bins using the average probability for the model. First column: specific
model; second column: probability P for the observations to be represented by the model;
third column: likelihood L for the model (only assuming Λ-CDM and timescape cosmology
as possible options).
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Figure 8.9: Diversity of the combined timescape mock catalogues. Red solid lines:
weighted average in the bins of combined mock catalogues; green dashed line: weighted
average in the bins of the combined data of all mock catalogues; bluish point cloud:
distribution of all groups in all mock catalogues.
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Figure 8.10: Diversity of the combined timescape mock catalogues. Red solid lines:
weighted average in the bins of combined mock catalogues only containing a selected
sub-sample of groups; green dashed line: weighted average in the bins of the combined
data of a selected sub-sample of all mock catalogues; bluish point cloud: distribution of a
selected sub-sample of groups in all mock catalogues.
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Figure 8.11: Full observational data compared to the model predictions. Red solid line:
weighted average in the bins of the observed data; green dashed lines: expectations and
3-σ limits of the Λ-CDM model for the bins; magenta dotted lines: expectations and 3-σ
limits of the timescape model for the bins.
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Figure 8.12: Selected observational data compared to the model predictions. Red solid
line: weighted average in the bins of the observed data; green dashed lines: expectations
and 3-σ limits of the Λ-CDM model for the bins; magenta dotted lines: expectations and
3-σ limits of the timescape model for the bins.
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8.3.3 Linear regression on binned data
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Figure 8.13: Full observational data compared to the model predictions. Red solid line:
linear regression fit on the equally weighted bins of the observed data; green dashed
lines: linear regression fit on the equally weighted bins of the Λ-CDM mock catalogues;
magenta dotted lines: linear regression fit on the equally weighted bins of the timescape
mock catalogues. The bins are the same as in Figure 8.11, but are not explicitly shown
to keep the plot clean.

Because the analysis of the likelihoods of the individual bins yielded some ambiguous
results, a different approach is used to clarify the results. The average values of the
individual Hubble parameters in each bin are used (at least for the bins where they were
available, which excludes the highest bin of the selected data) together with the central
value for the ratio of the finite infinity regions in the line of sight of each bin to create a
set of data points. The values for the bins are taken from the previous section, specifically
from Tables 8.2 and 8.3. All the bins are equally weighted in the first approach and linear
regression is fitted using least squares. The results for this fit using the full dataset is
shown in Figure 8.13 and using the selected dataset is shown in Figure 8.14. In both
cases, the gradient of the observed data is clearly closer to the gradient derived from the
Λ-CDM mock catalogues than to the one derived from the timescape mock catalogues.
This is quantified in Table 8.6, which shows a strong preference for Λ-CDM cosmology.
Interestingly, this is not only the case for the full data, but also for the selected data,
which yielded opposite results in the analysis of probabilities of the individual bins.

As an alternative to the equally weighted bins, weights based on the number of galaxies
in each bin are used for the fit. As illustrated in Figures 8.15 and 8.16, the gradient of the
observed data is close to the gradient expected for Λ-CDM cosmology for both, the full
and the selected, data. The numerical results are listed in Table 8.6 and clearly favour
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Figure 8.14: Selected observational data compared to the model predictions. Red solid
line: linear regression fit on the equally weighted bins of the observed data; green dashed
lines: linear regression fit on the equally weighted bins of the Λ-CDM mock catalogues;
magenta dotted lines: linear regression fit on the equally weighted bins of the timescape
mock catalogues. The bins are the same as in Figure 8.12, but are not explicitly shown
to keep the plot clean.

the Λ-CDM model. For mathematical reasons, the values are similar to the results for the
linear regression fitted on the “unbinned” data presented in Table 8.1.
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Figure 8.15: Full observational data compared to the model predictions. Red solid line:
linear regression fit on the galaxy count weighted bins of the observed data; green dashed
lines: linear regression fit on the galaxy count weighted bins of the Λ-CDM mock cata-
logues; magenta dotted lines: linear regression fit on the galaxy count weighted bins of
the timescape mock catalogues. The bins are the same as in Figure 8.11, but are not
explicitly shown to keep the plot clean.
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Figure 8.16: Selected observational data compared to the model predictions. Red solid
line: linear regression fit on the galaxy count weighted bins of the observed data; green
dashed lines: linear regression fit on the galaxy count weighted bins of the Λ-CDM mock
catalogues; magenta dotted lines: linear regression fit on the galaxy count weighted bins
of the timescape mock catalogues. The bins are the same as in Figure 8.12, but are not
explicitly shown to keep the plot clean.
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model kobs kmock σk,mock ∆k[σ] P L
Λ-CDM (full,equally) -0.179 -0.110 0.036 1.899 0.05742 0.998

timescape (full,equally) -0.179 -0.321 0.037 3.868 0.0001 0.002
Λ-CDM (selected,equally) -0.273 -0.240 0.028 1.209 0.226 1.000

timescape (selected,equally) -0.273 -0.438 0.026 6.449 0.000 0.000
Λ-CDM (full,galaxy count) -0.074 -0.033 0.035 1.155 0.250121 0.999994

timescape (full,galaxy count) -0.074 -0.321 0.035 4.852 0.000001 0.000006
Λ-CDM (selected,galaxy count) -0.166 -0.167 0.030 0.020 0.984 1.000

timescape (selected,galaxy count) -0.166 -0.372 0.029 7.044 0.000 0.000

Table 8.6: Linear regression to the bins. Coefficients, probabilities and likelihoods of
the observations using both, the full and the selected, datasets calculated for the linear
regression fitted to the averages in the bins (equally weighted and weighted by galaxy
count). First column: specific model; second column: gradient kobs using the observations;
third column: gradient Hmock fitted on the mock catalogue data; fourth column: standard
deviation σk,mock of the gradient fitted to the mock catalogue ; fifth column: deviation
of the observed gradient from the gradient in the mock catalogue (given in standard
deviation); sixth column: probability P for the observations to be represented by the
model; seventh column: likelihood L for the model (only assuming Λ-CDM and timescape
cosmology as possible options).
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Chapter 9

Discussion

In general, the results of the cosmological test performed in Chapter 8 show a preference
for Λ-CDM cosmology over timescape cosmology. However, there are several issues which
have to be considered.

9.1 Differences between the preliminary and the final

results

First of all, the final results of this cosmological test are a clear contradiction to the
preliminary results presented in Paper I. It is important to have a closer look on the
changes made between the initial design of the test (Paper I) and the final execution and
results to better understand the difference.

The model of the matter distribution of the local universe in Paper I was still very
basic: a fixed mass-to-light ratio was assumed for every SDSS galaxy instead of a proper
mass estimate covering the entire range from individual galaxies to galaxy clusters as
done in Paper IV. However in unpublished intermediate results (see Appendix A), an
already improved model of the matter distribution (Yang et al., 2007, 2009) in the local
universe was used and a gradient was found which was largely in agreement with the
timescape. The major disadvantage of that data was that it did not contain any galaxies
below a redshift of 0.01 and the nearby regions are important for a solid test of timescape
cosmology versus the Λ-CDM model. This was the main reason for me to start working
on the data leading up to Paper IV, in which the 2MRS data was used to complete1 an
SDSS based model of the local universe. Furthermore, the total amount of matter in
the Yang et al. (2009) catalogue was only a fraction of which would be expected for that
volume based on cosmological observations, even at the lower redshifts. Rescaling the
masses of that catalogue to the expected value did not take into account the distribution
of the matter correctly. In addition to that, the same issues were present with the mock
catalogues based on the Millennium simulation for the intermediate data. As of Paper
IV, all those issues have been fixed and lead to a significantly better model of the matter
distribution in the local universe in both, the observed data and the mock catalogues.

In Paper I, the assumption was that there is no gradient in the data for Λ-CDM
cosmology, which was not taking into account coherent infall and other biases from the
peculiar motions. Nevertheless, the observed data showed a much steeper gradient of
the linear regression fitted to the data than even the expectation of timescape cosmology

1The SDSS spectroscopic sample suffers from a saturation bias, which excludes bright nearby galaxies.
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(which was not taking into account that bias neither). In the intermediate data (see
Appendix A), these biases have already been considered and resulted in a fit on the
observational data, which was steeper than the prediction of timescape cosmology (but
all biases not yet considered had a lowering effect on it). In the final data presented
here, all tools and catalogues used in test are calibrated consistently. The steepness of the
gradient of the individual Hubble parameters depending on the fraction of the line of sight
within finite infinity regions is sensitive to normalization and the total amount of matter in
the calibrations, because it affects the sizes of the finite infinity regions and consequently
the total volume covered by them. The self-consistency of the calibration is definitely the
most important improvement from the first results in Paper I to the final results here. The
fundamental plane calibrations are another improvement since Paper I. The fundamental
plane calibrations used in Paper I did not consider the Malmquist-bias and other effects.
This was fixed in Paper II, in which the fundamental plane is properly calibrated using a
huge SDSS sample. The calibrations of Paper II were already used for the intermediate
data (see Appendix A), which did not affect the overall outcome that much. Further
improvement on the fundamental plane was made in Paper III. These calibrations have
be used for the final results. Considering all the changes and improvement, the differences
between the first results (Paper I), the intermediate results (Appendix A), and the final
results presented in Chapter 8 appear well understandable.
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9.2 Simplifications in the timescape mock catalogues

A possible issue with the final results are the simplifications in timescape mock cata-
logues, especially those necessary for reasons of limited computational time. First of all,
no simulation using timescape cosmology has been performed on any scales remotely com-
parable to the Millennium simulation so far. Therefore, it is necessary to extrapolate from
other simulations. To gain the best compatibility with Λ-CDM models, which were used
for comparison, the Millennium simulation is used as a foundation for the extrapolated
timescape cosmology model. By doing so, it is assumed that the later snapshots of the
Millennium simulation are a reasonably good representation of the matter distribution
in the late universe. There are issues with the simulation, such as the missing satellite
problem (Mateo, 1998; Klypin et al., 1999; Bullock, 2010; Wang et al., 2012). However,
these are all on much smaller scales than the sizes of the finite infinity regions and there-
fore do not have any notable impact on the cosmology test. A significant issue with the
data from the Millennium simulation is the dearth of rich clusters in the results of the
simulation compared to the observational data (see Chapter 7). It has to be considered
as a systematic bias affecting both (Λ-CDM and timescape) sets of mock catalogues in
the same way. Aside from using other numerical simulations, which is not feasible due to
large volume required to construct the mock catalogues for this test, there is no way to
properly correct for this bias. Another issue is the fact that all the FoF-groups detected
in the Millennium simulation together contain less than half the mass/particles used in
the simulation. Using the full particle information from the millimil run, ∼ 80% of the
particles were found to be within the finite infinity regions around the FoF groups, if
their masses/sizes are rescaled accordingly (see Paper IV). This knowledge was used to
extrapolate the mass of the groups and cluster. The remaining ∼ 20% of the missing
mass was included by simply rescaling the finite infinity regions accordingly. Due to the
relatively large scatter between the different mock catalogues of the same cosmology (see
Chapter 8), this way was preferred to the alternative (weakening the gradient of the ef-
fect of timescape cosmology accordingly, as discussed in Paper IV). Thereby, the mock
catalogues became better comparable. Another issue, which requires consideration when
using the Millennium simulation is the no longer up-to-date cosmology used for it. There
is already a significant difference between the cosmological parameters of the simulation
and the cosmological parameters obtained by the latest CMB observations (Planck Col-
laboration et al., 2013). There are reruns (Guo et al., 2013) using a more present-day set of
cosmological parameters (from WMAP7 (Komatsu et al., 2011)) and also rescales versions
of the original run (Guo et al., 2013). However, the public database of the reruns does
not contain the FoF-group catalogue, which are essential for the calibration of the group
finder (Paper IV) and the finite infinity regions derived from its results. Furthermore, the
rescaled versions yield incorrect (incompatible with the observations) number densities for
the galaxies, which were inserted into the dark matter halos using semi-analytical models
(De Lucia et al., 2006). For these reasons, the original Millennium run was used for this
thesis. The cosmological parameters of the Millennium simulation were used consistently
in the final results and every calibration leading up to them. Despite all these issues,
the Millennium simulation is the best available model, which has a sufficiently large vol-
ume and all the additional data that is need for the cosmological test performed in this
thesis. The next question, which has to be addressed, is if artificially introducing the
different expansion rates of voids and walls for the timescape model, which were obtained
by fitting the timescape model (Wiltshire, 2007; Leith et al., 2008) to observed data of
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supernovae Typ Ia (Riess et al., 2007), CMB (Bennett et al., 2003; Spergel et al., 2007)
and Baryonic acoustic oscillations (Cole et al., 2005; Eisenstein et al., 2005), into the data
of the Millennium simulation is justified. To this end, it is important to remember how
the Hubble expansion in general is considered in n-body simulations. The metric expan-
sion of space is a general relativistic effect, which has to be incorporated in an elsewise
fully Newtonian simulation. The expansion of the universe is handled by using co-moving
coordinates, which require to add an additional term (similar to a drag force) to the New-
tonian gravity. Consequently, the Hubble expansion in the Λ-CDM simulation was already
introduced as an artificial feature rather than an intrinsic property. Because the present
day matter distribution is the only feature drawn from the simulation, calculating slightly
different redshift values from this data in the last snapshots, where structure formation
is slow, is therefore a justified approximation. Naturally, a full cosmological simulation
using timescape cosmology would be preferable and more self-consistent, but such a thing
does not exist. Using the Millennium simulation instead is the best practicable option.

A more important issue than all of the before mentioned approximations is the fact
that a simpler model for the timescape cosmology mock catalogues had to be used than
initially planned. The masses of the groups in the mock catalogues , which were derived
using the group finder, are not 100% accurate and neither are the positions of the groups.
The uncertainties in the model of the matter distribution in the local universe affect
the measured values of the fraction of the line of sight within finite infinity regions.
As explained in Chapter 7, this requires the full (unbiased) FoF group data from the
Millennium simulation for each of the eight mock catalogues. They contain more than 8
000 000 FoF groups each, which have to be merged and rescaled in the same fashion as
done in Paper IV. The large number of groups, which have to be merged by an recursive
algorithm, requires a considerable amount of computational time and resources, which are
currently very limited to me. Therefore, the results of the best possible timescape mock
catalogues are deferred to future work beyond this thesis. As a consequence, the second
best possible implementation of the timescape mock catalogues is presented in the results
(see Section 8.2). The timescape mock catalogues do not include a sophisticated model
of the bias introduced by the uncertainties of modelling the matter distribution in the
local universe. It only adjusts the gradient of the Λ-CDM model and takes the before-
mentioned bias only in form of a bias factor into account. The bias effect will not be zero
but on the other hand it is not expected to be huge because the sizes of the finite infinity
region are not very sensitive to small uncertainties in their masses. Their radii only scale
with the cube root of their masses according to Equation 7 in Paper IV. As an educated
guess, this factor is chosen to be 0.1. If the bias factor were significantly higher, it would
become difficult to distinguish Λ-CDM and timescape cosmology with the provided test
data. While having to settle with the second best possible mock catalogues for timescape
cosmology for the thesis, I hope to have the best possible model ready for the follow-up
paper.
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9.3 Fundamental plane residuals

The fundamental plane of elliptical galaxies was used as a distance indicator in this thesis.
It was calibrated and discussed in great detail in Paper II. Further improvements were
made in Paper III. In Paper IV, a systematic variation of the residual distance dependence
of the ratio between the fundamental plane distance and redshift distance depending on
the multiplicity of the groups was detected. The fundamental plane distances, using the
calibrations of Paper III, have a small residual distance/redshift dependence. However, it
seems to strongly increase with the richness of the groups. This effect was not detected
in the mock catalogues, where the fundamental plane distances were not derived from
the galaxies’ parameters, but just from their co-moving distances and a statistical scatter
(also considering the residual redshift dependence of the fit of Paper III). Hence, it is
fair to assume that this is an environmental effect on the fundamental plane parameters.
This would be in agreement with the findings of Joachimi et al. (2015). To test how
the residual redshift dependence influences the results of the cosmological test, a set of
mock catalogues was created, which does not include the residual redshift dependence in
the mock fundamental plane distance. The cosmological test was performed using this
alternative set of mock catalogues instead of the previously used ones. A comparison
showed that no significant difference could be found between the alternative results and
the results presented in Chapter 8. I conclude that the variations in the fundamental
plane residuals do not have any significant impact on the outcome of the cosmological
test presented in this thesis.
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9.4 Future improvements on Paper IV

Paper IV is currently undergoing the referee process and several small improvements will
be made before acceptance. For example the extinction corrects, the uncertainties in
the mock-observed magnitudes and the transformation from SDSS to 2MASS magnitudes
will be improved. Also the optimal parameters of the FoF group finder algorithm and the
mass estimates will be reworked aside with a few other minor changes. Due to the before
mentioned shortage in computational resources, all those improvements, which require a
full rerun of all programmes and calibrations perform for Paper IV, are already partially
completed. However, to keep the work in this thesis self-consistent, the new results are not
used or presented here. The cosmological test, which would also have to be re-computed
(and will be for the follow-up paper), still uses the data of Paper IV as presented in the
version included in this thesis. From the status of the improved results of Paper IV so
far, no significant changes in the results of the cosmological test are expected.
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9.5 Statistical analysis

The results of the statistical tests performed in Chapter 8 tend to favour Λ-CDM cos-
mology over timescape cosmology. The least square fits show that the observed gradient
in Figures 8.5 and 8.6 is compatible with the Λ-CDM model, while the measured value
would be a more than 3 − σ outlier for timescape cosmology (see Table 8.1). Selecting
only the galaxy groups with the most solid data yields an even stronger favour for Λ-CDM
cosmology. However, fitting a linear regression using least squares is not the most sophis-
ticated statistical analysis, which one can perform on a such a data set. Binning the data
was the subsequent step. The mean values of the relative individual Hubble parameters
are calculated in ten bins each 0.1 wide in the fraction of finite infinity regions within the
line of sight. With the full data (see Figure 8.11), the Λ-CDM cosmology is preferred in
every bin except the lowest one (where the likelihood is about the same as for timescape
cosmology, see Table 8.2). Also the combined analysis of all bins together shows a clear
preference for Λ-CDM cosmology. However, with the selected sample (see Figure 8.12),
many bins (see Table 8.3) as well as the combined analysis (see Tables 8.4 and 8.5) show
a moderate preference for timescape cosmology. The support for timescape cosmology in
the selected data using a binned analysis is not nearly as strong as the likelihoods from all
other analysis, but it is an odd fact that requires careful consideration. There are a cou-
ple of issues with the selected data, which can explain the apparent contradictory results:
the dearth of rich cluster in mock catalogues and the thereby even more impoverished
statistics due to the lower numbers in the sample and the bins, but also the sensitivity
of the binning method to the normalisation of the data. Although the full sample of
the observed data and the mock catalogues use the same normalisation, there might be
a systematic shift in the selected sample as a consequence of the selection criteria and
dearth of rich clusters in the mock catalogues. It would explain that the measured values
for the probabilities in the bins are neither really good matches for Λ-CDM cosmology
nor timescape cosmology, but slightly better for the latter. Removing the weights based
on the number of galaxies in each bin and considering each bin with the same impact,
the likelihood for timescape cosmology is reduced further, but still remains higher than
the likelihood for Λ-CDM cosmology. Giving the issues with the individual bins, a linear
regression is fitted to the mean values in the bins. In two different approaches all bins
are either weighted equally or weighted by the number of galaxies in the bins. The gra-
dients (illustrated in Figures 8.13 to 8.16) show a clear preference for the Λ-CDM model
in all cases (see Table 8.6), even with the selected data. Figure 8.16 shows a strong in-
dication that the issues with binned analysis in the case the selected sample is due to a
normalization issue. The fits of the observed data and the Λ-CDM cosmology are paral-
lel, but slightly shifted. Given the overwhelming results in favour of Λ-CDM cosmology
from the other statistical analyses, results for the selected sample and the binning anal-
ysis are attributed to the normalization issue in combination with the poorer statistics
and data loss when binning. In addition to the already mentioned test, a Kolmogorov-
Smirnov test (KS test) was also performed using the implementation from the Numerical
Recipes (Press et al., 1992) for the two-sample case of the two-dimensional KS test. The
results were inconclusive, because the algorithm yielded probability values for either set
of mock catalogues resembling the observed distribution of the order of 1−40, which is a
suspiciously tiny value. The results strongly favour Λ-CDM cosmology over timescape
cosmology after this basic analysis. More sophisticated techniques and improvements in
the model may further enhance the significance, but are highly unlikely to provide any
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support for timescape cosmology.
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Chapter 10

Summary and Conclusions

A meaningful test, which compares observational indications of Λ-CDM cosmology and
timescape cosmology is presented in this thesis. Timescape cosmology is an alternative
theory that aims to explain the observed accelerated expansion of the universe by back-
reactions from inhomogeneities due to effects from General Relativity instead of introduc-
ing dark energy. The most tangible prediction of this conceptionally interesting theory,
different expansion rates in voids and walls, has remained untested so far. A test was
designed and outlined in Paper I. It required a redshift-independent distance indicator,
for which the fundamental plane of elliptical galaxies was chosen and carefully calibrated
in Paper II and even further improved in Paper III. Another essential requirement for the
proposed test was a solid model of the matter distribution in the local universe, which
was provided in Paper IV. The final version of the cosmological test, which distinguishes
timescape cosmology and Λ-CDM cosmology based on observational data, is presented
in Chapter 7 alongside all necessary calibrations and mock catalogues. Several improve-
ments were made for the final test compared to its initial design and first results in Paper
I and intermediate results shown in Appendix A. The results of the cosmological test are
presented in Chapter 8. A comparison with the mock catalogues shows that the gradient
of the linear regression fitted on the observed data clearly supports the Λ-CDM model
for both the full and the selected sample. Using the full sample, the analysis of the in-
dividual bins also favours Λ-CDM cosmology. However, the binning analysis using the
selected sample moderately favours timescape cosmology. This may be caused by system-
atic effects, which strongly manifest themselves in the selected sample and the binning
is especially sensitive to them. Fitting a linear regression to the binned data, which can
be either equally weighted or weighted by galaxy count, yields gradients, which clearly
favour the Λ-CDM model over timescape cosmology. There are still several minor issues
with the data, which are all discussed in detail in Chapter 9.

Due to the before-mentioned issues with the analysis of the individual bins, the sig-
nificance of the final results are not as high as may have been naively expected from the
outset of the test. The scatter between the different combined mock catalogues (see Chap-
ter 8) is higher than expected. A couple of simplification were necessary to make the test
feasible. Furthermore, a few additional approximations had to be made due to a shortage
on computation time and facilities, something which will be solved in the follow-up paper.
With these caveats in mind, the results of the cosmological test performed in this thesis
favour the Λ-CDM model over time-scape cosmology. The impact of inhomogeneities on
the cosmological parameters is apparently not strong enough to explain the accelerated
expansion of the universe without dark energy. The strength of the back-reaction effect
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as predicted by Wiltshire (2007) thus appears over-estimated. Assuming the observa-
tional signatures of models with dark energy and back-reactions(Clarkson et al., 2012;
Umeh et al., 2014a,b; Clarkson et al., 2014) are weaker albeit similar to the signatures of
timescape cosmology, those models cannot explicitly be excluded by the data presented
here, because they would be hidden in the scatter. My results (except for the problematic
results of the binned analysis of the selected sample) agree well with recent calculations
(Kaiser & Peacock, 2015; Lavinto & Rasanen, 2015) that the impact of back-reaction
effects from General Relativity due the inhomogeneous distribution of matter in the uni-
verse are indeed tiny and that the assumption of an on average homogeneous space-time,
which results in Λ-CDM cosmology, is justified.

For this thesis, only publicly available data was used and no additional observations
beyond the public surveys were necessary. SDSS (Stoughton et al., 2002; Aihara et al.,
2011; Ahn et al., 2014) and SDSS-based material such as the classifications from Galaxy-
Zoo (Lintott et al., 2008, 2011) or the refitted galaxy catalogues (Simard et al., 2011;
Mendel et al., 2014) containing additional measurements formed the foundation of the
observational data. It was supplemented by the 2MASS-based (Skrutskie et al., 2006)
2MRS catalogue (Huchra et al., 2012b,a). The data from the Millennium simulation
(Springel et al., 2005; Lemson & Virgo Consortium, 2006) provided a basis for the mock
catalogues, which were necessary to properly quantify the theoretical predictions. This
thesis is an excellent example what can be achieved in the new and growing field of data
astronomy.

The remaining issues (see Chapter 9) that can be solved will be addressed in the follow-
up paper. With the basics already at hand, I plan to repeat the test with an extended
sample (including GAMA (Liske et al., 2015) and 6dFGS (Jones et al., 2004, 2009)) and
a different distance indicator such as the Tully-Fisher relation (Tully & Fisher, 1977) to
further reduce any potential systematics. Since the cosmological test required redshift
data and another independent distance indicator, implicitly lots of peculiar motion data
was obtained, which opens the opportunity for many follow-up investigations on peculiar
motions and bulk flows (similar to Tully et al. (2013)), especially in combination with the
model of the matter distribution in the local universe (Paper IV). Paper III has already
illustrated that the data calibrated and analysed as part of this thesis has the potential
for interesting projects beyond the cosmological test it was intended for.
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Gladders, M. D., López-Cruz, O., Yee, H. K. C., & Kodama, T. 1998, ApJ, 501, 571,
astro-ph/9802167

Graves, G. J., & Faber, S. M. 2010, ApJ, 717, 803, 1005.0014

Graves, G. J., Faber, S. M., & Schiavon, R. P. 2009a, ApJ, 693, 486, 0810.4334

Graves, G. J., Faber, S. M., & Schiavon, R. P. 2009b, ApJ, 698, 1590, 0903.3603

Graves, G. J., Faber, S. M., & Schiavon, R. P. 2010, ApJ, 721, 278, 1007.3260

Guo, Q., White, S., Angulo, R. E., Henriques, B., Lemson, G., Boylan-Kolchin, M.,
Thomas, P., & Short, C. 2013, MNRAS, 428, 1351, 1206.0052

174



Guo, Q., White, S., Li, C., & Boylan-Kolchin, M. 2010, MNRAS, 404, 1111, 0909.4305

Harker, J. J., Schiavon, R. P., Weiner, B. J., & Faber, S. M. 2006, ApJ, 647, L103,
astro-ph/0607400

Harwit, M. 1995, ApJ, 447, 482

Hatton, S., & Cole, S. 1998, MNRAS, 296, 10, astro-ph/9707186

Holden, B. P. et al. 2007, ApJ, 670, 190, 0707.2782

Huchra, J. P. et al. 2012a, VizieR Online Data Catalog, 219, 90026

Huchra, J. P. et al. 2012b, ApJS, 199, 26, 1108.0669

Ishibashi, A., & Wald, R. M. 2006, Classical and Quantum Gravity, 23, 235, arXiv:gr-
qc/0509108

Joachimi, B., Singh, S., & Mandelbaum, R. 2015, ArXiv e-prints, 1504.02662

Jones, D. H. et al. 2009, MNRAS, 399, 683, 0903.5451

Jones, D. H. et al. 2004, MNRAS, 355, 747, astro-ph/0403501

Kai, T., Kozaki, H., Nakao, K., Nambu, Y., & Yoo, C. 2007, Progress of Theoretical
Physics, 117, 229, arXiv:gr-qc/0605120

Kaiser, N. 1987, MNRAS, 227, 1

Kaiser, N., & Peacock, J. A. 2015, ArXiv e-prints, 1503.08506

Klypin, A., Kravtsov, A. V., Valenzuela, O., & Prada, F. 1999, ApJ, 522, 82, astro-
ph/9901240

Kolb, E. W., Matarrese, S., & Riotto, A. 2006, New Journal of Physics, 8, 322, arXiv:astro-
ph/0506534

Komatsu, E. et al. 2011, ApJS, 192, 18, 1001.4538
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Appendix A

Poster with intermediate results

The intermediate results of my research have not been officially published, because they
were still incomplete at that time. However, as a report on the state of my research, they
were presented as poster at the “Ripples in the Cosmos” conference, which took place in
Durham in July 2013. The poster contains a comprehensive analysis of the research to
that point in time.
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Abstract

One of the biggest mysteries in cosmology is Dark Energy, which is required to explain the accelerated expansion of the universe within the standard model. But maybe one can explain the
observations without introducing new physics, by simply taking one step back and re-examining one of the basic concepts of cosmology, homogeneity. In standard cosmology, it is assumed that
the universe is homogeneous, but this is not true at small scales (a few 100 Mpc). Since general relativity, which is the basis of modern cosmology, is a non-linear theory, one can expect some
backreactions in the case of an inhomogeneous matter distribution. Estimates of the magnitude of these backreactions (feedback) range from insignificant to being perfectly able to explain the
accelerated expansion of the universe. In the end, the only way to be sure is to test predictions of inhomogeneous cosmological theories, such as timescape cosmology, against observational data. If
these theories provide a valid description of the universe, one expects aside other effects, that there is a dependence of the Hubble parameter on the line of sight matter distribution. The redshift
of a galaxy, which is located at a certain distance, is expected to be smaller if the environment in the line of sight is mainly high density (clusters), rather than mainly low density environment
(voids). Here we present a test for this prediction using redshifts and fundamental plane distances of elliptical galaxies obtained from SDSS DR8 data. In order to get solid statistics, which can
handle the uncertainties in the distance estimate and the natural scatter due to peculiar motions, one has to systematically study a very large number of galaxies. Therefore, the SDSS forms a
perfect basis for testing timescape cosmology and similar theories. The amazing preliminary results of this cosmological test are shown here.

Preliminary results

At the moment
Using the data and models, that are currently available to us, we
already managed to obtain some impressive preliminary results. At
the moment we consider:

• 34000 elliptical galaxies (within a redshift-interval of
[0.01,0.1])

• distances obtained using the fundamental plane

• onlz SDSS data (+GalaxyZoo for classifications)

• foreground model based on an extended version of the Yang et al
2008 catalogue

The main issues with our preliminary results are:

• no foreground model below a redshift of 0.01 yet

• the simulated results to which we compare them assume perfect
knowledge of the matter distribution

• the statistical analysis of the results is still very simple

• normalisation issues when comparing two different cosmologies

Our calculations are simple from a mathematical point of view (in-
tersecting a straight line (of sight) with a bunch of spheres (the fore-
ground model) and doing some interval nesting (the spheres might
overlap) afterwards), we have to do them many (34000×155000)
times. Because this is computationally very expensive, we have to
use the AstroCluster in Vienna to perform our calculations.
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Figure 1: Our preliminary results based on real data. The inclination of our best fit tends
to favour timescape cosmology at the moment. However, there are still several open issues
with our model, which have to be addressed first before drawing any conclusions.

In the future
We want to improve our results by:

• using distances of clusters than individual galaxies

• completing the foreground model using NED

• using better estimates of the mass distribution in the foreground

• applying more advanced statistical methods to distinguish be-
tween Λ-CDM and timescape cosmology

• considering uncertainties in the foreground model for the simula-
tions

Our test does not require any additional observation because all the
necessary data can be found in archives.
Additional scientific results:

• new calibrations of the fundamental plane (published)

• improved model of mass distribution in the local universe

• peculiar velocities

In the end, we hope to learn if the dark energy is really necessary to
explain to accelerated expansion of the universe or if it just is “the
greatest blunder” of our time. Testing timescape cosmology
is an important step on this way.

Theoretical motivation

Timescape cosmology
The general idea of inhomogeneous cosmology has been around for a very
long time (Tolman,1934 and Bondi,1947). During the last 15 years sig-
nificant advances were made on this initial very exotic field, mainly due
to the work of Buchert (1997, 2000, 2002, 2003, 2011), Räsänen (2004,
2006, 2009, 2011), Wiltshire (2007, 2008, 2009, 2010, 2011, 2012) and
others. The basic assumption is that since general relativity is a non-
linear theory, inhomogeneities like voids and cluster can cause some
backreactions (feedback), which may explain the observed accelerated
expansion of the universe. To fully understand it a simple pertubative
approach alone (Räsänen, 2006; Kolb et al., 2006; Ishibashi and Wald,
2006) is not sufficient. Therefore, Wiltshire (2007) developed a very so-
phisticated model of an inhomogeneous cosmology, which can mimic dark
energy. It is called ”timescape cosmology”. He uses a simple two-phase
model consisting of a Swiss-cheese distribution of empty voids and
dense walls (clusters and filaments). Both regions are separated by the
finite infinity boundary (see Fig.1), which encloses gravitationally
bound regions and disconnects them from the freely expanding voids.

Figure 2: A schematic illustration of the concept of finite infinity
(by David Wiltshire, 2007).

In this model, a backreaction also causes significant differences in the
time flow, due to effects of quasilocal gravitational energy: the universe
in the middle of a void is older than in the centre of a cluster. As a
consequence of the importance of the local geometry in this model, the
Hubble flow is not uniform anymore and the empty voids expand faster
than the dense walls. At large scales these different expansion rates
will lead to the signature of an overall accelerated expansion of
the universe, because in timescape cosmology the fraction of the volume
occupied by voids constantly increases with time. According to Wiltshire,
the dynamics of this Swiss-cheese model can be described by following
equations:
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ḟ 2
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3
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2ā2

= 0

The variable fv denotes the volume fraction of voids in the universe,
ā is the scale factor and ρ̄0 denotes the renormalised critical density
in this theory. Despite the elegance of this theory, the magnitude
of these backreactions and their influence on cosmology is topic of
hot discussion, with estimates on their significance from negligible to
extremely important (Marra & Pääkkönen, 2010; Mattsson & Mattsson,
2010; Kwan et al., 2009; Clarkson et al., 2009; Paranjape, 2009; van
den Hoogen, 2010). In the end, only a test of theory’s predictions can
provide an answer.

A more detail description of timescape cosmology and the test, we
want to perform, can be found in our proceeding paper from last year:

http://arxiv.org/abs/1211.1926

Predictions and simulations

Testable predictions
The most accessable and most direct test of timescape cosmology is to
find a correlation between the individual Hubble parameter (the
Hubble parameter measured for one galaxy or cluster) and the matter
distribution (the fraction with finite infinite regions (wall enviroment))
in the line of sight (to that galaxy or cluster).

• can only be measured in the local universe (Schwarz, 2010)

• difference of 17 to 22 % (Wiltshire, 2011) in the expansion rate between
voids and walls to explain the observed accelerated expansion.

Figure 3: Redshift dependence on the line-of-sight matter distri-
bution at a given distance. Voids expand faster than walls.

Simulations
To better qualify the expected correlation between the individual Hubble
parameter and the fraction of the line sight within finite infinity regions
(bound regions with an, on average, renormalised critical density), we
used data from the Millennium simulation. One may naively
assume that in the Λ-CDM model, there may be no correlation at all
between the two parameters. However, one has to take account of biases
due to the sample’s selection and coherent infall into clusters. Assuming
that the last snap-shot of the Millennium simulation provides a good
representation of the present-day matter distribution in the universe, we
introduce the effect of timescape cosmology artificially and compare the
results for both cosmologies.

We consider:

• errors in the redshift-measurement

• peculiar motions

• the Malmquist-bias

• the selection of elliptical galaxies only

• uncertainties in the distance measurement

We do not yet consider:

• uncertainties in modelling the matter distribution from observations

• differences between extension of the finite infinite regions derived from
the observed and the simulated matter distribution

• future enhancement in the distance measurement by using clusters in-
stead of individual galaxies

• potential influence from the choice of the observer galaxy
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Figure 4: The expectation for the Λ-CDM model and
timescape cosmology from simulated data. With an simple fit,
one is already able distinguish between the two cosmologies. More
sophisticated statistical methods will provide even better criteria.

Observational data

To perform the suggested test one needs:

• redshift data
• an independent distance indicator

• a large homogeneous sample covering a large area of the sky

• a model of the mass distribution in the local universe

Therefore, we use:

• the Sloan Digital Sky Survey (SDSS)

•GalaxyZoo (for galaxy classification)

• the NASA Extragalactic Database (NED)

The fundamental plane

log10 (R0) = a · log10 (σ0) + b · log10 (I0) + c

For practical reasons, we decided to use the fundamental plane of giant
elliptical galaxies as our distance indicator.
It is a relation between:

• the physical radius R0

• the central velocity dispersion σ0

• the renormalised surface brightness log10 (I0)

Using the largest sample ever and the best available correction, we man-
aged to achieve an accuracy in the distance measurement for indi-
vidual galaxies of about 15%.
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Figure 5: Our new calibration of the fundamental plane using
about 93000 elliptical galaxies from SDSS DR8.

More details on our calibrations of the fundamental plane can be found
in our recently accepted paper:

http://arxiv.org/abs/1306.0285

The foreground model
Since available SDSS-based catalogues of the mass distribution in the
local universe are significantly more incomplete than claimed, we will
build our own model using:

• SDSS DR8 redshifts

•NED (since SDSS is highly incomplete for redshifts lower than 0.01)

• a group finding algorithm (in development) bases on Eke et al., 2003

•masses derived from peculiar motions inside clusters

•masses from halo mass-luminosity relations (Yang et al., 2009)

• comparison with mock catalogues
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Appendix B

Deutsche Zusammenfassung

Ein beobachtungsorientierter Test, welcher zwischen der Λ-CDM Kosmologie und einer al-
ternativen Theorie namens Timescape Kosmologie zu unterscheiden vermag, wird in dieser
Dissertation präsentiert. Letztere Theorie ist möglicherweise in der Lage die beobachtete
beschleunigte Expansion des Universums im Rahmen der allgemeinen Relativitätstheo-
rie ohne eine kosmologische Konstante zu erklären. Dazu berücksichtigt jene Theorie
die beobachteten Inhomogenitäten und sagt unterschiedliche Expansionsraten für “Voids”
und“Walls”(Filamente/Galaxienhaufen) voraus. Um dies zu testen wird eine Analyse von
systematischen Variationen im lokalen Hubblefluss benötigt. Die Fundamentalebene der
elliptischen Galaxien wird kalibriert und als Entfernungsindikator für diese Untersuchung
benutzt. Weiters wird ein solides Modell der Materieverteilung im lokalen Universum
aus SDSS und 2MRS Daten erstellt. “Mockkataloge” werden basierend auf der Millen-
nium Simulation zusammengestellt um die Vorhersagen der Λ-CDM Kosmologie und der
Timescape Kosmologie mit den Beobachtungen zu vergleichen. Die gesammelten Daten
und die Mockkataloge werden einer detaillierten Analyse unterzogen um zu enthüllen ob
dunkle Energie tatsächlich nötig ist um die beschleunigte Expansion des Universums zu
erklären oder ob es sich dabei lediglich um einen Rückkopplungseffekt der allgemeinen Rel-
ativitätstheorie handeln könnte. Es wurden starke Hinweise gefunden, dass die Timescape
Kosmologie nicht die beschleunigte Expansion erklären kann und dass stattdessen die Λ-
CDM Kosmologie das von den Beobachtungsdaten bevorzugte Modell ist.
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