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2. Introduction  

2.1. Immune System and Inflammation 

Inflammation is the body’s response to damaged cells or tissues triggered by a variety of pathogens, 

noxious stimuli and physical injury. Generally, the immune system is divided into two branches, 

namely the innate and the adaptive immune response, which provide an immediate as well as long-

term immunity against specific pathogens, respectively1. While the innate immune system consists 

mainly of different kinds of phagocytes and the complement system, T- and B-lymphocytes belong to 

the adaptive immune system. In case of an infection, pathogens as well as cell or tissue damage are 

initially recognized by tissue-resident innate immune cells, i.e. macrophages and mast cells. These are 

responsible for the initiation of an inflammatory response. The innate immune response is then 

coordinated by different types of cells, such as neutrophils, monocytes, macrophages, dendritic cells 

(DCs) or natural killer (NK) cells, by protective plasma proteins and by epithelial barriers that block 

the entry of microbes2. This process is subdivided into the following four phases: (i) pathogen 

recognition, (ii) recruitment of immune cells to the site of inflammation, (iii) elimination of pathogens 

and (iv) the resolution of inflammation.  

At the site of inflammation, the recognition of pathogens or tissue damage is the task of innate 

immune cells such as neutrophils or macrophages, which recognize pathogen- or damage-associated 

molecular patterns (PAMP/DAMP) by their pattern recognition receptors (PPR)2. The stimulation of 

these receptors results in  the production of a wide range of inflammatory mediators such as cytokines 

and chemokines as well as vasoactive amines and eicosanoids leading to chemoattraction of further 

immune cells to the site of inflammation3. The process of leukocyte recruitment into damaged tissues 

is a very dynamic but tightly regulated process, which requires the extravasation of cells under flow 

conditions4. This cascade of extravasation involves 5 major steps: (1) capture and rolling, (2) firm 

adhesion and crawling, (3) transendothelial migration (TEM), (4) abluminal crawling and (5) exit from 

the vessel wall5. For the first step of neutrophil extravasation, an alteration and subsequent removal of 

the endothelial cell’s (ECs) glycocalyx is required for neutrophil-EC contact via a specific class of 

glycoproteins called selectins and their glycoconjugate ligands. Second, firm adhesion of neutrophils 

on ECs is achieved through binding of adhesion interaction molecules to surface receptors on activated 

ECs, e.g. leukocyte β2 integrin LFA-1 or macrophage antigen-1, to the intercellular adhesion 

molecule-1 (ICAM-1). Depending on the inflammatory scenario TEM lasts for 5-10min and can occur 

via two main routes; either leukocytes migrate through EC-EC intercellular junctions (paracellular 

migration), or they migrate directly through ECs (transcellular migration, Figure 1). After TEM, 

leukocytes are embedded in a tight matrix of pericytes and the basement membrane (BM), which can 

be exited through enlarged gaps between pericytes. The mechanism of extravasation of cells other than 

neutrophils is similar but dependent on other receptor-ligand interactions5. A general scheme is shown 

in Figure 1 including known adhesion interaction molecules. 
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Figure 1: Extravasation cascade of leucocytes (Copyright © 2015 Michael Schnoor et al.)5  

At the site of inflammation, the cooperative phagocytic activity of neutrophils, monocytes and 

macrophages leads to the elimination of pathogens6. Additionally, neutrophils are able to release lytic 

enzymes from their granules as well as to produce reactive oxygen species (ROS) with antimicrobial 

potential7. Beside their phagocytic and antimicrobial activity, monocyte-derived macrophages are also 

involved in wound repair8. The plasticity of these cells led to the classification of macrophages into 

different phenotypes. M1 macrophages display pro-inflammatory activities, whereas M2 macrophages 

display anti-inflammatory and wound healing phenotypes. A current study suggests that a further type 

of macrophages exists, i.e. M3 macrophages, which are able to reprogram their phenotype from a fully 

developed M1 macrophage to an M2-macrophage upon specific pro-inflammatory stimuli9.   

The last important step in the process of acute inflammation is the effective resolution of inflammation 

in order to prevent chronic inflammation. This phase of inflammation includes the reduction of 

neutrophil infiltration, the down-regulation of pro-inflammatory mediators such as chemokines and 

cytokines, the induction of apoptosis in remaining neutrophils and the phagocytosis thereof by 

macrophages as well as the up-regulation of pro-resolving mediators. The latter comprises not only 

proteins and peptides but also certain lipids such as lipoxins, resolvins and protectins, gaseous 

mediators as well as neurotransmitter and neuropeptides which are released uder the control of the 

vegetative nervous system10.     

Furthermore, acute inflammatory responses are not only based on the innate, but also on the adaptive 

immune response. However, the activation of the adaptive immune response is dependent on innate 

immune cells. As described above, the recognition of PAMPs by PRRs, which are mainly expressed 

on antigen-presenting cells (APCs) of the innate immune system such as DCs, leads to the activation 

of the adaptive immune response, resulting in a long-term and antigen-specific protection11. Specific 

signaling PPRs on APCs, such as Toll-like receptors, RIG-I-like receptors and NOD-like receptors 

exert a direct effect on lymphocytes1. DCs display the capability to present foreign peptides not only 

via MHC class I, which only accounts for all nucleated cells, but also via MHC class II resulting in the 

activation of naïve CD4 and CD8 T cells. The development of these cells starts in the thymus where a 
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stringent positive and negative selection takes place. After this process, naïve CD4 and CD8 T cells 

expressing a comprehensive collection of T cell receptors (TCRs) are released from the thymus into 

the peripheral blood system.  

Three independent signals are required for an accurate activation of the adaptive immune response in 

order to reach the full potential of effector and memory CD4 and CD8 T cells: (i) direct signals 

through the TCRs, (ii) signals from co-stimulatory molecules such as CD80/CD86 and (iii) cytokine 

signals12. After T-cells are primed to a specific antigen, a clonal expansion takes place before cells 

gain their effector functions. While CD8 T cells consist of one main subset which displays cytotoxic 

activity, i.e. cytotoxic T cells (CTLs), CD4 T cells are not only responsible for helping B cells to 

produce antibodies, but they also orchestrate macrophage and CD8 T cell functions. Therefore they 

can be distinguished in two main subsets: T helper cells (mainly Th1, Th2 and Th17 cells) and 

regulatory T cells (Tregs). Furthermore, two main functional subsets of T helper cells are subdivided 

according to their immunological functions including defined expression patterns of transcription 

factors, cytokines and homing receptors. While the differentiation of naïve CD4 cells to Th1 cells is 

dependent on interleukin (IL) 12, the polarization to Th2 cells is based on the presence of IL4. In 

comparison to Th1 cells, which are responsible for the activation of phagocytes and for the opsonizing 

antibodies, Th2 cells provide protection against helminths and other allergens13. Tregs are 

characterized based on their surface molecules CD4 and CD25 as well as the specific expression of the 

forkhead family transcription factor FoxP3. They are responsible for the maintenance of immune 

homeostasis and immunological self-tolerance14.  

The second branch of the adaptive immune response consists of B-cells, which become mature upon 

antigen binding by APCs. They are then activated in an autocrine fashion or with the support of CD4 

T cells. After selection and clonal expansion, B cells differentiate into antibody-secreting plasma cells 

and in a second step into memory cells15. In general, plasma cell based antibody secretion is of great 

importance to protect the immune system against acutely cytopathic viruses as well as to ensure long-

term defense. The success of this humoral memory is based on at least two layers of defense. In a first 

step, pre-existing antibodies which are secreted by long-lived plasma cells provide defense against 

reinfection. If this consecutive humoral memory is not enough, a reactive humoral memory can be 

induced, which is based on a rapid reactivation of pathogen-experienced memory B cells in order to 

produce antibodies. This reactivation process leads typically to a faster and more intense immune 

response compared to the primary antibody response16. 
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2.2. Chronic Inflammation and Cancer  

As mentioned above, the resolution of inflammation is an important step in the acute immune 

response. An incompletely resolved inflammatory response may lead to a dysregulated or persistent 

inflammation which has a major impact on the pathogenesis of many diseases, especially chronic 

diseases such as rheumatoid arthritis, psoriasis and inflammatory bowel disease10. Nowadays, up to 

25% of malignancies are associated with chronic inflammation17. Many research fields focus on 

investigating the pathophysiological mechanisms underlying chronic inflammation such as the 

transition from acute to chronic inflammation or the interplay of key molecules which could serve as 

therapeutic targets. The interaction between immune and stromal cells is tightly regulated during the 

resolution of inflammation and is dependent on a sequential expression of chemokines, cytokines and 

adhesion molecules. If this expression of proteins and receptors is disarranged, leukocytes are 

persistently restrained and are able to survive in the stromal cell microenvironment18. In general, 

chronic inflammation displays many features of acute inflammation and is based on the following 

possible mechanisms: (i) activation of a positive feedback loop and hence a long-lasting immune 

response caused by repetitive stimuli, (ii) maintenance of inflammation facilitated by changing active 

cell populations in the affected tissue or (iii) tissue remodeling19.  

Furthermore, chronic inflammation seems to be a driving force for cell transformation during cancer 

initiation. In addition, inflammatory conditions at the site of tumor cells may promote tumor 

progression as well as metastasis20. Many triggers which are related to chronic inflammation-based 

tumor development are already known, e.g. microbial infections, autoimmune diseases or other 

inflammatory conditions of unknown origin. The association of chronic inflammation and cancer 

development was clearly demonstrated for gastrointestinal carcinogenesis based on a chronic 

Helicobacter pylori infection. Furthermore, inflammatory bowel disease, an autoimmune disorder, was 

correlated with colon cancer and prostatitis with the development of prostate cancer21. Mantovani et.al 

further defined hallmarks of cancer-related inflammation including the presence of inflammatory cells 

and mediators within tumor tissues as well as tissue remodeling and angiogenesis which is similar to 

that present in chronic inflammatory conditions or tissue repair21.  

The molecular link between inflammation and cancer development is based on the following two 

pathways: (i) an extrinsic pathway based on inflammatory conditions which increase the risk of cancer 

development and (ii) an intrinsic pathway based on genetic alterations resulting in inflammation and 

neoplasia (Figure 2).   
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Figure 2: Molecular pathways connecting inflammation and cancer. (Reprinted by permission from 

Macmillan Publishers Ltd: NATURE, copyright © 2008, Mantovani et al.) 21  

Both pathways, the extrinsic and the intrinsic, result in the activation of transcription factors such as 

nuclear factor-κB (NF- κB), signal transducer and activator of transcription 3 (STAT3) or hypoxia-

inducible factor 1α (HIF1α). The activation of these transcription factors leads to the production of 

inflammatory mediators such as cytokines and chemokines as well as of cyclooxygenase 2 (COX2) 

and prostaglandins, together resulting in the recruitment and activation of leukocytes. Since the 
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activation of these key transcription factors is not limited to leukocytes, stromal cells as well as tumor 

cells may be activated, generating a cancer-related inflammatory microenvironment.  

Additionally to the pathways described above, the development of cancer is based on a progressive 

transformation of cells caused by the accumulation of genetic and epigenetic alterations. Such 

mutations are often observed in non-cancerous tissues under chronic inflammatory conditions prior to 

cancer development. For example, the inactivation of tumor suppressor p53, one of the most frequent 

genetic targets in human cancers, is present in inflammatory bowel disease, Barret’s esophagus or 

HCV-associated chronic hepatitis22. However, inflammation is not only associated with point 

mutations in various tumor suppressor genes but also with epigenetic alterations such as DNA 

methylation or histone modifications23. DNA methylation of CpG islands within promotor regions of 

tumor suppressor genes may result in their permanent inactivation, contributing to cancer 

development. This aberrant DNA methylation of tumor suppressor genes cannot only be determined in 

tumor tissue but also for example in non-cancerous colonic mucosae of patients with inflammatory 

bowel disease. Furthermore, animal model systems demonstrated that Helicobacter pylori-induced 

inflammation is able to induce aberrant DNA methylation22. The potential of cancer-related 

inflammation to induce genetic instability resulting in the accumulation of random genetic alteration in 

tumor cells leads to the inclusion of inflammation as a hallmark of cancer24; now consisting of (i) 

sustaining proliferative signaling, (ii) evading growth suppressors, (iii) resisting cell death, (iv) 

enabling replicative immortality, (v) inducing angiogenesis, (vi) activating invasion and metastasis, 

(vii) deregulating cellular energetics, (viii) avoiding immune destruction, (ix) genome instability and 

mutation, and (x) tumor-promoting inflammation25,26.  

Beside the pro-tumorigenic activity of inflammation, evidence exists that in certain types of tumors, 

the presence of inflammatory cells is associated with better prognosis. This accounts, for example, for 

tumor-associated macrophages in certain breast and pancreatic tumors or for eosinophils in colon 

cancer. Especially macrophages display pro- and anti-tumorigenic properties which apparently depend 

on NF-κB expression. The importance of the balance between pro- and anti-tumorigenic macrophages 

seems to be evident in psoriasis, an inflammatory skin disease. Here, an overexpression of NF-κB 

inhibits invasive epidermal neoplasia, whereas in other types of tumors such as liver and colon cancer, 

the blockage of NF-κB activity inhibits tumor development21. In addition, interactions between 

immune and tumor cells display high functional plasticity, which determines whether inflammation 

supports pro- or anti-tumorigenic responses27.  

  

6



2.3. Therapeutic Modulation of Inflammation  

Although inflammation is an important physiological process necessary for the elimination of a 

magnitude of pathogens, a prolonged inflammatory response might result in pathogenesis and 

progression of certain inflammation-associated diseases. Therapeutic strategies exist which usually 

aim at decreasing or neutralizing pro-inflammatory mediators or at inhibiting leukocyte recruitment 

and activation. The following therapeutic classes exist: (i) non-steroidal antiphlogistic drugs (NSAID), 

(ii) glucocorticoid (GC) receptor agonists and (iii) inhibitors or antibodies which target specific pro-

inflammatory cytokines such as TNFα or IL-128.  

The most commonly known representatives of NSAIDs are aspirin, naproxen and ibuprofen, which are 

inhibiting COX-1 and COX-2 activity and are therefore leading to the inhibition of prostaglandin (PG) 

synthesis. COX as well as lipoxygenase (LOX) are essential enzymes catalyzing the oxidation of 

arachidonic acid, which is released from membrane phospholipids by phospholipase A2 or 

phospholipase C. PGs are the main mediators of inflammatory symptoms such as fever and pain. By 

blocking COX activity, NSAIDs decrease the inflammatory response by reducing pain and 

vasodilation, which is mainly caused by PGE2 and prostacyclin (PGI2). Generally, two main classes 

of NSAIDs can be distinguished: non-selective NSAIDs such as ibuprofen, paracetamol or aspirin and 

COX-2 selective NSAIDs such as etodoloac, diclofenac or valdecoxib29,30. Although NSAIDs belong 

to the most frequently applied anti-inflammatory drugs worldwide, chronic use of this class of 

therapeutics cause asymptomatic enteropathy in many individuals. This side effect is characterized by 

an increased intestinal permeability and mucosal inflammation. Furthermore, non-acetylated NSAIDs 

can cause focal lesions in the small intestine as well as ulcerations which are associated with acute or 

chronic bleeding31. 

In contrast to NSAIDs, which are acting through the blockage of COX, the mode of action of 

glucocorticoids depends on their effect on signaling pathways including NF-κB and transcription 

factor AP1 (AP-1) as well as their capacity to induce the production of anti-inflammatory molecules28. 

Furthermore, glucocorticoids lead to the reduction of circulating monocytes resulting in a decreased 

synthesis of pro-inflammatory cytokines and prostaglandins32. The most commonly known 

glucocorticoids are 17-hydroxy-11-dehydro-corticosterone (cortisone) and the synthetic agents’ 

prednisolone and dexamethasone. The anti-inflammatory effects of glucocorticoids are mediated by 

the glucocorticoid receptor, which is released from a protein complex upon activation. The released 

receptor then translocates into the nucleus and regulates gene expression by binding glucocorticoid 

response elements (GRE) of target genes33. This leads to the activation of either the transcription of 

anti-inflammatory molecules, such as IL-10 or Annexin 1, or of regulatory proteins which are involved 

in metabolic processes such as enzymes of the gluconeogenesis. This process of transcription 

activation is called transactivation. Furthermore, a second mechanism exists concerning the mode of 

action of glucocorticoids, namely the transrepression, which blocks the expression of pro-
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inflammatory molecules32. Although glucocorticoids are potent anti-inflammatory drugs, long-term 

use of these drugs may result in glucocorticoid resistance as unwanted side effect. This may limit the 

therapeutic response and outcome of patients with chronic inflammatory diseases. A potential reason 

for the development of glucocorticoid resistances are alterations in the cellular microenvironment 

caused by chronic inflammation such as oxidative stress and hypoxia34,35. 

Therapeutic antibodies are used for the treatment of inflammatory and autoimmune diseases, as well as 

in cancer therapies. They target single, well-defined effector molecules such as tumor necrosis factor α 

(TNFα) or IL-6, which are important in the therapy of rheumatoid arthritis and Crohn’s disease, 

respectively36. In general, these monoclonal antibody-based drugs target a variety of cytokines, 

chemokines, adhesion molecules as well as certain cell types37. Especially cytokines are important 

molecules which regulate tissue homeostasis and immune cell function like activation, proliferation 

and differentiation. Since these molecules are involved in the pathogenesis and spreading of many 

diseases like allergy, autoimmune disorders or infections, blockage of the cytokine response via 

antibodies against their receptors or themselves lead to the termination of cytokine reaction38. For 

example, IL-6 is recognized as key molecule for linking chronic inflammation and cancer, thus IL-6 

and downstream signaling molecules became targets for drug development. Tocilizumab was the first 

anti-IL-6 antibody which prevents the IL-6 mediated signaling by blocking the binding of IL-6 to the 

transmembrane as well as to soluble IL-6 receptors
39

.  

Other important classes of therapeutic targets regarding inflammation are lipases, especially those 

upstream of the production of eicosanoids including prostaglandins, leukotrienes and thromboxane. 

The cardinal symptoms of an inflammatory response, namely pain, heat development, swelling, 

redness and loss of function are mediated by these lipids, which are derived from arachidonic acid. 

Prostaglandins are end products of the arachidonic acid metabolism which is catalyzed by COX and 

prostaglandin synthase. Therefore, the inhibition of COX, as mentioned above, leads to an interruption 

of their synthesis. Alternatively, the upstream located phospholipase A2 is also a potential therapeutic 

target for the inhibition of prostaglandin synthesis. A few phospholipase A2 inhibitors are already 

developed which exert in vivo efficacy in inflammatory animal models40.  
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2.4. Mass Spectrometry-based Proteomics  

Bioanalysis, part of the analytical chemistry, involves the quantitative assessment of biomolecules, 

such as DNA, proteins, metabolites and lipids, in complex biological matrices such as blood, cells or 

tissues. Studies on the whole entity of a subset of these molecules has the suffix “-omics”, for example 

the analysis of all proteins within a biological system, the proteome, is called proteomics. For each of 

these “-omics” approaches, bioanalytical techniques are of great relevance. Concerning the analysis of 

proteins, mass spectrometry (MS)-based technologies, especially LC-MS/MS analysis, has become 

most important in the last decade. With current state-of-the-art analytical instruments it is possible to 

analyze thousands of proteins within one measurement. 

2.4.1. General Overview of Mass Spectrometry-based Proteomics  

Proteomics was introduced almost 20 years ago, pursuing the target of comprehensive analysis of 

protein expression under varying biological conditions such as disease or drug treatment41. Although 

the technologies in the field of proteomics have been tremendously improved, the main goal is still the 

same: the qualitative and/or quantitative analysis of proteins as well as their isoforms, post-

translational modifications (PTMs) and potential interaction partners in different functional cell states. 

In principle, the following main analysis strategies are used for protein analysis; (i) antibody-based 

methods such as Western blot, ELISA or even CHIP-arrays, (ii) 2-dimensional polyacrylamide gel 

electrophoresis (2D-PAGE) or LC-based MS methods and (iii) combination of both such as 

phosphopeptide enrichment using antibody-based techniques prior to LC-MS/MS analysis or affinity 

purification for the characterization of protein-protein interaction partners. However, regarding 

common analytical characteristics such as sensitivity and specificity, antibody-based strategies are 

dependent on the quality of the used antibody; LC-MS/MS based strategies however, are less 

dependent on external factors. Furthermore, the main difference between these two strategies is the 

possibility of an untargeted screening analysis which is only feasible using LC-MS/MS analysis. 

When applying antibody-based techniques for the analysis of proteins, it is necessary to exactly know 

the target molecules. In contrast, LC-MS/MS analysis allows both, a screening and a targeted analysis 

of proteins only depending on the instrumentation. In general, two different approaches in MS-based 

proteomics can be distinguished: Gel-based proteomics which mainly includes protein separation via 

2D-PAGE prior to MS analysis. In contrast, gel-free proteomics is based on protein separation using 

liquid chromatography prior to MS analysis.  
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2.4.2. Gel-based Proteomics 

Since proteomics was first introduced, especially mass spectrometric-based protein analysis underwent 

multiple technological improvements. In earlier days, the method of choice was a combination of 2D-

PAGE and MS/MS analysis42. This approach allows protein separation usually under denaturing 

conditions prior to MS analysis. Proteins are separated based on two independent characteristics, 

namely charge and molecular weight. The first dimension encompasses an isoelectric focusing 

allowing a separation of proteins according to their isoelectric point. This can be achieved either using 

carrier ampholytes-based pH gradients or immobilized pH gradients (IPGs). With the establishment of 

IPGs, difficulties, which were present using carrier ampholytes such as poor reproducibility due to 

unstable ampholytes causing cathodic drifts, could be overcome43. In contrast to the first dimension, 

the second dimension allows an orthogonal separation according to the molecular weight of proteins. 

This strategy reveals distinct protein spots within the gel, which can be stained with MS-compatible 

methodologies, for example using silver or Coomassie Blue44. Protein spots can be easily cut out from 

the gel and enzymatically digested for subsequent MS analysis. The whole procedure of 2D-PAGE-

based protein separation, enzymatic digestion and MS analysis, mainly using matrix-assisted 

laser/desorption ionization – Time of Flight (MALDI-TOF) mass spectrometry, is called peptide mass 

fingerprinting (PMF). PMF is an effective tool for protein identification, as long as proteins are pure 

and not in complex mixtures. The possible combination of PMF with tandem mass spectrometry 

(MS/MS) usually results in high sequence coverage45,46. 

An alternative strategy to 2D-PAGE-based protein analysis is the development of 2D difference gel 

electrophoresis (2D DIGE), which allows a multiplexed analysis of proteins in a quantitative fashion. 

Protein samples have to be labeled with charge and size-matched fluorescent dyes, namely CyDye 

DIGE flours, prior to 2D-PAGE. The labeled samples are then pooled and separated on the same 2D-

gel enabling a comparative and quantitative protein expression analysis. The identification of 

differentially expressed proteins can be carried out applying PMF or MS/MS analysis47,48. Another 

protein identification methodology in gel-based proteomics are antibody-based strategies, which do 

not require subsequent MS-analysis. Especially after 1D-SDS-PAGE, whereby protein samples were 

separated only due to their molecular weight, antibody-based protein identification has become a 

conventional strategy in protein analysis. In this targeted approach, namely Western blot analysis, 

separated proteins have to be transferred from the 1D-gel to a membrane such as nitrocellulose or 

PVDF membranes via electroblotting. Afterwards, proteins can be incubated with a primary antibody 

detecting the protein of interest. A secondary antibody, usually labeled with an enzyme such as 

horseradish peroxidase, is used to visualize the respective protein. By comparing the intensities of a 

distinct protein in different samples, a relative quantification can be performed by means of Western 

blot analysis49. 
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2.4.3. Gel-free Proteomics 

In contrast to gel-based proteomic approaches, gel-free strategies are based on an in-solution digestion 

of proteins instead of in-gel digestion as well as protein separation via liquid chromatography (LC) 

prior to MS/MS analysis instead of 2D-PAGE. Therefore, methods such as filter-aided sample 

preparation (FASP) were introduced, which enable digestion of proteins directly on top of molecular 

weight cut-off (MWCO) filters. While in-solution digestion procedures are more susceptible to 

impurities due to the missing purification which is obtained by an SDS-PAGE, these methodologies 

allow a higher peptide recovery and the possibility for automation50.  

Initially, LC-MS/MS was introduced as a substitute for MALDI-TOF analyses of protein spots. In 

particular, the analysis of complex peptide mixtures benefits from the separation via LC with respect 

to accurate protein identifications, when compared to PMF51. The detection of low abundant peptides 

in complex samples such as cell lysates is a key challenge in LC-MS/MS-based proteomics52. 

Therefore, very low flow as well as narrow-bore LC is coupled directly via electrospray ionization 

(ESI) to the mass spectrometer53. This can be achieved using nano-LC with flow rates of around 

300nL/min. Large-scale proteomics experiments then most commonly employ reversed phase (RP) 

LC, especially under gradient conditions. Increasing the amount of organic modifier such as 

acetonitrile (ACN) or methanol enables a separation based on hydrophobicity54. Furthermore, 

trifluoroacetic acid (TFA) or formic acid (FA) are used as essential additives because of their ion-

pairing properties. Again, the LC instrument can be directly coupled to the mass spectrometer using an 

ESI source. The two most frequently used ionization sources in proteomics are discussed below. 

2.4.4. Ionization Sources in Mass Spectrometry-based Proteomics 

In general, two different ionization strategies can be distinguished, i.e. soft and hard ionization. Both, 

MALDI as well as ESI are soft ionization techniques imparting little residual energy and therefore 

resulting in basically no fragmentation of molecules compared to hard ionization techniques such as 

electron ionization (EI). Therefore, in the field of proteomics soft ionization techniques are preferred. 

For example, MALDI is based on the rapid photo-volatilization of a peptide sample, which is 

embedded in a UV-absorbing matrix. Different chemical and physical pathways are discussed 

concerning the generation of ions during the MALDI process, for example gas-phase photoionization, 

ion-molecule reactions, excited-state proton transfer or desorption of preformed ions55. Proteomics 

analysis by MS relies on the identification of intact peptides or proteins. The need for LC-MS 

hyphenation then requires an ESI source. The mechanism of ESI involves three major processes: First, 

charged droplets have to be produced from the high-voltage capillary tip. Second, continuous solvent 

evaporation and droplet shrinking has to take place, resulting in very small charged droplets, 

wherefrom charged solvent-free analytes are obtained. Two different potential mechanisms are 

proposed that explain the formation of pas-phase ions56, but the exact mechanism is still disputed: (i) 

11



the ion evaporation model57 and (ii) the charge residue model58. According to the ion evaporation 

model, generated droplets shrink by evaporation until the electric field strength at the surface of a 

droplet is so high that solvated ions can be expelled due to Coulombic repulsion. This results in 

individual solvated ions leaving a charged droplet. In contrast, the charge residue model describes the 

shrinking of droplets solely by evaporation. In this continuous process droplets are generated, which 

contain only one molecule. Based on solvent evaporation and declustering, the molecule within a 

droplet can be released as an ion59. 

Although ESI sources allow facile ionization of solvents, it can be susceptible to potential interference 

from complex biological sample matrices, which may result in ion suppression leading to difficulties 

concerning reproducibility and accuracy. Sources for ion suppression are either endogenous or 

exogenous components. Endogenous ion suppressors are ionic species such as salts or inorganic 

electrolytes and various other organic molecules displaying a similar chemical structure as the target 

analyte. In case of proteomics, highly concentrated peptides, which are co-eluting with the peptide of 

interest, are potential candidates for ion suppression. In contrast to these endogenous components, 

exogenous ion suppressors are accidentally introduced during sample preparation, including for 

example plastic components (phthalates), polymers (PEGs) or detergent residues (SDS) as well as ion-

pairing reagents60. For example, the ion-pairing reagent TFA, preferentially used as additive in LC-UV 

analyses due to its capability of improving peak shape, causes ion suppression throughout the entire 

measurement if it is present in the mobile phase. Therefore, weaker acids like formic acid are mainly 

used for ion-pairing in LC-MS-based analysis61.  

2.4.5. Mass Analyzers Commonly Used in the Field of Proteomics 

In principle, the identification of peptides using MS is based on the determination of distinct ions and 

their fragmentation in order to gain information of the amino acid sequence by measuring mass-to-

charge ratios. Historically, MALDI-time of flight (TOF)-MS was one of the first analysis strategies for 

peptide identification in the field of proteomics. In case of TOF analyzers, after desorption and 

ionization, molecules are accelerated in an electric field before they were ejected in a metal flight tube. 

The detection of the ions takes place through their collision with a detector at the end of the flight 

tube. TOF analysis can be repeated at a frequency of up to 50 Hertz62. 

The development of a high-resolution orbitrap mass analyzer by Alexander Makarov63,64 was a great 

improvement in the field of shotgun proteomics, a bottom up screening approach. The orbitrap 

provides high mass accuracy due to the axial motion of ions along the central spindle. This motion of 

ions is only dependent on the m/z of an ion but not on initial sample conditions65. The combination of 

the high resolution orbitrap and a quadrupole which serves as mass filter was first realized in the 

QExactive orbitrap, a high performance instrument in shotgun proteomics. In a QExactive, ions are 

generated in an ion source at the front of the instrument, which are then guided through a transfer tube 
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into the S-lens and a bent flatapole. In the bent flatapole, collisional cooling of the ions takes place 

before they are transmitted into a hyperbolic quadrupole. The quadrupole is capable of isolating ions 

with an isolation width of 0.4 Th at m/z 400. After the quadrupole, ions are guided through an exit lens 

and a short octapole before they enter the C-trap. In case of MS1 Scans, which are used as survey 

scans of precursor ions present at a distinct time point, ions are directly ejected from the C-trap into 

the orbitrap analyzer. However, when performing an MS2 scan, which detects specific fragments of a 

distinct precursor m/z selected from the previous MS1 scan, ions are transferred into a fragmentation 

cell (see 2.1.5), which is separated from the C-trap by a diaphragm. All ion fragments are then 

transferred back into the C-trap before they are ejected into the orbitrap analyzer66. A schematic 

overview of a QExactive is shown in Figure 3. 

Figure 3: Schematic overview of a QExactive (Copyright © 2011 Michalski et al.)66 

In contrast to the orbitrap mass analyzer, which is usually applied in screening methodologies aiming 

at identifying a high number of proteins, triple quadrupoles are used as tools for the targeted and 

quantitative analysis of selected proteins in a data-dependent fashion as demonstrated in Figure 4. In 

principle, a precursor ion of interest is isolated in the first quadrupole (Q1) and fragmented in the 

second quadrupole (Q2) using collisional-induced dissociation. The third quadrupole (Q3) acts as a 

mass filter for the fragmented ions. Only a few desired fragments displaying the best transitions are 

then transmitted to the detector and analyzed67. This process refers to multiple reaction monitoring 

(MRM) or single reaction monitoring (SRM).    

13



 

Figure 4: Principle of multiple reaction monitoring. (Reprinted by permission from Macmillan 

Publishers Ltd: NATURE METHODS, copyright © 2012, Picotti et al.)68 

 

2.4.6. Ion Activation Methods in Mass Spectrometry-based Proteomics 

As described above, the identification of proteins or peptides in MS-based proteomics is not only 

based on exact mass-to-charge (m/z) ratios (MS1 scans) but also on amino acid sequence information, 

which can be obtained using controlled fragmentation of peptides (MS2 scans). The most common ion 

activation techniques are collision-induced dissociation (CID), higher energy collisional dissociation 

(HCD) and electron transfer dissociation (ETD). Fragmentations based on collisional dissociation are 

the most commonly used ion activation methods in MS-based bottom-up proteomics. They rely on 

energetic collisions between peptides and a neutral gas such as nitrogen, helium or argon in the ion 

trap69. This predominantly generates b- and y-type ions resulting from the dissociation of the amide 

bond (-C(O)–N-)70,71. However, CID tends to bias experiments towards medium-length peptides, 

which are doubly or triply charged and suffers from a low-molecular weight cut-off72. The 

introduction of HCD in the orbitrap technology allows a more efficient terminal fragmentation and 

evades the low molecular weight cut-off. This ion activation method, originally named higher-energy 

C-trap dissociation, takes place in an external collision cell (HCD cell). Therefore, ions have to pass 

through the C-trap before they are fragmented in the HCD cell. The resulting fragment ions are 

analyzed in the orbitrap upon passing the C-trap a second time73. In contrast to the activation 

mechanisms of CID and HCD, in which ions are fragmented using neutral gases, the underlying 

mechanism of ETD is based on radical chemistry. Therefore, fluoranthene is most commonly used as a 

radical anion, which transfers an electron to multiply protonated peptides. During subsequent electron-

induced fragmentation, c- and z-type product ions are generated resulting from the rupture of N-Cα 

bonds within a peptide. 

The applied ion activation technique tremendously contributes to the success rate of identifications, 

especially when it comes to the identification of post-translational modifications (PTMs). For 

example, CID-labile PTMs can be identified using ETD, which provides not only information about 

the sequence but also about the localization of the modified site. Regarding protein phosphorylation, 

CID is often associated with a neutral loss of phosphoric acid, whereas ETD causes effective 
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fragmentation without corrupting the modification. In addition, HCD displays great potential for 

phosphoproteomics due to rich fragment ion spectra and fast scan rates compared to ETD. Generally, 

stable modifications, for example acetylation and methylation, can be easily analyzed using CID or 

HCD, whereas for the identification of other modifications such as phosphorylation, glycosylation and 

ubiquitination, other fragmentation techniques or combination of different ion activation strategies 

need to be combined74. Although ETD is especially interesting for analyzing PTMs, it may suffer from 

slightly longer activation times.          

 

2.5. General Overview of Applied Methods in this Doctoral Thesis  

For the comprehensive investigation of proteome alterations caused by certain stimuli, peripheral 

blood mononuclear cells (PBMCs) were isolated from whole blood, inflammatory stimulated in vitro 

and drug treated. Due to the highly complex mixture of proteins within cells, fractionation and/or 

separation were fundamental principles of the applied methodologies of this thesis. To reduce the 

protein complexity, several fractionation steps were included in the workflow, e.g. subcellular 

fractionation in secreted, cytoplasmic and nuclear protein fractions. Additionally, this fractionation 

step was essential to get a deeper insight into the cellular proteome and for the determination of 

nuclear translocations of proteins. Then, these fractions were further separated according to their 

molecular weight using sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) 

giving four sub-fractions, each, which were separated according to their hydrophobicity using a 

nanoLC system.   

2.5.1. Isolation and Treatment of PBMCs 

PBMCs were isolated from whole blood of healthy donors with written consent and ethical approval. 

The blood was collected in CPDA tubes using Ficoll Paque, a sucrose solution and applying density 

centrifugation. Cells were isolated from an interphase layer above the erythrocytes, washed and 

cultivated in autologous plasma to keep the cells under physiological conditions. Furthermore, PBMCs 

were treated with different stimuli according to the respective study, such as lipopolysaccharide (LPS) 

and phytoheamagglutinin (PHA) in case of inflammatory stimulation. After 1h inflammatory 

activation, a time point when inflammatory signaling is already fully developed, cells were further 

treated with dexamethasone to investigate the cellular response to an antiphlogistic drug as well as to 

determine unwanted side effects of this drug. This time point of drug treatment was chosen to better 

represent in vivo situation, where typically first an inflammation is detected before a therapeutic 

intervention is performed. In the other study, PBMCs were treated with CP47,497-C8, a synthetic 

cannabinoid. This drug was investigated to determine alterations of the proteome in response to drug 

treatment especially focusing on inflammation-related processes. 
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2.5.2. Subcellular Fractionation 

After in vitro cell experiments, cells were fractionated into secreted, cytoplasmic and nuclear proteins. 

This was an essential step in this thesis due to the following reasons: (i) a reduced protein complexity 

compared to the analysis of whole cell lysates enabling a deeper proteome profiling and (ii) the 

possibility to monitor intracellular protein translocations upon specific stimuli. To obtain secreted 

proteins, the cultivation of the cells in plasma-free cell culture medium was a necessity. In the context 

of inflammation, the main focus in terms of secreted proteins was laid especially on cytokines, 

chemokines and growth factors. To ensure an accurate and sensitive analysis of these low-abundant 

proteins, the removal of contaminating high-abundant proteins was an important step. Therefore, 

PBMCs were washed after 4 hours of cultivation and treatment in autologous plasma, and were then 

cultivated in serum-free cell culture medium for 3 hours prior to the subcellular fractionation. 

Concerning the harvesting of secreted proteins, the medium was collected and proteins were 

precipitated over night with ethanol. 

After collecting the secreted proteins, cells were lysed using both, fractionation buffer containing 

Triton-X100 as detergent, which allows the permeabilization of the outer cell membrane75 as well as 

mechanical shear stress. Using centrifugation, cytoplasmic proteins were then separated from the 

nuclei. The intact cell nuclei were disrupted using a high-salt solution. A further centrifugation is 

required to separate the soluble nuclear proteins from nuclear matrix proteins and DNA fragments76. 

Cytoplasmic as well as nuclear protein fractions were then precipitated over night with ethanol. 

2.5.3. Sample Preparation for Mass Spectrometric Analysis 

The precipitated proteins were solubilized by denaturing in sample buffer, which contains 

dithiothreitol (DTT), urea, thiourea, CHAPS and SDS, and protein concentrations were determined by 

the a Bradford photometric assay. Cytoplasmic and nuclear proteins were additionally separated 

according to their molecular weight by SDS-PAGE. Samples were only run for one cm and after silver 

staining cut into four slices, which were further processed separately. Concerning the digestion of 

proteins, secreted proteins were directly digested in-solution on top of 3kDa molecular weight filters, 

whereas cytoplasmic and nuclear proteins were digested in-gel. However, the principle behind these 

two digestion strategies is the same. After a washing step with ammonium bicarbonate buffer, DTT is 

applied to disrupt quantitatively covalent disulfide bonds between cysteine groups. To prevent their 

reformation by oxidation, cysteins were carbamidomethylated using iodoacetamide (IAA). Then, 

proteins were enzymatically digested at 37°C using a mixture of trypsin and lys-C. Trypsin is a serine 

protease displaying a pH optimum at 7.0-8.0 and cleaves peptide chains specifically at the C-terminal 

side of the amino acids lysine and arginine. However, it is evident that trypsin displays proteolytic 

deficiency at lysine sites. In contrast, lys-C shows exceptional efficiency and specificity concerning 

the cleavage of lysines77. Thus, the mixture of both enzymes allows an efficient proteolytic digestion 
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of the protein samples. After overnight digestion, peptides were eluted, dried and stored at -20°C until 

LC-MS/MS analysis. 

2.5.4. LC-MS/MS Analysis  

In this thesis, the general strategy of LC-MS/MS analysis was based on a combination of two different 

instrument types. For in-depth proteome screening analysis, a QExactive orbitrap was used providing 

a deep insight into cellular responses to a given stimulus. Furthermore, relative quantification of all 

proteins between different cell states was achieved by this approach using MS1-based label-free 

quantification. Proteins of interest or significantly regulated proteins, which were determined by this 

shotgun approach, were selected and further analyzed using a triple quadrupole mass spectrometer. 

The application of a targeted MRM approach then allowed an MS2-based quantification of a subset of 

proteins.  

For shotgun proteomics, a nanoLC system was used and multi-step gradients were applied with a run 

time of 235min for the analysis of cytoplasmic and nuclear protein fractions and 95min for the 

analysis of secreted proteins. In general, each gradient includes a washing phase using high amounts 

of organic solvents, i.e. acetonitrile and a sufficiently long equilibration phase. In contrast to these 

relatively long gradients, MRM analyses can be performed using shorter gradients. For example, in 

case of the analysis of secreted proteins, chromatographic separation for MRM analysis can be 

performed in 20min. The quality of each LC-MS/MS run was verified using four synthetic internal 

standard peptides, which were spiked in each sample after protein digestion. These standard peptides 

give information about the quality of the chromatography and of the mass spectrometer performance. 

Thus, potential retention time shifts or other separation problems as well as ion intensity problems can 

be recognized immediately.       

Mass spectrometric analyses for in-depth proteome profiling were performed in the range from m/z 

400 to 1’400 at a resolution of 70’000 (at m/z = 200) when concerning MS1 scans. MS2 scans of the 

12 most abundant ions in an MS1 scan (i.e. top 12 method) in case of cytoplasmic and nuclear protein 

fractions and the 8 most abundant ions in case of secreted proteins fractions were achieved using HCD 

fragmentation at 30% normalized collision energy and analyzed in the orbitrap at a resolution of 

14’000 (at m/z = 200). For MRM analyses, transitions of each peptide as well as the corresponding 

collision energies for each peptide fragmentation were manually determined and optimized.   
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2.6. Challenge of Secretome Analysis  

The establishment of adequate cell culture model systems as well as the optimization of cell culture 

conditions in order to provide a platform for the analysis of low-abundant, secreted effector molecules 

was a major goal of this thesis. Thus, an optimal workflow had to be determined which on the one 

hand keeps cells in the most possible physiological conditions but otherwise allows the analysis of 

main players during inflammation-related processes, such as cytokines, chemokines and growth 

factors without contaminations of high-abundant plasma proteins. Therefore, isolated PBMCs were 

first cultured and treated in 1:2 diluted autologous plasma of each donor, respectively, ensuring 

conditions which are more similar to the in vivo situation than using 5-10% fetal calf serum (FCS) in 

commercially available cell culture media. However, human-derived plasma consists of a majority of 

high-abundant proteins such as albumin, α1-antitrypsin, α2-macroglobulin, transferrin, fibrinogen, 

haptoglobin and different immunoglobulins78, as demonstrated in Figure 5. 

Figure 5: Plasma protein composition 

Taking into account that PBMCs are cultivated in 4ml 1:2 diluted plasma, a final protein amount of 

160mg can be expected when assuming an average plasma protein concentration of 80mg/ml. For the 

in-solution digest, 20µg total protein amount is used, whereof 99% are high abundant plasma proteins 

and only 1% represents low-abundant proteins of interest. This corresponds to a total of 19.8µg and 

0.2µg protein amount, respectively. Considering also the protein concentration of high-abundant 

proteins (mg/ml) and low-abundant proteins (pg/ml) such as chemokines and cytokines79, it would be 

necessary that an analytical methodology covers more than 10 orders of magnitude, which is not yet 

feasible. Due to this, it is necessary to culture cells under serum-free conditions prior to secretome 

analysis, thus providing a matrix free of high-abundant plasma proteins.  
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In addition, sample preparation steps as well as LC-MS/MS analysis had to be reconsidered when 

analyzing cell supernatants. In comparison to cytoplasmic and nuclear protein fractions, where SDS-

PAGE was performed to reduce sample complexity, secreted proteins were digested directly in-

solution in order to prevent loss of proteins as a consequence of more manipulation steps as well as to 

shorten analysis time. Figure 6 demonstrates chromatograms of secretome analysis of inflammatory 

activated PBMCs (A) before and (B) after optimization.   

 

 

Figure 6: Optimization of secretome analysis 
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Figure 6 displays total ion chromatograms of secretome analysis (A) before and (B) after optimization. 

Before optimization SDS-PAGE was performed prior to LC-MS/MS analysis resulting in an analysis 

of 4 fractions per sample. Furthermore, contaminations of peptides derived from remaining high-

abundant plasma proteins were observed allowing the identification of only 179 protein groups. After 

optimization regarding cell culture conditions, washing procedures, digestion protocol as well as LC-

MS/MS method, 1 injection per sample was performed and a total number of 1109 protein groups was 

identified. Concerning the analysis of cytokines and chemokines, which is important when 

investigating inflammatory activated PBMCs, we were able to detect only IL-1β, IL-8 and CCL4 

before optimization. However, after optimization IL-1α, IL-1β, IL-6, IL-8, CCL2, CCL3, CCL4, 

CXCL1, CXCL2, CXCL5 and CXCL10 were identified. 

2.7. High Data Density Obtained by Mass Spectrometry-based Proteomics 

Shotgun proteomics, the main analytical approach applied in this thesis, is used to identify the most 

proteins possible with high confidence. Here, this strategy is applied in order to characterize various 

cell types in different functional states to gain a better insight into cellular responses to external 

stimuli, which is based on very high data density as demonstrated in Figure 7.  

 

 

 

 

 

 

 

 

 

 

 

Figure 7: MaxQuant plot of a cytoplasmic protein fraction demonstrating data density 

20



This plot, created with MaxQuant Viewer80,81, demonstrates a typical LC-MS/MS analysis of an 

enzymatically digested cytoplasmic protein fraction after SDS-PAGE. While the x-axis displays the 

applied m/z range, the y-axis reflects the retention time and the color of each spot indicates the 

intensity of a distinct m/z to a given time point (the more green the more intense). When zooming in a 

certain time and m/z window (for example between 82-92 min retention time and m/z=720-748 as 

demonstrated in Figure 9), the distributions of isotopes belonging to specific peptide can also be 

distinguished. The ion intensity as a third dimension is used subsequently to determine ion abundances 

and from those relative protein abundance levels assigned as a basis for label free quantification. 

As mentioned above, proteins within complex samples display high differences in abundances. Due to 

this fact, a high dynamic range of the analytical measurement is required in order to cover low as well 

as high abundant proteins. To demonstrate the power of our shotgun proteomics approach in terms of 

dynamic range, ion intensity profiles are shown in Figure 8.  

 

Figure 8: Distribution of precursor ion intensities during LC-MS/MS analysis 

The shown histograms display the log10 precursor intensities of the cytoplasmic protein fractions as 

well as of secreted proteins, respectively. While the x-axis indicates the log10 intensity (6 refers to 

106), the y-axis shows the counts per bin. It can be observed, that 4 orders of magnitude concerning the 

precursor ion intensities of a cytoplasmic protein fraction derived from inflammatory activated 

PBMCs can easily be covered. In case of secretome analysis, precursor ions were detected even in a 

range of 6 orders of magnitude during an LC-MS/MS analysis demonstrating the high dynamic range 

of this analytical methodology. 

Based on this high data density and on the high identification rate of differently abundant proteins, it is 

thus possible to comprehensively represent cellular pathways involved in distinct biological processes 

such as inflammation. Therefore, all proteins identified in control as well as inflammatory activated 

PBMCs are mapped to KEGG pathways using DAVID bioinformatics resources82,83. The coverage of 

cellular pathways is exemplified on the T-cell receptor signaling pathway as shown in Figure 9. 
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Regarding this pathways, all proteins which are marked with red asterisks were positively identified in 

our dataset resulting in a pathway coverage of 79,4%. 

 

Figure 9: Coverage of proteins involved in the T-cell receptor signaling pathway 

 

2.8. Challenges in the Analysis of PTMs using Mass Spectrometry 

The high data density achievable using MS-based proteomics enables the identification of thousands 

of proteins, thus allowing a comprehensive coverage of proteins involved in signaling pathways. 

However, for the full assessment of the activation states of signaling pathways, not only the 

identification of involved proteins is necessary but also the analysis of specific PTMs. For example, 

the activation states of kinases, which are involved in many pathways such as in the MAPK pathway, 

are dependent on their phosphorylation state. Thus, the analysis of PTMs, especially of 

phosphorylation events, seems to be necessary concerning the comprehensive investigation of 

signaling pathways.  
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But, owing to the nature of phosphorylation sites, their assessment is not trivial. The phosphate groups 

of phosphopeptides are acidic and thus negatively charged, which may interfere with their MS-

detection due to charge neutralization in the positive ion mode. In addition, the low-stoichiometry of 

phosphopeptides in comparison to non-phosphorylated proteins may be a reason for their inefficient 

ionization84. Furthermore, the MS-based analysis of phosphopeptides can lead to the generation of 

MS2 spectra with lower quality compared to those of non-phosphorylated peptides. This is due to the 

fact that phosphate moieties are relatively labile and are often released during fragmentation which 

leads to a less informative fragmentation of the peptides backbone85. Apart from these challenges in 

the analytical analysis of phosphopeptides, difficulties in the experimental design can occur. 

Phosphorylations of receptors like PDGF or IGF-1 receptor occur on a time scale of 13 to 35 seconds 

whereas phosphorylations of downstream kinases like Akt or GSK3β last between 25 and 200 

seconds86. Due to these characteristics, phosphorylation events can easily be missed using a phospho-

proteomic profiling approach which usually represents a snapshot of phosphorylated proteins at a 

given time point.  

Generally, different phosphoprotein or –peptide enrichment strategies are used prior to LC-MS/MS 

analysis. This can be performed either by using titanium dioxide and antibody-based enrichment 

strategies or by using immobilized metal affinity chromatography. However, it is also possible to 

comprehensively assess phosphopeptides in a shotgun proteomics dataset without using any 

enrichment strategy, as demonstrated in Paper III of this thesis. Therefore, an existing data set was re-

evaluated concerning the assessment of phosphopeptides. Although such an analysis strategy is 

susceptible to have less phosphopeptide identifications because no specific enrichment was performed, 

it is possible to obtain an overview of high confident phosphorylation events during cellular processes.   

2.9. Peptide Identification and False Discovery Rate Estimation 

The large scale identification of proteins using shotgun proteomics is based on the generation of 

thousands of MS2 spectra during an LC-MS/MS analysis. These spectra are then interpreted to 

determine amino acid sequences and assigned to the corresponding peptides and proteins using 

database search engines such as Mascot, SEQUEST, OMSSA or Andromeda87. Therefore, the input 

for search engines are MS2 spectra generated during LC-MS/MS analyses and a database containing 

amino acid sequences of proteins of interest. In the course of this thesis, all existing reviewed human 

proteins which are contained in the Uniprot database were used for peptide and protein identification. 

The output of the search engines are peptide-spectrum matches (PSMs) displaying the best scoring 

peptide to each spectrum out of a database. These PSM assignments are usually defined by scores; the 

higher the score the more confident the peptide identification. However, a substantial overlap of 

correct and incorrect PSM assignments exists. Due to this, peptide identification is limited either by 

allowing a large number of false positive PSM assignments to maximize true positive assignments or 

by the elimination of a large number of true positive PSM assignments to reduce the number of false 
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positive identifications88. Therefore, a threshold has to be defined which enables the differentiation of 

positive discoveries (positive PSMs) among all assignments, which is usually referred to as false 

discovery rate (FDR)87,89. Thus, the FDR displays a metric for global confidence assessment in 

shotgun proteomics90. The estimation of the FDR in proteomics is mainly based on a target-decoy 

database search strategy. This strategy includes not only the search of all spectra against the target 

protein database but also against a decoy database which displays a shuffled, reversed or otherwise 

randomized version of the corresponding database. Since the likelihood of false positive 

identifications should be the same when searching against the target and the decoy database, an 

estimation of the FDR can be performed in a given dataset91. For example, an FDR of 1% in a shotgun 

proteomics experiment means that 99% of all identifications are true positives whereas 1% of them are 

false positive identifications92. In addition, it is not only possible to calculate the FDR at the level of 

PSM assignments but also on the level of peptide and protein identification91. 

Furthermore, statistical analysis of proteomic datasets may suffer from the “large p small n” 

problem93. This problem refers to a typical proteomics experiment, where thousands of proteins are 

identified out of a relatively small sample size. Typically, Students t-tests are used to identify 

quantitative changes of proteins between different samples, for example control and treated cells as 

demonstrated in this thesis. This results in the repeated application of statistical tests to the same set of 

proteins, which is called the “multiple testing problem”
94

. As a consequence, 5% of all tests display p 

values ≤0.05 purely by chance. Thus, it is important to include multiple testing corrections for the 

statistical analysis of proteomic datasets. The Bonferroni correction is known to have a strong control 

over false positive identifications but seems to be too conservative for proteomic experiments in terms 

of reducing the number of differentially abundant proteins in a dataset94,95. Due to this, FDR-based 

corrections are mainly used for statistical testing, which allow the identification of a higher number of 

differentially abundant proteins compared to Bonferroni correction, but greatly limit the number of 

false positives compared to statistical testing without using multiple testing correction94.    

2.10. Research Justification  

Cellular responses to inflammatory stimuli are based on a complex crosstalk between various cell 

types, i.e. immune and stromal cells via a plethora of effector molecules as demonstrated in Figure 

1096. The crosstalk among these cells is mainly based on secreted effector molecules such as 

interleukins, chemokines and matrix metalloproteinases (MMPs). The interplay of these cells and 

molecules is further dependent on different signaling cascades which are able to interlock at certain 

steps thus constructing a tight network capable to defend the organism against pathogens as well as 

tissue damage. 
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Figure 10: Complex cellular crosstalk between immune and stromal cells. (Reprinted by permission 

from Macmillan Publishers Ltd: CARDIOVASCULAR RESEARCH, copyright © 2014, Van Linthout et 

al.)96  

In acute inflammatory responses the therapeutic inhibition of COX is usually sufficient to prevent an 

unwanted escalation of inflammation. However, in chronic inflammation, such a monocausal blockage 

of for example COX-2 is no longer sufficient. Obviously, cells learn to circumvent such an inhibition 

by manipulating other signaling pathways. A similar phenomenon can be observed during therapeutic 

interventions which can cause the development of cellular resistance mechanisms. The intake of 

certain drugs over a long period of time can lead to a loss of the drug’s action. This is not due to the 

fact that the active component is old or loses its activity by chance but rather because cells are able to 

change their responses to drugs. It seems that they adapt their phenotypes to varying surrounding 

conditions via different intracellular mechanisms which are not fully understood yet97. An example for 

the alteration of cellular responses during drug treatment is the long-term cellular response to the 

treatment with the glucocorticoid dexamethasone. A long term administration of this compound can 

lead to a reduction and/or loss of drug activity, which may result in chronic inflammation98. This 

example demonstrates a potential “learning effect” of cells.  

However, before better understanding these mechanisms, it is necessary to take a step backwards in 

order to get a deep insight into functional cellular processes under well controlled physiological 
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conditions such as acute inflammation. Therefore, this thesis focuses on the investigation of basic 

inflammation-related processes in immune cells by proteomics trying to cover processes from ligand-

induced receptor activation, the exertion of downstream signaling cascades involving kinase activities, 

the translocation of transcription factors and the subsequent transcriptional activation of target genes 

resulting in protein synthesis. Nevertheless, a comprehensive investigation of such highly complex 

cellular mechanisms, involved in any kind of physiological as well as pathophysiological processes, 

represent serious problems in biomedical research. Any analytical methodology which is capable of 

providing deep insight into cellular processes has to fulfill the following main criteria: (i) high 

sensitivity allowing the identification of low-abundant effector molecules such as cytokines, 

chemokines or transcription factors and (ii) the possibility of multiplexing enabling the analysis of a 

number of important effector molecules in parallel. 

The aim of this thesis is to establish a powerful analysis strategy, i.e. mass spectrometry-based 

proteomics, to comprehensively assess molecular regulatory processes involved in acute inflammation. 

This analytical methodology was applied to assess inflammation-related cellular processes caused by 

external stimuli as well as the cellular responses to therapeutic interventions. Primary human 

peripheral blood mononuclear cells (PBMCs) were chosen as an in vitro model system. They were 

treated with LPS and PHA to simulate an inflammatory cell state. Cells were fractionated into the 

supernatant of cells, which contains all secreted effector molecules including chemokines and 

cytokines, the cytoplasmic and the nuclear protein fractions. All protein samples were subsequently 

enzymatically digested and analyzed applying a bottom-up proteomics platform using a combination 

of nanoLC system coupled to a QExactive orbitrap (Thermo Fisher Scientific) and nano CHIP-LC 

coupled to a triple quadrupole QQQ6490 (Agilent) mass spectrometer.  
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Figure 11: Overview of research articles 
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Figure 11 displays a methodological and thematic overview of the three main research articles which 

are presented in this thesis. For each study, PBMCs were first isolated from whole blood using density 

centrifugation prior to cultivation and treatment. While the treatment of cells was the same for Paper I 

and III using LPS and PHA as well as dexamethasone, cells in Paper II were treated with the synthetic 

cannabinoid CP47,497-C8. A short introduction of the three main research articles is given below.  

In Paper I, cellular proteome changes were evaluated upon inflammatory stimulation as well as 

dexamethasone treatment. Therefore, PBMCs were inflammatory activated and afterwards treated with 

dexamethasone. This proof of principle study with the title “Comprehensive assessment of proteins 

regulated by dexamethasone reveals novel effects in primary human peripheral blood mononuclear 

cells” was published in the Journal of Proteome Research. After method evaluation with an 

established drug (Paper I), a novel drug with unknown modes of action was investigated in order to 

determine their capacity to modulate inflammation-related processes. Therefore, in Paper II, cellular 

responses of PBMCs were evaluated in similar setup to the cyclohexylphenol CP47,497-C8, a 

synthetic cannabinoid used as legal surrogate for marihuana. PBMCs were treated in vitro with this 

drug in order to investigate potential health effects in consumers and to elucidate the underlying 

mechanisms of action. This study with the title “Impact of a synthetic cannabinoid (CP-47,497-C8) on 

protein expression in human cells: evidence for induction of inflammation and DNA damage” was 

published in Archives of Toxicology. Paper III is based on the data set of study I but includes not only 

the analysis of overall changes in the proteome and protein abundance upon external stimulation but 

also the analysis of signaling cascades, nuclear translocation and post-translational modifications of 

proteins. This study with the title “Shotgun proteomics of primary human cells enables the analysis of 

signaling pathways and nuclear translocations related to inflammation” was submitted to the Journal 

of Proteome Research and is currently under revision. 

Beside these main three articles, which focus on the role of PBMCs during acute inflammation-related 

processes and their underlying mechanism, in Paper IV the role of other cell types contributing to 

inflammation was investigated in the same fashion. Therefore, fibroblasts as well as endothelial cells, 

both representatives of stromal cells, were inflammatory activated using IL-1β. A comparative 

proteome analysis of fibroblasts, endothelial cell and PBMCs was performed in order to investigate 

cell-type specific contributions to acute inflammation. This study with the title “Contribution of 

human fibroblasts and endothelial cells to the hallmarks of inflammation as determined by proteome 

profiling” was published in the Journal Molecular and Cellular Proteomics. 
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ABSTRACT: Inflammation is a physiological process involved in many diseases.
Monitoring proteins involved in regulatory effects may help to improve our
understanding of inflammation. We have analyzed proteome alterations induced
in peripheral blood mononuclear cells (PBMCs) upon inflammatory activation in
great detail using high-resolution mass spectrometry. Moreover, the activated
cells were treated with dexamethasone to investigate their response to this
antiphlogistic drug. From a total of 6886 identified proteins, 469 proteins were
significantly regulated upon inflammatory activation. Data are available via
ProteomeXchange with identifiers PXD001415−23. Most of these proteins were
counter-regulated by dexamethasone, with some exceptions concerning members
of the interferon-induced protein family. To confirm some of these results, we
performed targeted MRM analyses of selected peptides. The inflammation-
induced upregulation of proteins such as IL-1β, IL-6, CXCL2, and GROα was
confirmed, however, with strong quantitative interindividual differences.
Furthermore, the inability of dexamethasone to downregulate inflammation-induced proteins such as PTX3 and TSG6 was
clearly demonstrated. In conclusion, the relation of cell function as well as drug-induced modulation thereof was successfully
mapped to proteomes, suggesting targeted analysis as a novel and powerful drug evaluation method. Although most
consequences of dexamethasone were found to be compatible with the expected mode of action, some unexpected but significant
observations may be related to adverse effects.

KEYWORDS: Adverse drug effects, cell biology, drug effects, inflammatory response, mass spectrometry, PBMCs, proteomics, secretome

■ INTRODUCTION

Peripheral blood mononuclear cells (PBMCs) are important
constituents of the immune system and play an essential role in
a large number of diseases. PBMCs consist of different cell
types such as T- and B-lymphocytes and monocytes, which
cooperate in inflammatory processes. Inflammatory stimulation
of these cells is a rather dynamic process associated with an
alteration of protein synthesis within a short period of time.1

Since the underlying mechanisms of inflammatory processes are
very complex, a powerful screening technique is required to
investigate regulatory proteins. We have previously performed
functional studies with these cells using 2D-PAGE and ion trap-
based shotgun analysis, resulting in the identification of 1774
proteins.1 A recent study provided more in-depth proteome
analysis data for untreated PBMCs, with 4129 proteins built
from 25 503 distinct peptides identifications.2 Although this
provides a reference for normal cells, the characterization of
inflammation-related proteins is of greater functional relevance.
Most importantly, the effect of antiphlogisitc drugs on the
proteome of inflammatory activated cells has not been
investigated until now. With improved technologies, now
using a QExactive Orbitrap, we therefore investigated these
cells at three different cell states: (i) untreated, (ii)

inflammatory activated, and (iii) inflammatory activated and
treated with dexamethasone. This approach actually allowed us
to identify 6886 protein groups built from 85 501 high-quality
peptide identifications.
Dexamethasone is a synthetic glucocorticoid that is applied

worldwide, mainly for the treatment of acute and chronic
inflammatory diseases such as allergy, rheumatoid arthritis, and
others. However, its long-term application may be accompanied
by adverse effects including osteoporosis and acne as well as the
development of drug resistance, based on effects that are not
yet fully understood.3,4 So far, it is known that dexamethasone
acts mainly on immune cells and that the effects of this potent
anti-inflammatory drug are mediated through different intra-
cellular mechanisms including the binding to the widely
expressed glucocorticoid (GC) receptor. One of the most
important anti-inflammatory effects of dexamethasone is the
inhibition of prostaglandin production and activity, which is
achieved through three different mechanisms: (i) repression of
cyclooxygenase 2 (COX2) transcription via the NFκB signaling
pathway, (ii) induction of MAPK phosphatase 1, and (iii)
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induction of Annexin 1.5−8 In addition, dexamethasone is
meant to efficiently reduce the activity of inflammatory
modulators such as cytokines and chemokines at the site of
inflammation. However, systematic studies of proteome
alterations subsequent to dexamethasone or other glucocorti-
coid treatments have not been performed so far. In this study,
we focused on this question by investigating the extent to
which white blood cells may return to their original functional
state after their inflammatory activation and subsequent
treatment with this antiphlogistic drug. Hence, we focused on
the most significantly altered functionalities during stimulation
and followed their regulation in response to application of the
drug.
Understanding the mode of action of routinely administered

drugs is relevant to improving those that already exist as well as
to developing new therapeutic strategies. Currently, many
studies are focusing on the discovery of new drugs and on
better understanding a drug’s effects by characterizing its
specific target molecules. For example, mRNA expression and
protein synthesis of CXCR4 were found to be upregulated in
dexamethasone-treated PBMCs.9 Also, a loss of tumor
suppressor protein p53 activity has been shown to affect the
repression of dexamethasone-induced NFκB target gene
transcription; therefore, aberrant p53 activity in tumors should
be considered in common treatment strategies.10 In contrast to
this, a more broadly based screening approach is also possible
that focuses on more complex cellular mechanisms. Here, the
focus lies on the characterization of overall cellular responses to
a drug challenge rather than on selected molecules, as practiced
by the use of enzymatic assays. Therefore, proteomics seems to
be one of the most promising screening techniques to
investigate such drug effects.11 In-depth proteome profiling
could also help to understand possible adverse effects as well as
resistance mechanisms and to identify the involved proteins.
Following this strategy, it was, for example, possible to
characterize resistance signatures in human melanoma cells as
well as in breast cancer cells.12,13

Obviously, much is already known about characteristic effects
of dexamethasone, especially at the transcriptomic level.
However, no in-depth proteome analysis focusing on the
effects of this anti-inflammatory drug has been performed so
far. The aim of this study was to gain insight into the anti-
inflammatory mechanisms induced by dexamethasone and to
better understand its complex intracellular mechanisms by
means of comprehensive proteome profiling. To investigate the
potency of the drug to suppress pro-inflammatory activities, we
treated inflammatory activated primary human PBMCs with
dexamethasone. PBMCs were stimulated in vitro with lip-
opolysaccharide (LPS) and phytohemagglutinin (PHA) in
order to induce an inflammatory activation, simulating an in
vivo situation.1 After 1 h of activation, a time point when
transcriptional activation has already been fully accomplished,
cells were treated with dexamethasone and further cultivated
for 6 h. Thereafter, PBMCs were fractionated into secretome,
cytoplasmic, and nuclear proteins. Proteome analysis was
performed by means of QExactive Orbitrap mass spectrometry,
and data analysis was supported by label-free quantification via
MaxQuant software.14 On the basis of this proteomic approach
and on the comprehensive data analysis, we were able to
characterize molecular mechanisms strongly regulated through
inflammatory activation as well as the cell’s response to the
applied antiphlogistic drug.

■ EXPERIMENTAL SECTION

Isolation and Treatment of PBMCs

PBMCs were isolated from three different healthy volunteers
with the written consent of each donor and approval of the
Ethics Committee of the Medical University of Vienna
(Application 2011/296 by C.G. entitled Charakterisierung von
entzu ̈ndlich aktivierten Zellen des peripheren Blutes...). The
donors reported no ailments and had not taken any medication
for at least 2 weeks. Fifty milliliters of noncoagulated whole
blood was collected in 6 mL CPDA tubes (Greiner Bio-One
GmbH, Austria) and immediately processed by diluting it 1:2
with RPMI1640 medium (Gibco, Life Technologies, Austria)
supplemented with 100 U/mL penicillin and 100 μg/mL
streptomycin (ATCC, LGC Standards GmbH, Germany).
Afterward, the diluted blood suspension was carefully overlaid
on Ficoll Paque (GE Healthcare, Bio-Sciences AB, Uppsala,
Sweden) and centrifuged at 500g for 20 min at 24 °C. The
interphase was then collected and washed with PBS. The
washed cell pellet was resuspendend in diluted autologous
plasma and divided into three Petri dishes: one for the control,
one for inflammatory activation, and one for inflammatory
activation and subsequent dexamethasone treatment. For
activation, 1 μg/mL LPS (Sigma-Aldrich) and 5 μg/mL PHA
(Sigma-Aldrich) were added to the respective approach, and
the cells were incubated at 37 °C under 5% CO2. In the case of
dexamethasone treatment, 100 ng/mL dexamethasone (Sigma-
Aldrich) was added after 1 h of activation. Following 4 h of
cultivation, cells were further grown for 3 h in serum-free
medium for secretome analysis and were harvested afterward.

Subcellular Fractionation

Supernatants were sterile-filtered through a 0.2 μm filter and
precipitated overnight with ice-cold ethanol at −20 °C for
isolation of secreted proteins as described previously.1 All
fractionation steps were performed on ice. To obtain the
cytoplasmic fraction, cells were lysed in isotonic lysis buffer (10
mM HEPES/NaOH, pH 7.4, 0.25 M sucrose, 10 mM NaCl, 3
mM MgCl2, 0.5% Triton X-100) supplemented with protease
inhibitors (pepstatin, leupeptin, aprotinin, each at 1 μg/mL,
and 1 mM PMSF) under mechanical shear stress. By
centrifugation at 2300g and 4 °C for 5 min, the cytoplasmic
proteins were separated from the nuclei and precipitated
overnight with ice-cold ethanol at −20 °C. For obtaining
nuclear proteins, pellets were swelled for 10 min in extraction
buffer (500 mM NaCl) and 1:10 diluted with NP-40 buffer for
another 15 min. To obtain the nuclear fraction, centrifugation
at 2300g and 4 °C for 5 min was performed. The extracted
proteins were then precipitated overnight with ice-cold ethanol
at −20 °C. After precipitation, all samples were dissolved in
sample buffer (7.5 M urea, 1.5 M thiourea, 4% CHAPS, 0.05%
SDS, 100 mM DDT), and the protein concentrations were
determined by Bradford assay (Bio-Rad Laboratories, Ger-
many).

MS Sample Preparation

For the separation of the cytoplasmic and nuclear fractions, 20
μg of each sample was loaded on an SDS-PAGE gel, which
allowed us to prefractionate the sample in order to reduce the
complexity thereof. This was not necessary for supernatants,
which contain a lower number of proteins. Proteins in the gels
were stained by MS-compatible silver staining. After fixation
with 50% methanol/10% acetic acid, the gels were washed and
sensitized with 0.02% Na2S2O3. Gels were then stained with
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0.1% AgNO3 for 10 min, rinsed, and developed with 3%
Na2CO3/0.05% formaldehyde. Afterward, each protein band
was cut into 4 slices and destained. Upon reduction with DTT
and alkylation with IAA, the proteins were digested enzymati-
cally overnight at 37 °C using trypsin (Roche Diagnostics,
Germany), as described previously.15,16 The peptides were
eluted, dried ,and stored at −20 °C until LC−MS analysis.
In contrast to the cytoplasmic and nuclear fractions, a

variation of the FASP protocol was used for the digestion of
secreted proteins.17 Therefore, 3 kD MWCO filters (Pall
Austria Filter GmbH) were rinsed with LC−MS grade water
(Millipore GesmbH) by centrifugation at 14 000g for 10 min.
Twenty micrograms of each protein sample was concentrated
onto the prewashed filter by centrifugation at 15 000g for 15
min to obtain a final sample volume of 10−20 μL. For
reduction, 200 μL of DTT solution (5 mg/mL dissolved in 8 M
guanidinium hydrochloride in 50 mM ammonium bicarbonate
buffer (ABC buffer), pH 8) was added, and incubation was
performed at 56 °C for 30 min. After centrifugation at 14 000g
for 10 min, a washing step with ABC buffer was performed. For
alkylation, 200 μL of IAA solution (10 mg/mL in 8 M
guanidinium hydrochloride in 50 mM ABC buffer) was added,
and incubation was performed in the dark for 45 min. After
centrifugation at 14 000g for 10 min, proteins on top of the
filter were washed with ABC buffer. Afterward, filters (with a
maximum of 50 μL sample volume) were placed in a new
Eppendorf tube, and 100 μL of ABC buffer as well as 10 μL of
trypsin solution (0.1 μg/μL) were added, and incubation was
performed at 37 °C for 18 h. After trypsin digestion, peptide
samples were cleaned up with C-18 spin columns (Pierce,
Thermo Scientific). Therefore, columns were prewashed two
times with 500 μL of ACN and equilibrated with 200 μL of 5%
ACN and 0.5% trifluoroacetic acid (TFA) by centrifugation at
1500g for 1 min. The peptide samples were acidified to a final
concentration of 1% TFA and transferred from the MWCO
filters to spin columns. After centrifugation at 1500g for 1 min,
the flow-through was reloaded on the column to maximize
peptide binding and again centrifuged. After a washing step
with 5% ACN and 0.5% TFA, the peptides were eluted two
times with 40 μL of 50% ACN and 0.1% TFA and once with 40
μL of 80% ACN and 0.1% TFA into a new Eppendorf tube.
Finally, the digested peptide samples in the flow-through were
dried and stored at −20 °C until further MS analyses.

LC−MS Analysis

Dried samples were reconstituted in 5 μL of 30% formic acid
(FA) containing 10 fmol each of 4 synthetic standard peptides
and diluted with 40 μL of mobile phase A (98% H2O, 2% ACN,
0.1% FA). Synthetic peptides [Glu1-Fribrinopeptide B,
EGVNDNEEGFFSAR; M28, TTPAVLDSDGSYFLYSK;
HK0, VLETKSLYVR; HK1, VLETK(ε-AC)SLYVR] were
spiked into each sample as an internal quality control for
monitoring LC−MS system stability. Ten microliters of this
solution was then injected into the Dionex Ultimate 3000 nano
LC system coupled to a QExactive Orbitrap mass spectrometer
equipped with a nanospray ion source (Thermo Fisher
Scientific, Austria). All samples were analyzed in duplicate. As
a preconcentration step, peptides were loaded on a 2 cm × 75
μm C18 Pepmap100 precolumn (Thermo Fisher Scientific,
Austria) at a flow rate of 10 μL/min using mobile phase A.
Elution from the precolumn to a 50 cm × 75 μm Pepmap100
analytical column (Thermo Fisher Scientific, Austria) and
subsequent separation was achieved at a flow rate of 300 nL/

min using a gradient of 8−40% mobile phase B (80% ACN, 2%
H2O, 0.1% FA) over 235 min for the analysis of the cytoplasmic
and nuclear fractions and over 95 min in the case of secretome
analysis. For mass spectrometric detection, MS scans were
performed in the range from m/z 400 to 1400 at a resolution of
70 000 (at m/z = 200). MS/MS scans of the 12 most abundant
ions (cytoplasm and nuclear fractions) or 8 most abundant ions
(secretome) were achieved through HCD fragmentation at
30% normalized collision energy and analyzed in the Orbitrap
at a resolution of 17 500 (at m/z = 200). The mass
spectrometry proteomics data have been deposited to the
ProteomeXchange Consortium18 via the proteomics identi-
fication database (PRIDE) repository with the data set
identifiers PXD001415−23 (DOI: 10.6019/PXD001415−23;
Supporting Information Table S1).

LC−MS Data Analysis

ProteomeDiscoverer 1.3 (Thermo Fisher Scientific, Austria)
running Mascot 2.4 (Matrix Science, UK) was used for protein
identification and qualitative data analysis. Protein identification
was achieved searching against the SwissProt Database (version
012013 with 20 264 entries), allowing a mass tolerance of 5
ppm for MS spectra and 20 ppm for MS/MS spectra as well as
a maximum of 2 missed cleavages. Furthermore, search criteria
included carbamidomethylation on cysteins as fixed modifica-
tion as well as methionine oxidation and N-terminal protein
acetylation as variable modifications. A list of lab-characteristic
contaminants including various keratins was excluded manually.
After setting the FDR < 0.01 and filtering all peptides meeting a
highly stringent Mascot significance threshold of less than 0.01,
we obtained a total of 85 501 peptides compiled to 6886
protein groups. The Mascot significance threshold filters out all
peptides with a score lower than the specified significance score.
In Table S2, the SwissProt accession numbers, the sequence
coverage, the number of unique peptides, the number of
distinct peptides, and the number of peptide spectrum matches
per protein identification are indicated for all of these proteins.
Six-thousand seventy nine proteins were identified with two or
more distinct and confident peptides. The data displayed in
Figure 1 were generated using these settings.
For label-free quantitative (LFQ) data analysis, we used the

open source software MaxQuant 1.3.0.5 including the
Andromeda search engine and the Perseus statistical analysis
package.14,19 Here, the same SwissProt database and mass
tolerance values as well as fixed and variable modifications were
used, again with a minimum of 2 peptide identifications per
protein, with at least one of them being unique, and the FDR
calculation based on q-values, here performed both for peptide
and protein identifications, was set to less than 0.01. Protein
identifications obtained from MaxQuant were further analyzed
using Perseus (version 1.3.0.4), with proteins being filtered for
reversed sequences, contaminants, and a minimum of three
independent identifications per protein. As a result, a total of
6963 proteins compiled from 127 756 distinct peptides were
identified (not shown). The number of peptide and protein
identifications using Andromeda thus clearly outnumbered the
results obtained with Mascot, but it reproduced almost all
protein identifications from Mascot (data not shown).
Therefore, we concluded that the FDR of the proteins
identified using Mascot and listed in Table S2 is better than
0.01. Using Perseus, the determination of significantly up- and
downregulated proteins was achieved by applying a two-sided t-
test with p < 0.05. All significant protein regulations are listed in
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Table S3. In addition, using Perseus, a 2D Annotation
enrichment analysis was performed based on GO terms for
molecular functions (GOMF) according to Geiger et al.20

Multiple Reaction Monitoring (MRM)

Dried peptide samples from the secretome of control,
inflammatory activated, and dexamethasone-treated activated
PBMCs of three donors were reconstituted in 2 μL of 30% FA
containing 10 fmol each of 4 synthetic standard peptides and
diluted with 20 μL of 30% FA. One microliter of this solution
was then injected to a nanoflow LC system (1260 Infinity
Series, Agilent, Palo Alto, CA) using the HPLC-Chip cube
(Agilent) coupled to the 6490 triple quadrupole mass
spectrometer (Agilent). Peptides were separated by a protein
ID HPLC-Chip equipped with a 40 nL Zorbax 300SB-C18
trapping column and a 150 mm × 75 μm Zorbax 300SB-C18
analytical column (Agilent) at a flow rate of 400nL/min using a
gradient from 8% mobile phase A (99.8% H2O, 0.2% FA) to
30% mobile phase B (99.8% ACN, 0.2% FA) over 20 min. All
samples were analyzed in triplicate. For MRM analysis, peptides
were selected from the Orbitrap data based on the following
rationale: only well-ionizing peptides were chosen with good
fragmentation properties. Potential matrix effects derived from
the original blood samples were investigated by obtaining
extracted ion chromatograms using mass ranges actually
realized by our first quadrupole in the QQQ-MS. As a result,
9 peptides were selected: (i) ANDQYLTAAALHNLDEAVK
(m/z precursor ion: 686.35; m/z product ions: 1038.56, 936.48,
and 878.97; eV collision energy: 19.9) belonging to IL-1β, (ii)
EALAENNLNLPK (m/z precursor ion: 663.37; m/z product
ions: 1012.54, 941.51, and 812.46; eV collision energy: 19.1)
and YILDGISALR (m/z precursor ion: 560.82; m/z product
ions: 844.49, 731.40, and 446.27; eV collision energy: 15.4)
belonging to IL-6, (iii) ACLNPASPMVK (m/z precursor ion:
594.30; m/z product ions: 956.52, 843.44, and 729.40; eV
collision energy: 16.6) belonging to CXCL2, (iv) CQCLQT-
LQGIHPK (m/z precursor ion: 528.24; m/z product ions:
679.39, 551.33, and 647.85; eV collision energy: 14.2) and
ACLNPASPIVK (m/z precursor ion: 585.32; m/z product
ions: 938.57, 825.48, and 711.44; eV collision energy: 16.3)
belonging to GROα, (v) LTSALDELLQATR (m/z precursor
ion: 477.60; m/z product ions: 588.35 and 475.26; eV collision

energy: 14.7) and ADLHAVQGWAAR (m/z precursor ion:
432.23; m/z product ions: 560.30 and 503.27; eV collision
energy: 10.8) belonging to PTX3, and (vi) TGIIDYGIR (m/z
precursor ion: 504.28; m/z product ions: 906.50, 623.31, and
508.29; eV collision energy: 13.4) belonging to TSG6. As an
internal standard, one of the standard peptides, Glu1-
Fribrinopeptide B (EGVNDNEEGFFSAR; m/z precursor
ion: 785.84; m/z product ion: 480.26; eV collision energy:
23.5) was used. For this peptide, we included a calibration
curve spanning 4 orders of magnitude in protein concentration
(0.05−500 fmol on-column) spiked into cell culture super-
natants of normal human dermal fibroblasts with R2 values
greater than 0.999 (Supporting Information Figure S1).

LC−MRM Data Analysis

Each measurement was performed with two different digests
per sample and in technical triplicates. The results obtained
from one representative series of digests are shown in Figure 4.
Data analysis was supported by Skyline version 1.5.21 The total
peak area of each peptide was related to the cell number per
assay (total peak area per million cells) and further normalized
to the internal standard peptide. Note that normalization here
differed from the normalization performed using Perseus, which
is based on total protein amount. Afterward, the mean and
standard deviation of the normalized peak areas were calculated
for each protein separately for the different donors and
conditions. For graphical representation, for each protein, the
highest determined peak area was set to 100%, and the other
peak areas were calculated relative to this.

■ RESULTS

Inflammatory Activation Induces Significant Changes in
Protein Regulation in PBMCs

Proteome profiles of PBMCs were generated using cells from
three different healthy donors. PBMCs were analyzed either in
their nonactivated state (controls) or in an inflammatory
activated state obtained by stimulating the cells in vitro with
LPS and PHA. Secreted, cytoplasmic, and nuclear proteins were
isolated from the cells, and each of these subcellular fractions
was analyzed separately. Each biological replicate was measured
as technical duplicate with LC−MS/MS. Comprehensive

Figure 1. Quantitative Venn diagrams of control and inflammatory activated PBMCs. (A) For each subcellular fraction, the number of proteins
identified in three biological and two technical replicates is represented. In total, we identified 4691 proteins in cytoplasmic fractions (CYT), 4093
proteins in nuclear extracts (NE), and 1267 proteins in supernatants (SN). (B) For each subcellular fraction, the number of significantly (p ≤ 0.05)
regulated proteins with a minimum of 2-fold change between control and inflammatory activated PBMCs is represented.
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proteome profiles of PBMCs were generated by combining all
data related to one cell state. As a result, 6079 protein groups
were identified with at least two distinct peptides in control and

inflammatory activated cells taken together. In the secretome,
cytoplasm, and nuclear fractions, 1267, 4691, and 4093 proteins
were found, respectively, or an exclusive list of 77, 1724, and

Table 1. Inflammatory Response

accession protein name
fold change

SN p-value SN
fold change

CYT p-value CYT
fold change

NE p-value NE

P00973 2−5-oligoadenylate synthase 1 con vs act 2.3 0.07 2.4 0.39 4.6 0.045
act vs dex −1.5 0.09 −1.0 0.99 −1.9 0.41

Q9Y6K5 2−5-oligoadenylate synthase 3 con vs act n.d. n.d. 2.2 0.35 3.0 0.019
act vs dex n.d. n.d. −1.5 0.32 −1.9 0.03

Q10588 ADP-ribosyl cyclase 2 con vs act −4.7 7.7 × 10−4 −1.7 0.27 1.0 0.97
act vs dex −1.1 0.84 −1.0 0.92 −1.8 0.48

P13500 C-C motif chemokine 2 con vs act 156.4 2.3 × 10−5 n.d. n.d. n.d. n.d.
act vs dex −4.7 8.6 × 10−4 n.d. n.d. n.d. n.d.

P78556 C-C motif chemokine 20 con vs act n.d. n.d. 7.4 5.6 × 10−5 1.6 0.50
act vs dex n.d. n.d. −1.9 0.07 −1.6 0.54

P10147 C-C motif chemokine 3 con vs act 54.6 4.1 × 10−4 6.2 0.043 2.5 0.042
act vs dex −7.4 8.5 × 10−5 −26.6 2.4 × 10−6 −2.0 0.09

P13236 C-C motif chemokine 4 con vs act 3.0 0.13 30.6 4.3 × 10−4 5.9 7.4 × 10−3

act vs dex −1.4 0.68 -18.1 0.027 −2.4 0.34
P19875 C-X-C motif chemokine 2 con vs act 9.6 6.7 × 10−7 7.9 3.8 × 10−3 1.8 0.65

act vs dex −6.1 1.5 × 10−6 −3.2 0.09 −1.6 0.70
P42830 C-X-C motif chemokine 5 con vs act 13.8 1.0 × 10−6 n.d. n.d. n.d. n.d.

act vs dex −1.4 0.47 n.d. n.d. n.d. n.d.
Q14314 Fibroleukin con vs act −22.3 3.7 × 10−3 −2.0 0.47 −9.5 0.013

act vs dex 2.1 0.043 −3.0 0.26 2.8 0.21
P09341 Growth-regulated alpha protein con vs act 15.3 1.9 × 10−3 n.d. n.d. 2.1 0.06

act vs dex −3.6 0.15 n.d. n.d. −1.3 0.62
P14902 Indoleamine 2,3-dioxygenase 1 con vs act 1.9 0.024 5.3 5.4 × 10−3 n.d. n.d.

act vs dex −2.0 0.035 −1.8 0.20 n.d. n.d.
P09914 Interferon-induced protein with

tetratricopeptide repeats 1
con vs act 1.2 0.76 10.3 0.011 1.3 0.54
act vs dex 1.2 0.79 −1.7 0.31 −1.2 0.69

P09913 Interferon-induced protein with
tetratricopeptide repeats 2

con vs act 18.4 1.2 × 10−4 17.5 8.5 × 10−5 n.d. n.d.
act vs dex −2.4 0.35 −2.0 0.10 n.d. n.d.

O14879 Interferon-induced protein with
tetratricopeptide repeats 3

con vs act 6.5 3.4 × 10−3 23.7 4.1 × 10−4 1.2 0.62
act vs dex −1.4 0.62 −2.0 0.14 −1.0 0.93

P01583 Interleukin-1 alpha con vs act 11.0 1.1 × 10−4 63.6 3.1 × 10−4 n.d. n.d.
act vs dex −4.9 0.015 −7.1 0.016 n.d. n.d.

P01584 Interleukin-1 beta con vs act 53.1 5.9 × 10−7 21.9 5.0 × 10−5 6.5 1.4 × 10−3

act vs dex −12.6 0.027 −4.8 7.0 × 10−4 −2.3 0.06
Q14213 Interleukin-27 subunit beta con vs act n.d. n.d. 5.5 1.3 × 10−3 1.6 0.30

act vs dex n.d. n.d. 2.9 0.14 −1.3 0.55
Q9NZH8 Interleukin-36 gamma con vs act n.d. n.d. 7.0 0.014 −1.5 0.54

act vs dex n.d. n.d. −3.5 0.11 1.7 0.36
P05231 Interleukin-6 con vs act 132.6 3.6 × 10−6 35.8 1.3 × 10−4 2.2 0.048

act vs dex −6.0 6.3 × 10−3 -9.3 1.3 × 10−3 −1.8 0.21
P10145 Interleukin-8 con vs act 4.4 4.0 × 10−4 14.8 1.1 × 10−3 7.0 0.026

act vs dex −5.9 3.2 × 10−5 −4.0 0.014 -5.6 0.024
P07333 Macrophage colony-stimulating factor 1

receptor
con vs act −10.3 0.016 n.d. n.d. n.d. n.d.
act vs dex −1.2 0.28 n.d. n.d. n.d. n.d.

P08571 Monocyte differentiation antigen CD14 con vs act −4.4 0.014 −2.8 0.16 −2.8 0.21
act vs dex 1.0 0.97 −1.3 0.66 2.5 0.16

P26022 Pentraxin-related protein PTX3 con vs act 7.3 4.5 × 10−7 2.2 0.56 n.d. n.d.
act vs dex 1.2 0.52 1.3 0.80 n.d. n.d.

P35354 Prostaglandin G/H synthase 2 con vs act n.d. n.d. 37.8 6.4 × 10−4 3.2 0.08
act vs dex n.d. n.d. −15.5 4.2 × 10−3 -3.6 0.047

Q86VB7 Scavenger receptor cysteine-rich type 1
protein M130

con vs act −7.7 3.4 × 10−9 −5.1 0.06 n.d. n.d.
act vs dex 2.0 0.031 12.0 9.1 × 10−4 n.d. n.d.

P01137 Transforming growth factor beta-1 con vs act 6.4 0.030 −1.1 0.80 1.3 0.72
act vs dex −1.3 0.51 −1.9 0.38 −1.9 0.46

P01375 Tumor necrosis factor con vs act 11.7 2.6 × 10−4 7.1 4.6 × 10−3 n.d. n.d.
act vs dex −8.0 5.5 × 10−3 −2.8 0.19 n.d. n.d.
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1289 when considering proteins that were identified only in
one subcellular fraction (Figure 1A). Comparative proteome
profiling of the two cell states was performed to determine
proteins that were significantly up- or downregulated in
inflammatory activated in comparison to their level in
nonactivated PBMCs. Four-hundred sixty nine proteins were
significantly (p < 0.05) up- or downregulated with a minimum
of 2-fold change of LFQ value between control and
inflammatory activated cells, as determined by label-free
quantification using the Max Quant software. Out of these,
92, 143, and 281 proteins were found in the secretome,
cytoplasm, and nuclear fractions, respectively, or 70, 107, and
253 when considering only those proteins that were found
exclusively in one subcellular fraction (Figure 1B). Otherwise
expressed, 6.9, 3.0, and 6.8% of the secreted, cytoplasmic, and

nuclear proteins, respectively, were found to be differentially
regulated in activated PBMCs versus control cells.
In order to obtain a better general overview of the data, we

organized the 469 significantly regulated proteins into groups
according to their cellular functionalities, which were
inflammatory response, transcriptional regulation, redox
regulation, organization of cytoskeleton, cell adhesion/migra-
tion, cell cycle/apoptosis, DNA repair, metabolism, protein
degradation, protein transport, signaling, and others (Support-
ing Information Table S3 lists difference and significance values
for each protein in each of the three subcellular fractions).
Tables 1−3 list selected extracts from Table S3 with
representatives for the most relevant functionalities. First,
Table 1 lists proteins known to play a general role in
inflammation, such as chemokines and interleukins. Upregula-
tion of these proteins actually proved that induction of

Table 2. Transcriptional Regulation

accession protein name
fold change

SN
p-value
SN

fold change
CYT p-value CYT

fold change
NE p-value NE

P49716 CCAAT/enhancer-binding protein delta con vs act n.d. n.d. n.d. n.d. 5.2 0.012
act vs dex n.d. n.d. n.d. n.d. −1.1 0.84

Q14527 Helicase-like transcription factor con vs act n.d. n.d. −1.1 0.90 5.8 0.016
act vs dex n.d. n.d. 1.1 0.93 −4.4 0.016

Q92570 Nuclear receptor subfamily 4 group A member 3 con vs act n.d. n.d. n.d. n.d. 8.0 7.7 × 10−3

act vs dex n.d. n.d. n.d. n.d. −3.3 0.06
Q13395 Probable methyltransferase TARBP1 con vs act n.d. n.d. 3.0 0.21 6.4 0.016

act vs dex n.d. n.d. −1.3 0.80 −1.8 0.50
P42224 Signal transducer and activator of transcription

1-alpha/beta
con vs act 1.6 0.55 −1.2 0.75 4.4 1.3 × 10−3

act vs dex −1.6 0.16 −1.7 0.25 −2.6 3.0 × 10−3

P52630 Signal transducer and activator of transcription 2 con vs act n.d. n.d. 1.2 0.78 8.9 2.7 × 10−4

act vs dex n.d. n.d. −1.3 0.63 −4.6 8.0 × 10−4

P42226 Signal transducer and activator of transcription 6 con vs act n.d. n.d. 1.1 0.94 4.2 0.037
act vs dex n.d. n.d. −1.9 0.14 −3.2 0.09

P05412 Transcription factor AP-1 con vs act n.d. n.d. −4.0 0.23 3.0 0.014
act vs dex n.d. n.d. −1.2 0.84 −3.0 0.10

Q04206 Transcription factor p65 con vs act n.d. n.d. 1.3 0.57 2.3 0.012
act vs dex n.d. n.d. −2.1 0.07 −1.6 0.17

Q01201 Transcription factor RelB con vs act n.d. n.d. 1.8 0.47 4.4 1.5 × 10−3

act vs dex n.d. n.d. −2.3 0.15 −1.6 0.22
Q16670 Zinc finger protein 187 con vs act n.d. n.d. 3.0 2.4 × 10−3 10.0 9.2 × 10−3

act vs dex n.d. n.d. −1.4 0.32 −1.0 0.95

Table 3. Redox Regulation

accession protein name
fold

change SN
p-value
SN

fold change
CYT p-value CYT

fold
change NE p-value NE

Q9Y305 Acyl-coenzyme A thioesterase 9, mitochondrial con vs act n.d. n.d. 1.5 0.16 2.3 0.033
act vs dex n.d. n.d. −2.0 0.16 −1.7 0.27

P00390 Glutathione reductase, mitochondrial con vs act −1.1 0.73 1.1 0.83 −2.8 5.5 × 10−3

act vs dex 1.1 0.45 −1.5 0.37 −1.2 0.64
P09488 Glutathione S-transferase Mu 1 con vs act −1.5 0.71 2.4 0.57 −2.9 3.9 × 10−3

act vs dex 2.0 0.43 1.2 0.89 −1.3 0.70
Q86U28 Iron−sulfur cluster assembly 2 homologue,

mitochondrial
con vs act n.d. n.d. 5.4 0.050 n.d. n.d.
act vs dex n.d. n.d. −2.0 0.39 n.d. n.d.

O75438 NADH dehydrogenase [ubiquinone] 1 beta
subcomplex subunit 1

con vs act n.d. n.d. 6.6 0.029 −2.2 0.49
act vs dex n.d. n.d. −2.0 0.25 3.7 0.15

Q7RTP6 Protein-methionine sulfoxide oxidase MICAL3 con vs act n.d. n.d. −5.0 0.033 2.2 0.08
act vs dex n.d. n.d. 4.8 2.4 × 10−3 −1.9 0.27

Q8WU10 Pyridine nucleotide-disulfide oxidoreductase
domain-containing protein 1

con vs act n.d. n.d. −3.8 0.017 −1.0 0.94
act vs dex n.d. n.d. 2.8 0.10 1.2 0.75

Q9BV79 Trans-2-enoyl-CoA reductase, mitochondrial con vs act n.d. n.d. 1.7 0.65 4.1 0.027
act vs dex n.d. n.d. −1.0 0.98 −1.4 0.57
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inflammatory activation in PBMCs was successful. Thereby, the
most significantly upregulated chemokines, C-C motif chemo-
kine 2 (CCL2), C-X-C motif chemokine 5 (CXCL5), and
growth-regulated alpha protein (GROα), were exclusively
detected in the secretome of the activated cells. Other
chemokines and interleukins were found to be upregulated in
the cytoplasm as well, indicating that these proteins were
secreted not only in increased amounts but also were indeed
newly synthesized by the activated cells. This applied for CCL3,
CXCL2, interleukin-1 alpha (IL-1α), IL-1β, IL-6, and IL-8.
Interestingly, some inflammatory mediators such as CCL20,
CCL4, IL-27 subunit beta, and IL-36 gamma were found to be
upregulated in the cytoplasm but not in the secretome. This
may indicate that these proteins were synthesized in the
cytoplasm of activated cells but their secretion was not yet
induced, suggesting that they may become relevant in a later
step of inflammation. Other inflammatory mediators found to
be upregulated in activated PBMCs were several members of
the interferon (IFN) family, such as 2−3-oligoadenylate
synthase 1 and 3, which are responsible for antiviral responses.
In particular, IFN-induced proteins with tetratricopeptide
repeats (IFITs) were also found to be upregulated: IFIT2
and IFIT3 in the secretome and the cytoplasm and IFIT1 only
in the cytoplasm of activated PBMCs. Furthermore, members
of the tumor necrosis factor alpha (TNFα) and the
transforming growth factor beta-1 (TGFβ1) families were
upregulated likewise in addition to other proteins known to be
involved in inflammation such as indoleamine 2,3-dioxygenase
1 (IDO1), pentraxin-related protein 3 (PTX3), and prosta-
glandin G/H synthase 2 (COX2). On the other hand, some of
the proteins in this group were found to be downregulated
upon inflammatory activation. This applied, for example, for
scavenger receptor cysteine-rich type 1 protein M130
(CD163), fibroleukin, macrophage colony-stimulating factor 1
receptor, monocyte differentiation antigen CD14 (CD14), and
ADP ribosyl cyclase 2.
Several proteins apparently involved in transcriptional

regulation are listed in Table 2. Some of those are already
known to play a role in inflammatory processes. This applies to
many transcription factors, such as AP-1, CCAAT/enhancer-
binding protein delta, p65, and RelB, and several signal
transducers and activators of transcription, such as STAT 1-
alpha/beta, STAT 2, and STAT 6, which were found to be
upregulated in inflammatory activated cells, as expected. Other
proteins involved in transcription, such as helicase-like
transcription factor, nuclear receptor subfamily 4 group A
member 3, probable methyltransferase TARBP1, and zinc
finger proteins were found to be significantly upregulated as
well, even though their role in inflammatory processes has not
yet been established. Concerning proteins related to redox
processes (Table 3), we found both significant up- and
downregulation in the cytoplasm as well as in the nuclear
extract of activated cells. Downregulated proteins were, for
example, glutathione S-transferase mu 1 and glutathione
reductase in the nuclear extract as well as protein-methionine
sulfoxide oxidase MICAL3 and pyridine nucleotide-disulfide
oxidoreductase domain-containing protein 1 in the cytoplasm.
Upregulated proteins were acyl-coenzyme A thioesterase 9 and
trans-2-enoyl-CoA reductase in the nuclear fraction as well as
iron−sulfur cluster assembly 2 homologue and NADH
dehydrogenase [ubiquinone] 1 beta subcomplex subunit 1 in
the cytoplasm.

Dexamethasone-Induced Reversion of Inflammatory
Activation Is Not Fully Reconstituting the Original Cell
State in Normal Primary Human PBMCs

Inflammatory activated PBMCs were treated with dexametha-
sone in order to analyze the capability of this antiphlogistic
drug to counter-regulate protein synthesis previously induced
by an inflammatory process in these cells. For this purpose, 1 h
after stimulation, the inflammatory activated PBMCs were
treated with dexamethasone for a further 3 h. Proteome
profiling was then performed, and the obtained results were
compared to those of activated cells that had not been treated.
In combination with untreated and inflammatory stimulated
cells, a total of 85 501 highly confident distinct peptides
corresponding to 6886 proteins were identified (Supporting
Information Table S2). All data sets have been made publicly
available via ProteomeXchange (Supporting Information Table
S1; DOI 10.6019/PXD001415−23). Here, all raw-files
comprised 6 748 700 MS2 spectra with 2 046 004 peptide
spectrum matches containing 108 195 distinct peptides with the
default Mascot significance score better than 0.05, assembling a
total list of 8088 distinct protein groups. All results obtained
from searching the data with Mascot can be freely downloaded.
Comparative data analysis was supported by the 2D annotation
enrichment tool included in Perseus, a statistical package of
MaxQuant. In this way, it became apparent that almost all
upregulated chemokines and interleukins previously described
were successfully downregulated upon treatment with dexa-
methasone (Table 1). In particular, interleukins such as IL-1α,
IL-1β, IL-6, and IL-8, which were upregulated in the secretome
as well as in the cytoplasm of activated PBMCs, were now
significantly downregulated in both fractions. In the case of
transcriptional regulation, all proteins upregulated upon
inflammatory activation were downregulated upon treatment
with the antiphlogistic drug. For helicase-like transcription
factor, STAT 1-alpha/beta and STAT 2, this effect was
significant (Table 2). In contrast to this consistent effect on
transcription factors, redox-regulating enzymes were affected by
the dexamethasone treatment in differing ways. From three
proteins that were upregulated upon inflammatory activation,
one was significantly downregulated upon dexamethasone
treatment, namely, protein-methionine sulfoxide oxidase
MICAL3, whereas the others, glutathione S-transferase mu 1
and glutathione reductase, showed a further, yet lower, increase,
detected in the nuclear extract (Table 3).
In order to classify the predominant molecular functionalities

in the cells that are upregulated by LPS/PHA and then
downregulated by dexamethasone, we organized the proteins
according to gene ontology terms for molecular functions
(MFs). For each subcellular fraction, we selected the five MFs
in which the highest effects of dexamethasone with regard to
counter-regulating the inflammation process were observed. In
Figure 2, the relative amounts of proteins measured for each of
these MFs are compared. In the secretome, proteins related to
cytokine and chemokine activity and chemokine-, cytokine-,
and G-protein coupled receptor binding were upregulated in
activated PBMCs, an effect that was largely reversed upon
treatment with dexamethasone. In the nuclear extracts, proteins
related to helicase activity, DNA binding, DNA-dependent
ATPase activity, and structural constituents of cytoskeleton
upregulated in inflammatory activated PBMCs were found to
be downregulated when applying dexamethasone. In contrast to
this, proteins were also observed that were downregulated in
activated cells and upregulated in drug-treated cells, which, in
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this regard, is reconstituting the functional state of control cells.
These proteins were related to structural constituents of
ribosomes. In the cytoplasmic fraction, counter-regulation of
inflammatory effects upon dexamethasone treatment were
observed for proteins related to chemokine receptor binding,
GTPase activity, guanyl nucleotide binding, and oxidoreductase

activity. Counter-regulation was not observed in all cases, as
demonstrated for proteins related to structural molecule
activity, which were not reconstituted to the original cellular
state upon drug treatment.
Actually, we were able to differentiate four groups of proteins

distinguished by different regulation patterns (Figure 3). The
first group encompassed proteins that were significantly
upregulated in inflammatory activated PBMCs and significantly
downregulated upon treatment with dexamethasone. This
group contained proteins such as inhibin beta A chain, IL-6,
and CCL2. The second group contained proteins that showed a
significant downregulation upon inflammatory activation and a
further significant upregulation upon dexamethasone treatment.
This applied to scavenger receptor cysteine-rich type 1 protein
M130, fibroleukin, and metalloproteinase inhibitor 2. The third
group concerned proteins such as IFN-stimulated gene 20 kDa
protein, IFIT2, and PTX3, which were significantly upregulated
in activated PBMCs but showed no successful counter-
regulation when applying dexamethasone. Other IFN-family
members, such as IFIT1 and IFIT3, also belonged to this
group. Finally, the last group applied to proteins that were
significantly downregulated in inflammatory activated PBMCs
such as ADP-ribosyl cyclase 2, macrophage colony-stimulating
factor 1 receptor, and CD14. Concerning the regulation of
these proteins, no responsiveness to the treatment with
dexamethasone was observed.
In order to verify the results obtained with the label-free

quantification technique, an independent targeted MS approach
using MRM was applied. Six well-known inflammatory
mediators were analyzed, namely, IL-1β, IL-6, CXCL2,
GROα, PTX3, and tumor necrosis factor-inducible gene 6
protein (TSG6). As demonstrated in Figure 4, PBMCs of all
donors showed upregulation of IL-1β, IL-6, CXCL2, and
GROα upon inflammatory activation, followed by a down-
regulation when applying dexamethasone. In contrast to these
counter-regulated proteins, PTX3 and TSG6 showed a further
upregulation upon treatment with dexamethasone in all donors.
Although, especially in the case of PTX3, high individual
variances in protein abundance were observed, the tendency
toward up- and downregulation was consistent in the different
donors.

■ DISCUSSION
In this study, we demonstrated that in-depth proteome
profiling can be used to characterize a cell’s response to a
functional stimulation as well as to an applied drug on the level
of protein regulation. Indeed, treatment of inflammatory
activated primary human PBMCs with an antiphlogistic drug
resulted in readily detectable proteome alterations, in
accordance with expectations. However, although the regu-
lation of known inflammatory mediators such as interleukins
and chemokines showed very good responsiveness to dexa-
methasone, members of the IFN family remained rather
unaffected upon drug treatment. These data indicate that the
original cell state, i.e., before inflammatory activation, cannot be
fully reconstituted by the application of dexamethasone to
stimulated PBMCs. Since glucocorticoids are frequently used
drugs for the treatment of inflammatory diseases and the
development of resistance is a common drawback, the analysis
of drug effects is an important research topic. In contrast to
other strategies, such as different functional genomics
approaches22,23 or flow cytometric analysis of immune cells,24

here we provide a proteome profiling approach to investigate

Figure 2. Two-dimensional annotation enrichment of control PBMCs,
inflammatory activated PBMCs, and activated PBMCs after treatment
with dexamethasone. Two-dimensional annotation enrichment of
molecular functions according to gene ontology (GO) terms was
performed using Perseus. Categories for each subcellular fraction, in
which proteins were most highly regulated between control (con) and
activated (act) PBMCs, were selected for enrichment analysis.
Additionally, enrichment analysis was performed between nontreated
(act) and treated (dex) inflammatory activated cells. Average ranks,
indicating relative protein abundances in the respective categories,
were determined according to Geiger et al.20 The corresponding p-
values, corrected for multiple parameters according to Benjamini−
Hochberg, are less than 1 × 10−4 in the case of SN, less than 0.02 in
the case of NE, and less than 0.005 in the case of CYT.
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cellular responses associated with drug application in
inflammatory activated PBMCs in great detail.
In the secretome of PBMCs, the proportion of proteins that

were significantly up- and downregulated upon inflammatory
activation or treatment with dexamethasone was higher when
compared to that in the cytoplasm and nuclear extracts. The

present data confirmed that many cytokines such as IL-1α, IL-
1β, IL-6, IL-8, CCL2, CCL3, and CXCL2 showed an increase
upon inflammatory activation and a successful decrease upon
treatment with dexamethasone. Therefore, the analyzed
differences in the secretomes seem to reflect drug effects
adequately and therefore we suggest that such an assay could be

Figure 3. Protein regulation patterns related to inflammatory activation and subsequent treatment with dexamethasone. Volcano plots show the p-
value and fold-change of secreted proteins in (A) control versus activated PBMC and (B) activated versus dexamethasone-treated PBMCs. Red-
labeled proteins show a significant upregulation in inflammatory activated PBMCs and a significant downregulation upon treatment with
dexamethasone. In contrast, green-labeled proteins are significantly downregulated upon inflammatory activation and significantly counter-regulated.
Blue- and purple-labeled proteins show a significant up- or downregulation in activated cells, but, concerning the regulation of these proteins, hardly
any responsiveness to dexamethasone was observed. The LFQ-based difference values of the means (logarithmic values based on 2) corresponding
to the highlighted proteins are indicated.
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used for comprehensive drug evaluations. Other inflammatory
molecules such as CCL20, IL-27 subunit beta, and IL-36
gamma were found to be upregulated only in the cytoplasm,
but not in the secretome, of activated PBMCs. The secretion of
these proteins might not yet be fully induced, since we
investigated an early step of inflammation. In addition, with
regard to the regulation of these proteins, hardly any
responsiveness to dexamethasone was observed. Such cyto-
kines, which accumulated in the cells and were found to be
hardly downregulated by dexamethasone, may be of great
physiological relevance since they may be released upon specific
stimulation at later time points or the release may occur
nonspecifically in the case of secondary necrosis. The latter
scenario, which may be relevant in the case of joint diseases or
other types of inflammation occurring in tissues with poor
blood supply, would explain the escalation of local inflamma-
tory signaling and thus represent an undesirable mechanism
supporting the establishment of chronic inflammation.
Members of the IFN-family, i.e., IFIT1, IFIT2, and IFIT3, as

well as 2−5-oligoadenylate synthase 1 and 2−5-oligoadenylate
synthase 3, showed upregulation upon stimulation, but
regulation of these proteins showed hardly any responsiveness
to dexamethasone. IFITs and 2−5-oligoadenylate synthases are
main players in the antiviral host defense and activation-
induced cell death.25 Therefore, the inability of dexamethasone
to downregulate these proteins is compatible with the known
induction of apoptosis in T-cells by dexamethasone.26 The

normal physiologic consequence of inflammatory activation in
T-cells is 2-fold: induction of pro-inflammatory mediators and
subsequent induction of activation-induced cell death in order
to avoid uncontrolled escalation of inflammation.27,28 As
demonstrated above, dexamethasone successfully inhibited the
induction of pro-inflammatory mediators. However, mediators
of activation-induced cell death were not switched off by
dexamethasone; consequently, apoptosis can still occur. This
consideration, pointing both to functional inhibition of
inflammatory signaling together with induction of apoptosis
in main inflammatory players, may help to better understand
the great therapeutic efficiency of this drug demonstrated in
clinical practice.
As the interindividual variations in the proteome of human

PBMCs may be very high,31 for a more accurate evaluation, we
performed an independent targeted MRM approach for
selected molecules. Indeed, not only did basal protein
concentrations vary by up to 30-fold as demonstrated in the
case of PTX3 (donor 1 vs 3) but also the individual induction
rates varied by more than 10-fold as exemplified for IL-1β
(donor 1 vs 2). Remarkably, the relative effects of dexametha-
sone treatment were still highly similar in these donors. In
addition, these data suggest that dexamethasone can either act
as agonist or antagonist of protein synthesis. In the case of pro-
inflammatory molecules such as IL-1β, IL-6, CXCL2, and
GROα, the application of dexamethasone resulted in down-
regulation. In the case of inflammation-modulating molecules

Figure 4. Targeted MS analysis of secreted proteins. Data obtained from MRM analysis of selected proteins isolated from PBMCs of three healthy
donors at three different conditions, i.e., controls (con), inflammatory activated (act), and inflammatory activated and dexamethasone-treated
PBMCs (act + dex), are represented. IL-1β, IL-6, CXCL2, GROα, PTX3, and TSG6 were analyzed. The mean and standard deviation were
calculated from three technical replicates. The highest peak area determined for a protein was set to 100%, and the other peak areas were calculated
relative to this.
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like PTX3 and TSG6,29,30 dexamethasone further increased
protein synthesis in all three donors. Furthermore, these data
clearly demonstrate the technical feasibility of assessing cellular
responsiveness and drug effects in an individualized fashion. We
are currently establishing a MRM-based cytokine, chemokine,
and growth factor quantitation assay comprising almost a
hundred different proteins, which will allow us to meaningfully
assess cell functionalities as well as drug responsiveness in an
individualized fashion.
The experimental design of the present project can actually

support many more investigations based on the data set, which
was made publicly available via ProteomeXchange. To give an
example, the systematic comparison of proteins downregulated
in the cytoplasm but concomitantly upregulated in the nuclear
fractions identifies protein translocation events accompanying
inflammatory activation or drug responsiveness, respectively.
Functional studies are currently being conducted that will
corroborate the biological significance of such events.
Thus, in this study, the known clinical effects of dexametha-

sone were very well-reflected by the drug-induced cellular
effects on protein regulation. This observation clearly indicated
that drug effects may well be evaluated by proteome profiling.
Using a targeted approach that screens for drug effects by
quantitative determination of specific protein regulation events
is becoming a realistic option.

■ CONCLUSIONS
This work demonstrates that the combination of in-depth
proteome profiling and targeted analysis of the most relevant
molecules is a powerful strategy for investigating drug effects in
an individualized fashion. Expected drug effects such as the
dexamethasone-induced downregulation of inflammatory cyto-
kines were clearly observed, whereas several other inflamma-
tion-induced proteins were unexpectedly further aggravated by
this anti-inflammatory drug. Overall, proteome-based drug
evaluation may provide a comprehensive overview of the
regulation of cellular activities comprising the observation of
expected effects as well as unexpected adverse drug effects.
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down-regulation of proteins which are involved in DNA 

repair. This observation provides an explanation for the for-

mation of comets which was seen in single-cell gel electro-

phoresis assays and for the induction of micronuclei (which 

reflect structural and numerical chromosomal aberrations) 

by the drug. These effects were seen in experiments with 

human lymphocytes which were conducted under identi-

cal conditions as the proteome analysis. Taken together, 

the present findings indicate that the drug (and possibly 

other structurally related SCs) may cause DNA damage and 

inflammation in directly exposed cells of consumers.

Keywords Synthetic cannabinoid · Comet assay · 

Lymphocytes · Proteomics
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Abstract Synthetic cannabinoids (SCs) are marketed 

worldwide as legal surrogates for marihuana. In order to 

predict potential health effects in consumers and to eluci-

date the underlying mechanisms of action, we investigated 

the impact of a representative of the cyclohexylphenols, 

CP47,497-C8, which binds to both cannabinoid recep-

tors, on protein expression patterns, genomic stability and 

on induction of inflammatory cytokines in human lym-

phocytes. After treatment of the cells with the drug, we 

found pronounced up-regulation of a variety of enzymes 

in nuclear extracts which are involved in lipid metabolism 

and inflammatory signaling; some of the identified proteins 

are also involved in the endogenous synthesis of endocan-

nabinoids. The assumption that the drug causes inflamma-

tion is further supported by results obtained in additional 

experiments with cytosols of LPS-stimulated lympho-

cytes which showed that the SC induces pro-inflammatory 

cytokines (IL12p40 and IL-6) as well as TNF-α. Further-

more, the proteome analyses revealed that the drug causes 
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SDS  Sodium dodecyl sulfate

THC  Tetrahydrocannabinol

Introduction

Synthetic cannabinoids (SCs) are marketed worldwide as sub-

stitutes for cannabis. These drugs bind to cannabinoid recep-

tors (CBs) and cause psychotropic effects which are similar to 

those of natural phytocannabinoids (Uchiyama et al. 2009). 

The chemical structures of SCs are heterogeneous (Pres-

ley et al. 2013). “Classical” representatives are structurally 

related to tetrahydrocannabinol (THC), while “non-classical” 

compounds which entered the market later belong to various 

chemical groups. Cannabicyclohexanol (CP-47,497-C8) was 

used in the present study as a model for SCs which bind to 

both CB receptors. It is a representative of the cyclohexylphe-

nols and was detected for the first time in a herbal mix termed 

“Spice” in Germany and Japan in 2008 (Auwärter et al. 2009; 

Uchiyama et al. 2009). In the following years, several struc-

turally related compounds (e.g., CP-47,497 and CP-55,940) 

were detected in smoking mixtures (Presley et al. 2013). Fig-

ure S1 depicts the chemical structure of different SCs.

Only few investigations have been conducted which 

concern the toxicological properties of SCs apart from their 

neurological effects. Recent findings indicate that some 

of these drugs, including CP-47,497-C8, cause damage of 

the genetic material (Koller et al. 2014). Furthermore, also 

acute toxic effects were observed in human-derived cells 

which were caused by interference with protein synthe-

sis and damage of the cell membranes (Koller et al. 2013, 

2014).

In order to elucidate the molecular mechanisms which 

cause these effects and other biological processes, which 

may have a negative impact on the health of drug users, 

we applied in the present investigation a proteomic-based 

screening approach which focused on a broad spectrum 

of cellular proteins. This method was successfully used in 

previous studies to improve the understanding of the toxi-

cological properties of pharmaceuticals (Bileck et al. 2014; 

Klepeisz et al. 2013; Lorenz et al. 2009). Apart from dam-

age of the genetic material, also inflammatory processes are 

associated with long-term effects of drugs including cancer 

(Okada 2014). Therefore, we focused in the present study 

particularly on expression patterns of proteins which are 

involved in DNA damage and repair and on changes of pro-

teins which reflect inflammatory reactions.

For the proteome analysis, peripheral blood mononu-

clear cells (PBMCs) from different donors were exposed 

to CP-47,497-C8. Subsequently, nuclear proteins were iso-

lated, and protein patterns were determined by means of a 

QExactive orbitrap mass spectrometer. The data analyses 

were supported by label-free quantification with MaxQuant 

software (Cox and Mann 2008). Furthermore, the altered 

expression of individual cytokines under identical experi-

mental conditions was quantitatively determined with an 

additional approach, i.e., multiple reaction monitoring.

To find out whether alterations of the signatures of pro-

teins which are involved in the maintenance of DNA stabil-

ity are associated with damage of the genetic material, sin-

gle-cell gel electrophoresis assays (SCGE) were performed 

which are based on the measurement of DNA migration 

in an electric field and enable the detection of single-, 

double-strand breaks and apurinic sites (Tice et al. 2000). 

Furthermore, also cytome experiments were conducted 

with the same indicator cells under identical conditions 

in which we monitored the impact of the drug on the for-

mation of micronuclei (MNi) which reflects chromosome 

breakage and/or aneuploidy (Norppa and Falck 2003). 

In addition, also other nuclear anomalies which reflect 

genomic instability were scored in the cytome experiments, 

namely nuclear buds (Nbuds) which are caused by gene 

amplification and nucleoplasmatic bridges (NPBs), which 

are formed as a consequence of dicentric chromosomes 

(Fenech et al. 2003).

The observed alterations of the protein pattern indicated 

also the involvement of immune functions that are associ-

ated with inflammation. Therefore, additional experiments 

were conducted which concerned the impact of the drug 

on the immune status. The nuclear division indices (NDI), 

which were determined in the cytome experiments, provide 

information about the mitotic activity of lymphocytes. Fur-

thermore, changes of the levels of important pro- and anti-

inflammatory cytokines (IL-10, IL-6, IL12p40 and TNF-α) 

were measured under identical conditions as those used in 

the proteome experiments and in the genotoxicity assays.

Materials and methods

Test compound

Pure CP-47,497-C8 (CAS 70434-92-3) was obtained by 

extraction from commercial “Spice” products and subse-

quent purification by flash chromatography (Moosmann 

et al. 2012). The purity of the drug was assessed by GC-MS 

and 1H NMR analysis and was >99 %. Stock solutions 

were prepared in DMSO and stored at −20 °C.

Proteomics

Isolation and treatment of peripheral blood mononuclear 
cells

Peripheral blood mononuclear cells (PBMCs) were col-

lected from four male healthy non-smoking volunteers (age 
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25–32 years) with their written consent. None had a his-

tory of a recent disease and exposure to toxic chemicals 

and drugs. A total of 30.0 mL of whole blood were col-

lected in 6.0-mL CPDA tubes (Greiner Bio-One GmbH, 

Austria) and subsequently diluted 1:2 with RPMI 1640 

medium (Gibco, Life Technologies, Austria) supplemented 

with 100 U/mL penicillin and 100.0 μg/mL streptomycin 

(ATCC, LGC Standards GmbH, Germany). Subsequently, 

the suspensions were carefully overlaid on Ficoll Paque 

(GE Healthcare, Bio-Sciences AB, Uppsala, Sweden) and 

centrifuged at 500×g for 20 min at 24 °C. PBMCs were 

collected from the interphase and washed with PBS. After-

ward, the cell pellets were re-suspended in RPMI 1640 

medium and transferred to Petri dishes (Greiner Bio-One 

GmbH, Austria). The cell suspensions of the individual 

donors were treated separately either with a solvent control 

or with a solution of the test compound (final concentra-

tion 10.0 μM). We used in all experiments a 3-h exposure 

time since we aimed to find changes in protein pattern 

which may provide an explanation for the results of the 

SCGE experiments which were also conducted with a 3-h 

treatment protocol. The subsequent proteome analyses 

were conducted separately with samples from the different 

donors.

Subcellular fractionation

After removal of the supernatants, the cells were lysed by 

addition of isotonic lysis buffer (10 mM HEPES/NaOH, 

pH 7.4, 0.25 M sucrose, 10.0 mM NaCl, 3 mM MgCl2, 

0.5 % Triton X-100) containing protease inhibitors (pep-

statin, leupeptin and aprotinin, each at 1.0 μg/mL; 1.0 mM 

PMSF) and by mechanical shear stress as described previ-

ously (Slany et al. 2014). After centrifugation at 2300×g 

(4 °C for 5 min), the cytoplasmic proteins were separated 

from the nuclei and subsequently precipitated overnight 

with ice-cold ethanol at −20 °C. The nuclear pellets were 

treated with extraction buffer (500.0 mM NaCl) for 10 min 

and diluted 1:10 with NP-40 buffer (Nonidet P40 Substi-

tute, BioXtra, mixture of 15 homologs, Sigma-Aldrich). 

After 15-min incubation, the samples were again centri-

fuged, and the supernatants were precipitated by addition 

of ethanol.

MS sample preparation

Subsequently, the samples were solubilized in buffer 

(7.5 M urea, 1.5 M thiourea, 4 % CHAPS, 0.05 % SDS, 

100 mM DDT) and the protein concentrations were deter-

mined with the Bradford assay (Bio-Rad-Laboratories, 

Germany). As described previously, 20.0-μg protein of 

each sample was loaded on SDS-PAGE and stained with 

MS-compatible silver stain (Mortz et al. 2001; Slany et al. 

2009). Before enzymatic digestion of the proteins at 37 °C 

by using trypsin (Roche Diagnostics, Germany) over-

night, each protein band was cut into four slices, reduced 

with DTT and alkylated with IAA. The peptides were then 

eluted, dried and kept at −20 °C until further analysis.

LC–MS analysis

For LC–MS analysis, samples were dissolved in 5.0 μL 

30 % formic acid (FA) containing four synthetic standard 

peptides (each 10 fmol) and diluted with 40.0 μL mobile 

phase A (98 % H2O, 2 % ACN, 0.1 % FA). A total of 

10.0 μL of the solutions were injected into a Dionex Ulti-

mate 3000 nano-LC-system combined with a QExactive 

orbitrap mass spectrometer (Thermo Fisher Scientific, 

Waltham, MA USA). A 2 cm × 75 μm C18 Pepmap100 

pre-column (Thermo Fisher Scientific, Waltham, MA 

USA) was used for pre-concentration, on which peptides 

were loaded at a flow rate of 10.0 μL/min using mobile 

phase A. A 50 cm × 75 μm Pepmap 100 (Thermo Fisher 

Scientific, Waltham, MA USA) was used as an analytical 

column. Peptides were eluted from the pre-column and 

separated on the analytical column using a gradient of 

8–40 % mobile phase B (80 % ACN, 20 % H2O, 0.1 % 

FA) over 235 min at a flow rate of 300 nL/min. Mass 

spectrometric analyses were performed with a nanospray 

ion source. MS scans were achieved in the range from 

m/z 400–1400 at a resolution of 70,000 (at m/z = 200). 

HCD fragmentation at 30 % normalized collision energy 

and an isolation window of 2.0 m/z were used to generate 

MS/MS scans of the 12 most abundant ions, which were 

further analyzed in the orbitrap at a resolution of 17,500 

(at m/z = 200).

Multiple reaction monitoring (MRM)

For targeted analyses, supernatants of CP 47,497-C8-treated 

PBMCs from further three male healthy volunteers were 

obtained after 3-h incubation and digested in-solution 

using trypsin as described previously (Bileck et al. 2014). 

Briefly, protein samples were concentrated and washed 

on 3kD MWCO filters (Pall Austria Filter GmbH) by cen-

trifugation at 15,000g for 15 min. Again, DTT (5 mg/mL 

dissolved in 8 M guanidinium hydrochloride in 50 mM 

ammonium bicarbonate buffer (ABC buffer), pH 8) and 

IAA (10 mg/mL in 8 M guanidinium hydrochloride in 

50 mM ABC buffer) were used for reduction and alkyla-

tion, respectively. Afterward, trypsin (0.1 μg/μL) was added 

and incubated at 37 °C for 18 h. Peptides were eluted using 

25 mM ABC buffer and dried and stored at −20 °C until 

further MS analyses. For targeted LC–MS/MS analyses, 

dried peptide samples were reconstituted in 30 μL of 30 % 

FA containing 10 fmol each of the four synthetic standard 
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peptides. MRM analysis was performed as described in 

detail recently (Muqaku et al. 2015): 1 μL of this solution 

was then injected to a nano-flow LC-system (1260 Infin-

ity Series, Agilent, Palo Alto, CA) using the HPLC-Chip 

cube (Agilent) coupled to the 6490 triple quadrupole mass 

spectrometer (Agilent). Peptides were separated by large-

capacity protein chip (G4240-62010) with a 160-nl enrich-

ment column and a 150mm × 75 μm separation column 

(5-μm ZORBAX 300SB-C18, 30-Å pore size) at a flow rate 

of 400 nl/min using a gradient from 8 % mobile phase A 

(99.8 % H2O, 0.2 % FA) to 30 % mobile phase B (99.8 % 

ACN, 0.2 % FA) over 20 min. All samples were analyzed 

in triplicates.

Genotoxicity experiments (SCGE and MN assay)

Isolation of human lymphocytes

Peripheral blood samples were collected from four non-

smoking healthy male volunteers (aged between 25 and 

32 years) without any history of recent disease or exposure 

to chemical toxins. The samples were collected by veni-

puncture in heparinized tubes (Vacutainer Systems, Becton, 

Dickinson, Erembodegem, Belgium). Venous heparinized 

blood was collected for comet and MN assays on separate 

days.

For comet assays, the blood samples were centrifuged 

(650×g, 10 min at 4 °C) immediately after collection. 

Plasma was removed, and lymphocytes were isolated by 

gradient centrifugation (800×g, 16 °C min, 16 °C) with 

Histopaque (Sigma-Aldrich, Steinheim, Germany) in Accu-

pin tubes (Sigma-Aldrich, Steinheim, Germany). Lym-

phocytes were collected and washed twice in RPMI 1640 

(332×g, 10 min 16 °C). Subsequently, aliquots were dis-

persed in serum-free freezing medium (1:10 dilution in 

Biofreeze, Biochrom AG, Berlin, Germany), frozen and 

stored at −80 °C. The SCGE experiments were performed 

within 2 weeks after sampling.

The lymphocytes for CBMN assays were isolated sepa-

rately under sterile conditions from the same donors.

Single-cell gel electrophoresis (SCGE) assays

SCGE assays which reflect the formation of single- and 

double-strand breaks and apurinic sites were conducted 

under standard alkaline conditions as described by Tice 

et al. (2000).

Briefly, frozen lymphocytes were thawed in a water bath 

(37 °C) and centrifuged (200×g, 5 min at 16 °C). Subse-

quently, the pellets were dissolved in RPMI and washed 

twice under identical conditions. Thereafter, the vitality 

and number of cells were determined with the trypan blue 

dye exclusion test with a Neubauer chamber (LO-Laborop-

tik GmbH, Germany).

Aliquots of the lymphocytes were treated with different 

concentrations (5.0, 7.5, 10.0, 15.0 and 20.0 μM, 3 h) of the 

synthetic cannabinoid with and without metabolic activa-

tion with S9 mix (10 %). Aroclor™ 1254-induced rat liver 

S9 was purchased from Trinova Biochem GmbH (Giessen, 

Germany), and the S9-activation mix was freshly prepared 

before the experiments according to Maron and Ames 

(1983) prior to the experiments.

The indicator cells were incubated with serum-free 

medium containing 1 % DMSO (negative control) or with 

H2O2 (50 μM, 10 min) in experiments without S9 mix or 

with benzo(a)pyrene (B[a]P, 4 μM, 4 h, CAS no. 50-32-

8, Sigma-Aldrich, Steinheim, Germany) in assays with 

S9-activation mix as a positive control. We used rat-derived 

liver homogenate as it is the most widely used activation 

mix for routine testing in genetic toxicology. In contrast to 

expensive, standardized liver preparations from humans, 

it is easily available, and a validated procedure for the 

composition of the homogenate has been published (for 

details see Maron and Ames 1983). Stock solutions of the 

drug were freshly made and further dissolved in serum-

free medium. After incubation in the dark (37 °C; shaking 

250 rpm) in presence and absence of S9-activation mix 

for 3 h, the cells were washed twice with RPMI (contain-

ing 10 % FCS), centrifugated (200×g, 8 min, 16 °C). The 

incubation time was chosen for reasons of comparison with 

earlier SCs studies in which positive results were obtained 

with various representatives (Koller et al. 2015). Subse-

quently, the pellets were resuspended in low-melting aga-

rose (LMA, 0.5 %), spread on pre-coated agarose slides 

(1.5 % normal melting agarose) and lysed in the dark at 

4 °C overnight. After 30-min unwinding under alkaline 

conditions (pH > 13), electrophoresis was carried out for 

30 min (300 mA, 25 V). Subsequently, neutralization was 

performed twice for 8 min. Air-dried slides were stained 

with propidium iodide (10.0 μg/mL, Sigma-Aldrich, Stein-

heim, Germany).

The percentage of DNA in tail was measured by use of a 

computer-aided image analysis system (Comet IV, Percep-

tive Instruments Ltd., Haverhill, UK). For each experimen-

tal point, three slides were prepared from each person, and 

50 randomly distributed cells were evaluated per slide.

Cytokinesis-blocked micronucleus (CBMN) assay 
with mitogen-stimulated human lymphocytes

The experiments were conducted according to OECD 

guideline # 487 (OECD 2012). Human lymphocytes are 

more sensitive toward genotoxic effects during S, G2 and 

M phase; therefore, we used cells which were stimulated 
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with phytohemagglutinin (PHA, Remel Inc., USA) before 

treatment with the test compound.

Briefly, 1 × 106 lymphocytes were added to 750.0 μL 

culture medium (RPMI 1640 containing 10 % FCS, 

2.0 mM L-glutamine and 1.0 mM sodium pyruvate) and 

10 μL PHA solution (30.0 μg/mL, Sigma-Aldrich, Stein-

heim, Germany). Four cultures were set up per concentra-

tion for each experimental point. The cells were incubated 

at 37 °C in a humidified atmosphere with 5 % CO2 for 44 h. 

After PHA stimulation, the medium was replaced by fresh 

medium without FCS (Sigma-Aldrich, Steinheim, Ger-

many) containing different concentrations of CP-47,497-C8 

(1.0, 2.5, 5.0, 7.5 and 10.0 μM). Treatment was performed 

for 3 h (37 °C, 250-rpm shaking in the dark). Mitomycin C 

(1.0 μg/mL, Sigma-Aldrich Chemical Co., USA) was used 

as a positive control. The solvent (DMSO, 1.0 %) was added 

to untreated cultures as a negative control. After treatment, 

the cells were washed twice in RPMI (332×g, 10 min, 

16 °C), and the pellets were re-suspended in culture medium. 

Cytochalasin B (Sigma-Aldrich Chemical Co., USA) was 

added to the cultures at a final concentration of 4.5 μg/mL 

to block cytokinesis. The cells were harvested 72–73 h after 

stimulation with PHA. Slides were made by use of cyto-

centrifugation (Fenech 2007) and were air-dried, fixed and 

stained with Diff-Quick (Dade Behring, Deerfield, IL, USA).

From each culture, 2000 cells were evaluated. Different 

endpoints were scored, namely the number of binucleated 

(BN) cells with micronuclei (BN-MN), the total number 

of micronuclei in binucleated cells (MNi), nuclear buds 

(Nbuds) and nucleoplasmic bridges (NPBs). Furthermore, 

the cytokinesis-blocked proliferation indices (CBPI) were 

calculated according to the formula CBPI = (M1 + 2M2 

+ 3(M3 + M4))/N (N is the total number of scored cells, 

and M1–M4 refers to the number of cells with one to 

four nuclei). The toxicity of the compound was indirectly 

assessed by the assumption that a CBPI of 1.0 corresponds 

to 100 % cytotoxicity (OECD Guideline 2012). Five con-

centrations of each drug were used to determine the CBPI 

values. In agreement with OECD guideline 487 (OECD), 

only doses were analyzed in regard to formation of MN 

which caused less than 60 % cytotoxicity.

Cell isolation and measurement of cytokine induction

The experiments were performed as described by Saemann 

et al. (2000) with slight modifications. Briefly, heparinized 

blood was collected from four healthy donors, and periph-

eral blood mononuclear cells (PBMCs) were isolated by 

density gradient centrifugation over Lymphoprep (AXIS-

SHIELD PoC AS, Oslo, Norway). To evaluate the impact 

of the drugs on the production of cytokines, the cells were 

cultivated in RPMI 1640 (Gibco BRL, Grand Island, NY) 

supplemented with 2.0 mM L-glutamine, 100.0 μg/mL 

streptomycin, 100 U/mL penicillin (Sigma-Aldrich Chem-

ical Co., St. Louis, MO, USA) and 10 % FCS (Hyclone, 

Logan, UT, USA) and stimulated with LPS (100 ng/mL, 

Escherichia coli 0111:B4; Sigma-Aldrich Chemical Co., 

St. Louis, MO) in the presence and absence of increasing 

concentrations of the drug (0.1, 0.3, 1.0, 3.0 and 10.0 μM). 

The solvent (DMSO, 1.0 %) was added to untreated cul-

tures as a negative control.

All experiments were conducted in 96-well plates in 

humidified atmosphere with 5 % CO2. After exposure for 

24 h, the supernatants were collected and stored at −80 °C 

after centrifugation. The treatment period was chosen on 

the basis of the experimental design of earlier investiga-

tions with SCs (Berdyshev et al. 1997). Cytokines (TNF-α, 

IL12/23p40, IL-6 and IL10) were determined in the sam-

ples by Luminex using matched-pair antibodies specific 

for the respective cytokines and recombinant cytokines 

as standards. Coating and detection antibodies for human 

IL-6, IL-10 and IL-12/23p40 were obtained from R&D 

(Minneapolis, MIN), and antibodies to human TNF-α were 

from PharMingen (San Diego, CA, USA).

Statistical analysis

Cytokines, comet formation and nuclear anomalies

Determination of cytokine levels was performed by use of 

the software package SoftMax Pro (Molecular Devices, 

Sunnyvale CA). The statistical evaluation of results of the 

SCGE experiments, and evaluation of the CBMN assays 

was performed with the GraphPad Prism 5 Project soft-

ware system (La Jolla, CA, USA). Results are reported as 

means ± standard deviations (SD). Results of the comet 

assay and cytokines were analyzed with one-way ANOVA 

and Dunnett’s multiple comparisons Test. The results of 

cytome assays were analyzed with the Kruskal–Wallis test 

followed by the Dunn’s test; p values ≤0.05 were consid-

ered as statistically significant.

LC–MS data analysis

MaxQuant 1.3.0.5 comprising the Andromeda search 

engine, and the Perseus statistical analysis package (Cox 

and Mann 2008, 2012) was employed for label-free quanti-

tative data analysis. For protein identification, the SwissProt 

database (version 012013 with 20 264 entries) was used, 

allowing a 5-ppm mass tolerance for peptide m/z values as 

well as a maximum of two missed cleavages. Additionally, 

carbamidomethylation on cysteines was set as fixed modi-

fication and methionine oxidation as well as N-terminal 

protein acetylation as variable modifications. Search crite-

ria further included a minimum of two peptide identifica-

tions per protein, at least one of them unique and a FDR 
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calculation based on q values less than 0.01 for both peptide 

and protein identification. Further data analysis was per-

formed using Perseus (version 1.3.0.4). The proteins were 

filtered for reversed sequences and contaminants as well 

as a minimum of three independent identifications. Apply-

ing a two-sided t test with p < 0.05, significantly up- and 

down-regulated proteins were determined. Additionally, 

a 2D annotation enrichment analysis based on GO terms 

for molecular functions (GOMF) and biological processes 

(GOBP) was performed according to (Geiger et al. 2010).

Analysis of LC-MRM data

Data analysis was accomplished using Skyline version 1.5 

(MacLean et al. 2010). The total peak area of each peptide 

was normalized to the internal standard peptides. After-

ward, means and SDs of normalized peak areas were cal-

culated for each protein separately for the different donors 

and conditions. For graphical representation, the highest 

determined peak area was set to 100 %, and the other peak 

areas were calculated relative to it.

Results

Alterations in protein regulation in PBMC 
by CP-47,497-C8

In total 6883 proteins were identified with at least two dis-

tinct peptides per protein. Comprehensive profiling of the 

status of untreated and CP-47,497-C8 treated cells showed 

that in total 249 proteins were significantly up- or down-

regulated with a minimum of a twofold change of the LFQ 

values. Figure 1 depicts the results of a volcano plot anal-

ysis and shows the pattern of up- and down-regulation of 

individual proteins; Table S1 contains a list of all proteins 

which were found significantly up- or down-regulated in 

our study.

The results of a cluster analysis using gene ontology terms 

performed with Perseus (Geiger et al.) show that most up-

regulated genes fall in three categories, namely, regulation of 

metabolic processes, signal transduction involved in mitosis 

and antigen processing and presentation. Most down-regu-

lated proteins are involved in the metabolism of macromol-

ecules, RNA splicing and in the activation of transcription 

cofactor activities (Fig. S2A–B—supplementary material).

Since the formation of endocannabinoids is linked to 

interactions with lipid metabolism (see “Discussion” sec-

tion), we anticipated that CP-47,497-C8 may interact with 

these pathways. Indeed, significant up-regulation of a num-

ber of proteins which are involved in lipid metabolism was 

observed after treatment of the cells with the drug. It can be 

seen in Fig. 2, that the level of arachidonate 5-lipoxygenase 

was induced more than 26-fold, and fatty acid synthase was 

induced 2.7-fold upon treatment of the cells. Interestingly, 

also monoacylglycerol lipase ABHD12, a regulator of the 

endocannabinoid signaling pathway, was clearly increased 

after treatment of the cells with the drug.

Some of these proteins are important regulators of 

inflammatory processes. Therefore, we looked on fur-

ther interactions of the drug with inflammatory signaling. 

The results are summarized in Fig. 3. It can be seen that a 

Fig. 1  Protein regulation in lymphocytes upon treatment with CP-

47,497-C8 (exposure concentration 10 μM; treatment time 3 h). The 

distribution of up- and down-regulated nuclear proteins upon treat-

ment with CP-47,497-C8 is displayed by a volcano plot. For each 

identified protein the fold-change in a logarithmic scale to the basis 

of 2 (ln2 Δt test) and the corresponding p value (−log p) are indicated
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number of cytokines and also STAT proteins were up-regu-

lated by CP-47,497-C8.

As mentioned in the “Introduction” section, we found 

in earlier investigations that several SCs including CP-

47,497-C8 cause DNA damage in human-derived cells. The 

molecular mechanisms by which SCs cause instability of 

the genetic material are not known at present. The results 

of the present proteome analysis can be seen in Fig. 4. It 

was found that proteins which play a role in DNA excision 

repair and in double-strand break repair were down-regu-

lated after treatment of the cells.

Cytokine analysis with multiple reaction monitoring 
(MRM)

An independent targeted MS analysis was used in order 

to verify data obtained from the shotgun proteomics 

approach. Therefore, two important pro-inflammatory 

mediators were selected, namely IL-8 and IL-1α. As 

demonstrated in Fig. 5, these cytokines were signifi-

cantly up-regulated in the PBMCs of two (out of three) 

donors.

Fig. 2  Regulation of proteins 

related to lipid metabolism 

(exposure concentration 10 μM; 

treatment time 3 h). Label-free 

quantification (LFQ) intensi-

ties of proteins are shown. 

Bars represent mean ± SD of 

results obtained with samples 

from four donors. The samples 

were analyzed separately. These 

proteins were significantly (t 
test, *p ≤ 0.05; **p ≤ 0.01) 

up-regulated in PBMC upon 

treatment with CP-47,497-C8 

(PBMC_CP; light colored) in 

comparison with control PBMC 

(PBMC_con; dark colored) 

(color figure online)

Fig. 3  Regulation of pro-

teins related to inflammatory 

signaling (exposure concentra-

tion 10 μM; treatment time 

3 h). Label-free quantification 

(LFQ) intensities of proteins 

are shown. Bars represent 

mean ± SD of results obtained 

with samples from four donors. 

The samples were analyzed 

separately. These proteins were 

significantly (t test, *p ≤ 0.05; 

**p ≤ 0.01) up-regulated in 

PBMC after treatment with CP-

47,497-C8 (PBMC_CP; light 
colored) in comparison with 

control cells (PBMC_con; dark 
colored) (color figure online)
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Induction of DNA damage in lymphocytes 
by CP-47,497-C8

To find out whether the drug causes DNA damage in 

human lymphocyte under identical experimental condi-

tions as those used in the protein analyses, SCGE experi-

ments were carried out in which the cells were treated 

with CP-47,497-C8 in the presence and absence of liver-

derived metabolic activation mix (S-9). The results are 

summarized in Fig. 6a–f. Exposure of the indicator cells 

to the drugs had no impact on their vitality (see Fig. 6a, 

c and e), but significant induction of comets was seen 

which reflect single- and double-strand breaks and apu-

rinic sites (Fig. 6b, d and f).This effect was less pro-

nounced in presence of liver S9 mix. This observation 

indicates that the compound may be detoxified via pro-

tein binding. In order to verify this assumption, addi-

tional experiments were conducted in which the drug 

was incubated with BSA and heat-inactivated S9. Both 

suspensions contained identical protein concentrations 

(final protein concentration 0.3 mg/mL). It can be seen 

in Fig. 6f, that addition of the proteins and of the enzyme 

mix to the incubation mix reduced the genotoxic activity 

of the drug.

To find out whether the interaction of the drug with 

DNA leads to persisting chromosomal aberrations, 

cytome experiments were conducted in which MN were 

scored which reflect structural and numerical chro-

mosomal aberrations. Furthermore, also other nuclear 

anomalies were evaluated, namely Nbuds and NPBs. 

Fig. 4  Regulation of proteins 

related to DNA repair (exposure 

concentration 10 μM; treatment 

time 3 h). Label-free quantifica-

tion (LFQ) intensities of pro-

teins are shown. Bars represent 

mean ± SD of results obtained 

with samples from four donors. 

The samples were analyzed 

separately. These proteins were 

significantly (t test, *p ≤ 0.05) 

up-regulated in PBMC upon 

treatment with 10 μM CP-

47,497-C8 (PBMC_CP; light 
colored) in comparison with 

control cells (PBMC_con; dark 
colored) (color figure online)

Fig. 5  Impact of exposure on PBMCs from three different donors on 

the levels of IL-1α and IL-8. The proteins were quantified with MRM 

as described in the “Materials and methods” section. Bars represent 

results obtained with cells from individual participants. The highest 

peak area determined for a protein was set to 100 %, and the other 

peak areas were calculated relative to it. Stars indicate statistical sig-

nificance (t test, p ≤ 0.05)
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The results of a representative experiment are summa-

rized in Table 1. It can be seen, that exposure of the cells 

to CP-47,497-C8 at concentrations ≥7.5 μM caused a 

significant increase in the frequencies of two endpoints 

(MN and BN-MN), and also the number of NPBs was 

elevated, but this latter effect did not reach significance. 

The impact of the drug on the nuclear division indices 

(NDI) of the cells is listed in the first column. It can be 

seen that no significant effects were detected under any 

experimental conditions.
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Fig. 6   Results of SCGE experiments with CP-47,497-C8. Human 

lymphocytes were treated in the presence and absence of rat-derived 

liver S9 mix with CP-47,497-C8 (treatment time 3 h; 5.0–20 μM). 

Furthermore, experiments were conducted in which the cells were 

incubated under identical conditions with S9 activation mix and heat-

inactivated BSA (final protein concentration 0.4 mg/mL). a, c and 

e depict the impact of the drugs on the vitality of the indicator cells 

(which was monitored with trypan blue). b, d and f shows results 

which were conducted in SCGE assay which were conducted under 

identical experimental conditions. Cells were exposed in experiments 

without metabolic activation to the drug for 3 h or to 50 μM H2O2 as 

positive control for 10 min. In the positive control experiments with 

S9 mix, cells were treated with 4 μM B(a)P for 4 h. Subsequently, the 

nuclei were isolated and the percentage of DNA in comet determined 

as described in “Materials and methods.” Bars represent mean ± SD 

of results obtained with three cultures per experimental point. From 

each culture, three slides were made, and 50 cells from each slide 

were analyzed for comet formation. The viability of the cells was 

determined after treatment with trypan blue and was in all experi-

ments ≥95 % (data not shown). Stars indicate statistical significance 

(ANOVA, p ≤ 0.05)
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Impact of CP-47,497-C8 on the production 
of inflammatory cytokines

Since the results of proteome profiling indicated that the 

drug induces the synthesis of proteins which are involved 

in inflammation, experiments were conducted in which we 

measured the levels of cytokines after treatment of LPS-

stimulated lymphocytes with the drug. The results are sum-

marized in Table 2. It can be seen that inductions of several 

cytokines (IL-10, IL-6 and IL12p40) and of TNF-α were 

detected. The strongest effect was seen with the tumor necro-

sis factor, and its concentration was increased by approxi-

mately 40 % after exposure of the cells to the drug. On the 

contrary, we found down-regulation of IL-10; its level was 

decreased by approximately 20 % after treatment of the 

cells. It is notable that all these effects were not dose-related; 

up to concentrations of 3.0 μM, no differences were seen in 

comparison with the background levels, whereas only at the 

highest dose (10.0 μM), significant alterations were detected.

Discussion

This is the first investigation using proteome profiling to 

assess the impact of a synthetic cannabinoid on primary 

human cells. In contrast, several studies have been pub-

lished which describe cellular alterations by THC, the 

most relevant phytocannabinoid (for review see Wang et al. 

2011). However, these earlier investigations concerned the 

impact of the drug on global and psychotropic effects and 

were conducted with cytosolic extracts of neuronal cells 

(Bindukumar et al. 2008; Colombo et al. 2009; Quinn et al. 

2008; Rubino et al. 2009); therefore, their findings can 

hardly be compared with the present results.

Table 1  Impact of CP-47,497-C8 on human lymphocytes on the nuclear division index and various chromosomal anomalies

Human mitogen-stimulated lymphocytes from four individuals were treated with different concentrations of the test compound for 3 h. Subse-

quently, the nuclear division indices (NDI) and nuclear aberrations were analyzed after incubation of the cells with cytochalasin B as described 

in “Materials and methods.” Each experimental point represents results (mean ± SD) obtained from duplicate cultures from four donors

NDI Nuclear Division Indices, BN-MN binucleated cells with micronuclei, MN micronuclei, Nbuds nuclear buds, NPB nucleoplasmic bridges, 

Neg. Control solvent control (DMSO 1 %), Pos. Control mitomycin C (1.0 μg/mL)

Bold values indicate significant differences from negative control values (Kuskal–Wallis test followed by Dunnett’s test, p ≤ 0.05)

Compounds Concentration NDI BN-MN MNi Nbuds NPBs

μM Mean ± SD Mean (‰) ± SD Mean (‰) ± SD Mean (‰) ± SD Mean (‰) ± SD

Neg. Cont. 0.0 2.04 ± 0.12 4.14 ± 0.52 4.26 ± 0.50 2.96 ± 1.56 1.67 ± 0.76

CP-47,497-C8 1.0 1.99 ± 0.14 4.40 ± 0.79 4.40 ± 0.79 3.91 ± 2.08 2.10 ± 1.67

2.5 2.02 ± 0.12 4.89 ± 1.01 4.89 ± 1.01 4.33 ± 1.61 2.05 ± 0.79

5.0 2.01 ± 0.14 5.26 ± 0.98 5.37 ± 1.20 2.57 ± 1.90 2.24 ± 2.79

7.5 2.01 ± 0.15 6.03 ± 1.28 6.03 ± 1.28 3.97 ± 1.45 2.45 ± 2.41

10.0 1.93 ± 0.19 6.37 ± 1.83 6.58 ± 2.03 4.48 ± 2.24 1.89 ± 0.96

Pos. Cont. 1.0 μg/mL 1.74 ± 0.16 48.60 ± 9.35 50.62 ± 10.10 12.44 ± 5.92 2.68 ± 1.16

Table 2  Impact of CP-47,497-C8 on the cytokine production in human PBMCs

Human PBMCs were exposed to the synthetic cannabinoid CP-47,497-C8 for 24 h and processed as described in the “Materials and methods” 

section. Values indicate mean ± SD from triplicate measurements conducted with samples from four different donors. Statistical analyses were 

performed by one-way ANOVA and Dunnett’s multiple comparison test

Bold values are significantly different from those found in the respective controls (p < 0.05)
a Δ Alteration in %

LPS + CP (μM) IL-10 (ng/mL) Δa (%) IL-6 (ng/mL) Δa (%) IL12p40 (ng/mL) Δa (%) TNFα (ng/mL) Δa (%)

Mean ± SD Mean ± SD Mean ± SD Mean ± SD

0.0 0.97 ± 0.22 – 12.30 ± 1.18 – 0.64 ± 0.30 – 1.01 ± 0.35 –

0.1 0.84 ± 0.20 −13 12.23 ± 4.67 −1 0.71 ± 0.26 +14 1.07 ± 0.41 +6

0.3 1.01 ± 0.28 +4 10.15 ± 1.31 −17 0.64 ± 0.22 0 0.91 ± 0.28 −10

1.0 0.95 ± 0.11 −2 10.64 ± 1.76 −13 0.56 ± 0.30 −12 0.93 ± 0.27 −8

3.0 0.92 ± 0.13 −5 14.45 ± 1.15 +17 0.69 ± 0.26 +8 1.04 ± 0.30 +3

10.0 0.78 ± 0.22 −20 15.83 ± 2.10 +29 0.91 ± 0.26 +42 1.46 ± 0.39 +45
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As described in the “Results” section, we observed up-

regulation of several proteins by the SC which are involved 

in the metabolism of amino acids as well as in signal trans-

duction involved in mitotic cell cycle; most down-regulated 

proteins play a role in the biosynthesis of macromolecules 

(Fig. S2A–B—supplementary material).

Furthermore, we detected a number of specific altera-

tions which concern lipid metabolism, inflammatory reac-

tions and other functions of the immune system as well 

as inhibition of DNA repair processes. These effects are 

of particular interest in regard to possible adverse health 

effects in drug users.

The impact of the drug on lipid metabolism was not 

unexpected. The lipophilic character of phytocannabinoids 

led to the assumption that they exert part of their physiolog-

ical effects via disturbance of the structures of the lipid part 

of the cell membranes (Leuschner et al. 1984; Paton 1975). 

THC and related compounds are incorporated in the lipid 

bilayers of cell membranes (Herbette et al. 1986) and cause 

their effects via interactions with microdomains of plasma 

membranes which are modulators of immune receptors and 

cannabinoid receptors (Fisar 2009). As described in the 

“Results” section (Fig. 2), we found in the present study 

significant alterations of a number of proteins which are 

involved in lipid metabolism. The most pronounced up-reg-

ulation concerned arachidonate 5-lipoxygenase. Further-

more, several other enzymes which were induced by CP-

47,497-C8, for example fatty acid synthase and long-chain 

fatty acid CoA ligase 1, are also involved in inflammation 

(Kanter et al. 2012; Matsuo et al. 2014). The observation 

of increased levels of phospholipase D1 indicates that SCs 

may have an impact on the synthesis of endogenous can-

nabinoids. This enzyme is involved in the biosynthesis of 

anandamide (Fisar 2009) and is also required for TNF-α 

induced production of cytokines such as IL-1, IL-5, IL-6 

and IL-13 (Sethu et al. 2008). Also monoacylglycerol lipase 

ABHD12, which was clearly activated by CP-47,497-C8, is 

involved in the synthesis of endocannabinoids (Chen et al. 

2013).

It is notable that all lipid metabolism-associated pro-

teins, which were up-regulated after exposure of the cells 

to CP-47,497-C8, are involved in inflammatory processes. 

Numerous studies have been published which concern the 

effects of pro- and anti-inflammatory properties of phyto- 

and endocannabinoids (Cabral and Griffin-Thomas 2009; 

Kaplan 2013; Suarez-Pinilla et al. 2014; Tanasescu and 

Constantinescu 2010). Also synthetic antagonists which 

bind selectively to both types of cannabinoid receptors 

(CB1 and CB2) were used in some of these investigations. 

In addition to the findings which are described in the previ-

ous chapter, we detected up-regulation of further inflamma-

tion-related proteins, for example induction of STAT5A and 

6, which are involved in both, pro- and anti-inflammatory 

processes (Goenka and Kaplan 2011; Lu et al. 2007). Fur-

thermore, we found also evidence for up-regulation of 

interleukin-1β, one of the most important pro-inflamma-

tory cytokines in the human body, which is involved in the 

pathogenesis of several neurological disorders (Fogal and 

Hewett 2008). Notably, it is known that this protein regu-

lates also the sensitivity of cannabinoid receptor CB1-con-

trolled GABA transmission in the striatum (De Chiara et al. 

2013). Other cytokines which are induced by the drug are 

interleukin-8 (its production is controlled by TNF-α and by 

IL-1 which are up-regulated by the drug) and tryptophan 

tRNA ligase, which has not only an enzymatic function, but 

is also induced upon inflammatory activation and acts also 

as a pro-inflammatory cytokine (Haudek-Prinz et al. 2012; 

Ivakhno and Kornelyuk 2004). Finally, we observed also 

significant induction of PKC-β, which is involved in the 

activation of NFκB1 and causes up-regulation of numer-

ous inflammatory mediators (Kang et al. 2001; Kong et al. 

2013).

Also in the cytoplasmic fractions, up-regulation of pro-

inflammatory proteins was detected in LPS-stimulated 

cells. As shown in Table 2, we found that TNFα was sig-

nificantly increased, and this protein activates NFkB1, the 

most important transcription factor regulating inflamma-

tory responses. Furthermore, also the cytokines IL-6 and 

IL-12, which are involved in numerous inflammatory dis-

eases (Mihara et al. 2012; Vignali and Kuchroo 2012), were 

induced by the SC. On the contrary, a reduction in IL-10 

was observed under identical experimental conditions. 

IL-10 is an inhibitor of the synthesis of pro-inflammatory 

cytokines and controls the inducible form of COX (Sikka 

et al. 2013).

The former observations seem to contradict previous 

reports in which the effects of phytocannabinoids and SCs 

(JWH-015 and JWH133) on cytokine production were 

monitored in T cells (for review see Suarez-Pinilla et al. 

2014). In these previous investigations, induction of IL-10 

and suppression of IL-1β and IL-6 were observed in con-

trast to our findings. Also in experiments with LPS-stim-

ulated human PBMCs, low concentrations of Δ9-THC 

(3 nM) were found to inhibit pro-inflammatory cytokine 

production (e.g., TNF-α, IL-8, IL-6), while a high dose 

(3 μM) which is similar to those we used caused stimula-

tion of these proteins. These findings of Berdyshev et al. 

(1997) indicate that the responses of mammalian cells 

toward SCs depend strongly on the exposure concentrations 

and provide an explanation for the discrepancy between 

earlier findings and our results.

It is not known at present which molecular mechanisms 

trigger the up-regulation of inflammatory cytokines. One 

of the modes of action potentially involved is oxidative 

stress which may cause activation of a variety of transcrip-

tion factors leading to expression of hundreds of genes 
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including those which encode for inflammatory cytokines 

(for details see (Reuter et al. 2010).

As mentioned in the introduction, recent investigations 

indicate that SCs of different chemical groups including 

CP-47,497-C8 cause chromosomal damage in human-

derived cells (Koller et al. 2013). The molecular mecha-

nisms which cause these effects are not known. The results 

of the present study provide a possible explanation; they 

indicate that CP-47,497-C8 inhibits several enzymes which 

are involved in DNA repair processes (see Fig. 4). ERCC5 

is a synthetic endonuclease involved in excision repair 

(Kiyohara and Yoshimasu 2007), while MRE11A plays a 

causal role in double-strand break repair (Errico and Cos-

tanzo 2012). Both proteins were significantly down-regu-

lated after exposure of the cells to CP-47,497-C8. These 

findings indicate that indirect effects may account for the 

induction of MNi (Table 1) and also for the formation of 

comets (Fig. 6b, d and f) in lymphocytes. This assump-

tion is supported by results obtained with liver-S9-mix, 

which indicate that the drug is not converted by phase I 

enzymes to DNA-reactive metabolites. The reduction in the 

genotoxic activity of the compound after addition of BSA 

and also with heat-inactivated enzyme mix indicates that 

the drug is inactivated by proteins probably due to direct 

binding. Similar detoxification effects were seen in earlier 

studies with other direct acting genotoxic carcinogens for 

example with alkylating drugs and isothiocyanates (Kassie 

et al. 2003).

It can be seen in Figs. 2, 3 and 4 that the standard deriva-

tions in the proteome analyses are quite high indicating that 

strong inter-individual variations of the responses exist. 

Also the findings of the MRM experiments (Fig. 5) under-

line this assumption: As described above, only in two out 

of three participants induction of cytokines was detected. 

Nevertheless, it is obvious that the alterations of protein 

expression patterns which we described in the previous 

chapters were pronounced and highly significant.

In conclusion, the results of the present investigations 

indicate that the drug causes two main effects which may 

lead to adverse health effects in users, namely induction 

of inflammation via up-regulation of pro-inflammatory 

cytokines as well as induction of damage of the genetic 

material via inhibition of repair enzymes. It is notable that 

the concentrations which caused these effects in the pre-

sent study in human cells are substantially (102–103 orders 

of magnitude) higher than the blood levels which were 

detected after consumption of selected SCs in humans 

(Kneisel and Auwärter 2012; Teske et al. 2010). However, 

it is likely that relatively high concentrations, which may 

cause inflammation as well as chromosomal damage in 

drug users, are reached in epithelia of the respiratory tract 

of drug users. Therefore, further investigations concerning 

possible adverse effects in consumers are warranted.
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Abbreviations 

COX-2, prostaglandin G/H synthase 2; EC, endothelial cells; ECM, extracellular matrix; EndMT, 

endothelial to mesenchymal transition; FA, formic acid; FDR, false discovery rate; GBPs, guanylate-

binding proteins; HUVEC, human umbilical vein endothelial cells; IAA, iodoacetamide; IFITs, 

interferon-induced proteins with tetratricopeptide repeats; IFN, interferon; IL-1RA, interleukin-1 
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leukemia inhibition factor; MEK, mitogen-activated protein kinase kinase; MMPs, matrix 

metalloproteinases; Mx1, interferon-induced GTP-binding protein Mx1; NHDF, normal human dermal 

fibroblasts; NRCAM, neuronal cell adhesion molecule; PBMCs, peripheral blood mononuclear cells; 

PRRX1, paired mesoderm homeobox protein 1; PRRX2, paired mesoderm homeobox protein 2; TAL1, 

T-cell acute lymphocytic leukemia protein 1; , transforming growth factor beta-2; TNC, 

tenascin; TSG6, tumor necrosis factor-inducible gene 6 protein; TSP1, thrombospondin-1; TSP2, 

thrombospondin-2; VEGF, vascular endothelial growth factor 
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Summary 

In order to systematically analyze proteins fulfilling effector functionalities during inflammation, here 

we present a comprehensive proteome study of inflammatory activated primary human endothelial 

cells and fibroblasts. Cells were stimulated with interleukin 1-beta and fractionated in order to obtain 

secreted, cytoplasmic and nuclear protein fractions. Proteins were submitted to a data-dependent 

bottom up analytical platform using a QExactive orbitrap and the MaxQuant software for protein 

identification and label-free quantification. Results were further combined with similarly generated 

data previously obtained from the analysis of inflammatory activated peripheral blood mononuclear 

cells. Applying an FDR of less than 0.01 at both, peptide and protein level, a total of 8370 protein 

groups assembled from 117599 peptides was identified; mass spectrometry data have been made 

fully accessible via ProteomeXchange with identifier PXD003406 to PXD003417. Comparative 

proteome analysis allowed us to determine common and cell type-specific inflammation signatures 

comprising novel candidate marker molecules and related expression patterns of transcription 

factors. Cardinal features of inflammation such as interleukin 1-beta processing and the interferon 

response differed substantially between the investigated cells. Furthermore, cells also exerted similar 

inflammation-related tasks; however, by making use of different sets of proteins. Hallmarks of 

inflammation thus emerged, including angiogenesis, extracellular matrix reorganization, adaptive and 

innate immune responses, oxidative stress response, cell proliferation and differentiation, cell 

adhesion and migration in addition to monosaccharide metabolic processes, representing both, 

common and cell type-specific responsibilities of cells during inflammation. 
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Introduction 

Inflammation is a complex process, which plays, especially in its chronic form, an important role in 

many diseases of modern civilization such as cardiovascular and neurological disorders and diverse 

cancers (1-3). While it is possible to cure acute inflammation, chronic inflammation still represents a 

great challenge and often responds in an unsatisfying fashion to sustained treatment. In acute 

inflammation, the relations between cause and effects may be rather straight, so that it may be 

sufficient to block a single activity, for example that of COX-2, in order to achieve relieve of 

symptoms and subsequent healing. In chronic inflammation, these relations seem to be more 

complex and a simple treatment may not be successful. Actually, several different cell types are 

involved in inflammation, contributing to the complex signaling network necessary for the 

appropriate exertion and completion of this process. Chronic inflammation may occur when specific 

regulation mechanisms which are necessary to resolve the inflammatory process fail, resulting in an 

uncontrolled escalation of the ongoing processes (4). Accumulation of pro-inflammatory signaling 

molecules and effector cells at the site of inflammation (5), the production of new blood vessels 

enabling the incessant recruitment of inflammatory cells (6), or the excess deposition of extracellular 

matrix components resulting from an uncontrolled inflammation-related wound healing process (7) 

can be some of the consequences.  

Different cell types may fulfill different functionalities during inflammation. Obviously, each cell type 

has its repertoire of specific regulatory factors and may contribute to the regulation of inflammation 

in a specific manner. In this way, all cell types may be cooperating to achieve the fine tuning of the 

complex process of inflammation. Main players of inflammation, and main targets for anti-

inflammatory treatments, are leukocytes, including neutrophils and monocytes as part of the innate 

immune response, as well as B- and T-lymphocytes, activated in the course of an inflammation-

related adaptive immune response. Under normal conditions, when they have fulfilled their tasks, 

these cells are rapidly neutralized by induction of apoptosis (8). Stromal cells such as fibroblasts and 

endothelial cells are involved in the process of inflammation as well, and these cells are capable of 
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surviving for a longer time and may stay in their functionally activated state when the inflammatory 

process should be completed, thus possibly contributing to the development of chronic inflammation 

(9). While the most important players of inflammation have been well described, a systematic 

analysis of the proteins fulfilling the effector functionalities during inflammation has not yet been 

undertaken. This would, however, contribute to a better understanding of the ongoing complex 

processes and may thus support the development of new therapeutic strategies to combat chronic 

inflammation and related diseases (10).  

Here we present a systematic proteome study of inflammatory activated primary human dermal 

fibroblasts (NHDF) and human umbilical vein endothelial cells (HUVEC). These cells have been 

analyzed by us previously (11, 12) demonstrating that they display all relevant cell type 

characteristics of stromal fibroblasts and endothelial cells, and thus represent suitable model 

systems. A standardized approach has been applied to semi-quantitatively determine and compare 

the relevant regulatory factors that were up- and downregulated by fibroblasts and endothelial cells 

upon inflammatory activation. To this end, NHDF and HUVEC were stimulated in vitro with the 

canonical inflammation mediator interleukin-1beta (IL- (13). Secreted, cytoplasmic and nuclear 

proteins were extracted from the cells and analyzed separately by shotgun proteomics using a 

QExactive orbitrap mass spectrometer. Results were further combined with data obtained from 

previous investigations on inflammatory activated peripheral blood mononuclear cells (PBMCs) (14). 

In this way, cell type-specific inflammation-related functionalities were determined, as well as 

inflammatory signatures and marker molecules which may be indicative for the inflammatory 

processes occurring in vivo. This motivated us to define hallmarks of inflammation - in the style of the 

hallmarks of cancer (15) - representing the biological processes essential for the successful resolution 

of inflammation and to specify responsibilities of fibroblasts, endothelial cells and leukocytes therein.  
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Experimental Procedures 

Cell culture   

Primary human umbilical vein endothelial cells (HUVEC) were purchased from Lonza (Walkersville 

Inc., USA). HUVEC were cultured in endothelial basal medium supplemented with the EGM-2 

SingleQuot Kit (both EBM, Lonza Walkersville Inc., USA), 10% FCS and 100 U/ml 

penicillin/streptomycin (both ATCC, USA), according to the instructions of the manufacturer. Normal 

human dermal fibroblasts (NHDF) were kindly provided by Verena Paulitschke from the General 

Hospital of Vienna. NHDF were cultured in RPMI 1640 (Life Technologies, UK) supplemented with 

10% FCS and 100U/ml penicillin/streptomycin (both ATCC, USA) at 37°C and 5% CO2. Cells were used 

up to passage 7 and 22 for HUVEC and NHDF, respectively. Experiments were performed in 75cm2-

culture flasks, using approximately 5x106 cells per flask. Cell numbers, as well as cell viability which 

was consistently better than 98%, were determined using a MOXI cell counter (ORFLO, USA). 

Inflammatory stimulation with 10ng/mL of IL- -Aldrich, USA) was carried out for 24 hours, as 

applied in previous studies (11, 16, 17). Control cells were incubated in parallel without IL-

that, cells were washed with PBS and further cultured for 6 hours in 6 ml of serum-free medium. 

Biological replicates were prepared for each cell type to allow statistical analyses of the resulting 

data.   

Cell fractionation  

Supernatants of control and inflammatory activated cells were filtered through 0.2 μm filters 

(Whatman, Germany) and proteins therein were precipitated overnight with ethanol at -20°C. To 

obtain the cytoplasmic protein fractions as well as the nuclear protein extracts, we proceeded as 

previously described (14). In short, cells were lysed in isotonic lysis buffer supplemented with 

protease inhibitors by applying mechanical shear stress. Cytoplasmic proteins were separated from 

nuclei by centrifugation and precipitated overnight with ethanol at -20°C. Nuclear proteins were 

extracted by incubating the nuclei in 500mM NaCl and solubilizing the proteins in NP-40 buffer 
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supplemented with protease inhibitors. The extracted proteins were separated from resting cell 

materials by centrifugation and precipitation of the resulting supernatant with ethanol at -20°C 

overnight. After precipitation, all samples were dissolved in sample buffer (7.5 M urea, 1.5 M 

thiourea, 4% CHAPS, 0.05% SDS, 100 mM dithiothreitol (DTT)) and the protein concentrations were 

determined by means of a Bradford assay (Bio-Rad-Laboratories, Germany). 

Sample preparation 

For proteomics analyses, we prepared in-solution digests from all three subcellular protein fractions 

of NHDF and HUVEC, as previously described (14). In short, 20μg of each protein sample was 

concentrated onto a 3kD MWCO filter (Pall Austria Filter GmbH) pre-washed with LC-MS grade water 

(Millipore GesmbH); proteins were reduced with DTT and alkylated with iodoacetamide (IAA). After 

centrifugation at 14000g for 10min, proteins on top of the filter were washed with 50mM 

ammonium bicarbonate buffer. Trypsin (Roche Diagnostics, Germany) was then added and 

incubation was performed at 37°C for 18h. After trypsin digestion, peptide samples were cleaned up 

with C-18 spin columns (Pierce, Thermo Scientific) and eluted two times with 50% acetonitrile (ACN), 

0.1% trifluoroacetic acid (TFA) and once with 80% ACN, 0.1% TFA. Samples were finally dried in a 

speedvac and stored at -20°C until further MS analyses. For cytoplasmic proteins and nuclear 

extracts, in addition to in-solution digests, in-gel digests were prepared, for one biological replicate in 

case of NHDF and two in case of HUVEC. This was done as previously described (18).  In short, 20μg 

of each sample was loaded on an SDS-PAGE and allowed to separate for 1.5cm, after what proteins in 

the gel were stained by an MS-compatible silver staining procedure. Afterwards, each protein band 

was cut into 4 slices which were again decolored. Upon reduction with DTT and alkylation with IAA, 

the proteins were digested for 18h at 37°C using trypsin (Roche Diagnostics, Germany). The digested 

peptides were eluted, once with 50mM ammonium bicarbonate, and twice with 5% FA/50% ACN. 

The eluted peptide samples were dried and then stored at -20°C until further MS analyses.  

LC-MS/MS analysis 
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Dried samples were solubilized in 5μl 30% formic acid (FA) containing 10fmol each of 4 synthetic 

standard peptides (allowing us to verify the quality of the chromatographic separation) and diluted 

with 40μl mobile phase A (98% H2O, 2% ACN, 0.1% FA). Of this solution, 10μl were injected into the 

nano HPLC-system (Dionex Ultimate 3000). Peptides were first concentrated on a 2cm x75μm C18 

Pepmap100 pre-column (Thermo Fisher Scientific, Austria) at a flow rate of 10μl/min using mobile 

phase A. Separation of the peptides was achieved by eluting them from the pre-column to a 

50cmx75μm Pepmap100 analytical column (Thermo Fisher Scientific, Austria) applying a flow rate of 

300nl/min and using a gradient of 8% to 40% mobile phase B (80% ACN, 20% H2O, 0.1% FA), over 

235min for the analysis of cytoplasmic samples and nuclear fractions, and over 95min in case of 

secretome analysis. The mass spectrometric analysis was performed on a QExactive orbitrap mass 

spectrometer, equipped with a nanospray ion source (Thermo Fisher Scientific, Austria), coupled to 

the nano HPLC system. For detection, MS scans were performed in the range from m/z 400-1400 at a 

resolution of 70000 (at m/z =200). MS/MS scans were performed choosing a top 12 method for 

cytoplasmic samples and nuclear fractions and a top 8 method for secretome analysis; HCD 

fragmentation was applied at 30% normalized collision energy and analysis in the orbitrap at a 

resolution of 17500 (at m/z =200).  

Experimental design and statistical rational 

For the investigation of functional signatures, pairs of treated and untreated cells were compared.  

Technical replicates provided a measure for the coefficient of variation introduced by the applied 

methodology. In addition, independent cell experiments, here designated as biological replicates, 

were performed. Furthermore, to assess potential effects of different donors, in case of HUVEC, 

three individual donors were investigated. Two independent cell experiments each of donor 1 and 2, 

and three independent cell experiments of donor 3 were performed, thus resulting in seven 

biological replicates. While quantitative differences concerning the extent of regulation of individual 

proteins between the donors were evident, the actually regulated proteins were the same in all 

donors. Consequently, in case of NHDF, the investigation of three biological replicates derived from 
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one donor was considered as adequate to assess regulatory effects in these cells. Combining 

biological and technical replicates finally resulted in a total of fourteen individual LC-MS/MS 

measurements in case of HUVEC and six in case of NHDF. All replicates were used for statistical 

analyses. The positive identification of a large number of known inflammation players strongly 

supports the present strategy. Before statistical evaluation, identified proteins were filtered for 

reversed sequences, common contaminants and a minimum of three independent experimental 

identifications in at least one cell type in a given functional state.  

Peptide and protein identification 

Identification of proteins as well as label-free quantification (LFQ) and statistical analyses were 

performed using the MaxQuant 1.5.2.8 software including the Andromeda search engine and the 

Perseus statistical analysis package (19, 20), a commonly used workflow for processing and statistical 

assessment of shotgun proteomics data. For statistical analysis, data obtained from both biological 

and technical replicates were used. Furthermore, the obtained data from the current study were 

combined with data obtained from previous investigations on inflammatory activated PBMCs. 

Proteins were identified using the UniProt database for human proteins (version 102014 with 20 195 

entries, restricted to reviewed entries only), a peptide mass tolerance of 25ppm, an MS/MS match 

tolerance of 20ppm and a maximum of 2 missed cleavages with trypsin as protease. Search criteria 

further included carbamidomethylation of cysteines as fixed modification, methionine oxidation as 

well as N-terminal protein acetylation as variable modifications, and a minimum of two peptide 

identifications per protein, at least one of them unique. Furthermore, match between runs was 

performed using a 5min match time window and a 15min alignment time window. For both, peptides 

and proteins, a false discovery rate (FDR) of less than 0.01 was applied; the FDR was determined by 

the target-decoy approach. No additional filtering concerning the Andromeda score for accepting 

MS/MS identifications was recommended by the MaxQuant software when applying a strict FDR. The 

mass spectrometry-based proteomics data (including raw files, result files and peak list files, peptide 
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sequences, precursor charges, mass to charge ratios, amino acid modifications, peptide identification 

scores, protein accession numbers, number of distinct peptides assigned for each identified protein, 

percent coverage of each identified protein in each individual experiment and annotated MS2 

spectra for each peptide spectrum match) have been deposited to the ProteomeXchange Consortium 

(21) via the PRIDE partner repository with the dataset identifier PXD003406 to PXD003417 

(Supplementary Table S9), accessible via www.proteomeexchange.org. As MaxQuant-derived data 

are not yet supported for complete submissions, here we used Proteome Discoverer 1.4 running 

Mascot 2.5 and Uniprot for human proteins (version 112015 with 20193 entries, restricted to 

reviewed entries only) as search engine. Actually all proteins found to be regulated via MaxQuant 

were positively identified by Proteome Discoverer as well. Finally, for selected proteins, heat maps 

representing corresponding LFQ values determined in the respective cell type and cell state, were 

generated. In case of NHDF, average LFQ-values of the technical replicates were used. In case of 

HUVEC, the average LFQ-values per donor were used, in this case averaging both technical and 

biological replicates. Heat maps were generated using an R script (22) based on the raw data 

obtained from MaxQuant without any further data manipulation.   

Quantification 

Label-free quantification as described in the former paragraph resulted in LFQ values for each 

individual protein and was used for quantitative assessment of protein regulation. LFQ values were 

obtained for all proteins from all experiments (Supplementary Tables S6, S7 and S8) and subjected to 

a comparative analysis; the same initial protein amount of 20μg used in all experiments served for 

normalization. Isoforms of individual proteins were summarized into protein groups by the 

Andromeda software and were not further considered here. Mutual comparisons between untreated 

and inflammatory activated cells were performed to determine protein groups which were 

significantly up- or downregulated upon inflammatory activation in each cell type. To this end, using 

the Perseus statistical analysis package, differences of LFQ values were calculated. Changes in protein 

abundance values between untreated and stimulated cells were determined by a two-sided t test 
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with p<0.05 and a minimum of a twofold abundance difference. All proteins meeting these criteria 

were considered in the present study as potentially contributing to the regulatory effects taking 

place during inflammation. In addition, to emphasize the most robust regulatory effects observed 

within one kind of cell, we determined significantly regulated proteins with a global FDR<0.05 

(indicated in Tables 1-4 and Supplementary Tables S1 –S5) as determined by a permutation-based 

method, referring to Cox et al. and Tusher et al. (23, 24). 
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Results  

Proteome profiling of inflammatory activated NHDF and HUVEC 

In this study, a systematic investigation of proteins fulfilling important effector functionalities during 

inflammation has been undertaken. To this end, in-depth proteome profiling data of inflammatory 

activated primary human fibroblasts (NHDF) and endothelial cells (HUVEC) were generated. Secreted, 

cytoplasmic and nuclear proteins were extracted from cells and analyzed by shotgun proteomics 

using a QExactive orbitrap mass spectrometer. Comprehensive proteome profiles were generated by 

combining all data related to one cell type and cell state. Identification of proteins as well as 

determination of LFQ-values as abundance measure and statistical analyses of proteins were 

performed using the MaxQuant and Perseus software (19, 25). Results obtained from previous 

investigations about inflammatory activated PBMCs (14) were included. As a result, a total of 8370 

protein groups assembled from 117599 distinct peptides was identified and semi-quantitatively 

assessed. Comparative proteome profiling was performed to determine proteins which were 

regulated in the different cell types upon inflammatory activation. Accordingly, 667 proteins were 

up- or downregulated (p<0.05) with a minimum of twofold change of LFQ values between control 

and inflammatory activated HUVEC (Supplementary Table S1). Figure 1A shows volcano plots 

representing the regulation of proteins in the cytoplasm, the nucleus and the secretome of these 

cells. In activated NHDF, 894 proteins were found to be at least twofold up- or downregulated 

(p<0.05) when compared to controls (Supplementary Table S2). Corresponding volcano plots are 

represented in Figure 1B. In activated PBMCs, 646 proteins had been found to be regulated 

(Supplementary Table S3). 

Common and cell type-specific protein regulation during inflammation 

We first investigated these results with regard to common regulatory processes. Actually, we 

determined 26 proteins which were found to be regulated in all three kinds of cells upon 

inflammatory stimulation (Figure 2). Among these, 19 proteins, listed in Table 1A, were consistently 
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upregulated. Those included well-known pro-inflammatory mediators such as prostaglandin G/H 

synthase 2 (COX-2), interleukins such as IL-6 and IL-8, and C-X-C motif chemokines such as CXCL1, 

CXCL2 and CXCL5. Furthermore, proteins involved in the innate immune response, such as 

complement C3, interferon-induced protein with tetratricopeptide repeats 1 (IFIT1) and receptor-

interacting serine/threonine-protein kinase 2 (26), as well as carboxypeptidase D which is involved in 

antigen presentation (27) were found to be upregulated in all kinds of cells. CCAAT/enhancer-binding 

protein delta, an important pro-inflammatory transcriptional activator, as well as jun-B, a 

transcription factor which contributes to the expression of pro-inflammatory molecules such as IL-

(28), were upregulated likewise. Besides these molecules involved in pro-inflammatory signaling, an 

anti-inflammatory signaling molecule was also found to be upregulated, namely normal mucosa of 

esophagus-specific gene 1 protein. This protein is an important regulator of inflammation, initiating a 

negative-feedback loop in which toll-like receptor stimulation induces microRNA-147 to prevent 

uncontrolled escalation of inflammation (29). 

In a second step, we focused on cell type-specific regulatory processes occurring during 

inflammation. In general, stimulation of the canonical IL-1  pathway induces the expression of 

multiple pro- or anti-inflammatory genes capable of regulating the inflammatory response. This 

includes activation of positive or negative feedback mechanisms able to intensify or reduce the IL-1  

response. One of the positive feedback mechanisms implicates the upregulation of IL-1 , whereas 

upregulation of e.g. interleukin-1 receptor antagonist protein (IL-1RA) is part of a negative feedback 

mechanism (30). Upregulation of IL-1  and IL-1RA was, however, only observed by us in 

inflammatory activated NHDF and PBMCs, but not in activated HUVEC. Furthermore, the regulation 

of IL-1  and IL-1RA was different in NHDF as compared to PBMCs. Both, IL-1  and especially IL-1RA 

were upregulated mainly in the cytoplasm of NHDF, whereas they were most abundantly 

upregulated in the supernatant of PBMCs (Figure 3A); these proteins seem to have different 

functionalities in fibroblasts and leukocytes, as discussed below. Actually, many other proteins were 

found to be regulated in a cell type-specific way as well. Indeed, 471 and 699 proteins were found to 
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be selectively regulated in activated HUVEC and NHDF, respectively, whereas only 93 proteins were 

found to be regulated in a similar way in both, HUVEC and NHDF (Figure 2; Supplementary Tables S4 

and S5). Proteins of each of these groups are listed in Table 1B-1D.  

Importantly, the determination of proteins regulated in only one kind of cell allowed us to designate 

marker molecules which may be helpful to assess inflammatory processes occurring in vivo in a 

detailed fashion. In Table 1, proteins are listed which may generally indicate inflammation, whereas 

the marker proteins listed in Table 2 may indicate more specifically the involvement of distinct cell 

types such as fibroblasts or endothelial in biological samples. We also classified these marker 

molecules into secreted proteins, membrane-bound proteins from the cell surface, as well as 

intracellular proteins to support the most appropriate detection strategy.  

Because cell type-specific protein regulation may be the result of cell type-specific transcription 

factor activities, we subjected the proteins specifically regulated in HUVEC, NHDF or PBMCs to the 

oPOSSUM software (version 3.0); this supports detecting over-represented conserved transcription 

factor binding sites in the corresponding sets of genes (31). In this way, NF B and AP1 were 

identified as most important transcription factors acting in all kinds of investigated cells. 

Nonetheless, they were obviously inducing different proteins in different cells. Figure 4 illustrates the 

cell type-specific expression of some proteins targets of NF B and AP1. Furthermore, some 

transcription factors were apparently only present or upregulated in one kind of cell. So, T-cell acute 

lymphocytic leukemia protein 1 (TAL1) was specifically expressed in HUVEC (Figure 4). Several 

proteins found to be regulated exclusively in activated HUVEC were effectively targets of TAL1, 

including for example laminin subunit gamma-2 (LAMC2) and neuronal cell adhesion molecule 

(NRCAM) (Figure 4). Several of the proteins found to be regulated selectively in activated NHDF 

turned out to be targets of paired mesoderm homeobox protein 2 (PRRX2), such as for example 

leukemia inhibition factor (LIF) and thrombospondin-2 (TSP2) (Figure 4). We were able to detect 

PRRX2 in NHDF, but also in HUVEC. Interestingly, PRRX1 was upregulated in inflammatory activated 

NHDF, but not in activated HUVEC or PBMCs (Figure 4); it is possible that this transcription factor may 
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target similar proteins as PRRX2. One of the known targets of PRRX1 and PRRX2, tenascin (TNC), was 

determined at high levels in NHDF, even though this protein was upregulated in inflammatory 

activated HUVEC likewise (Figure 4). In conclusion, we observed both cell type-specific expression 

patterns of transcription factors as well as cell type-specific target gene expression. 

Biological processes activated during inflammation 

The fact that each kind of inflammatory activated cell type was regulating a very specific set of 

proteins further raised the question whether the cells were involved in different biological processes 

during inflammation. To this end, we submitted all proteins found to be regulated in activated NHDF, 

HUVEC or PBMCs, to the DAVID Functional Annotation Tool for biological processes (32, 33). This 

determined the most significantly represented biological processes regulated in the cells upon 

inflammatory activation. Apparently, several common processes were induced in all three kinds of 

cells during inflammation, namely (i) innate immune response, (ii) cell adhesion and migration, (iii) 

cell proliferation and differentiation, and (iv) response to oxidative stress. However, execution of 

these processes was apparently achieved in a cell type-specific way. Indeed, each cell type was up- or 

downregulating different proteins related to these processes (Supplementary Tables S4 and S5), as 

exemplified for several proteins in Figure 5. Interestingly, in activated NHDF, even though several 

proteins related to the innate immune response were upregulated, hardly any interferon (IFN) 

response was observed upon inflammatory activation. Only IFIT1 was slightly upregulated in these 

cells, whereas in inflammatory activated PBMCs and HUVEC, several IFN-responsive gene products, 

such as interferon-induced GTP-binding protein Mx1 (Mx1), interferon-induced proteins with 

tetratricopeptide repeats (IFITs) and guanylate-binding proteins (GBPs) were strongly upregulated 

(Figure 3B; Table 3). 

Actually, two specific inflammation-related processes were evident only in fibroblasts and 

endothelial cells, designated here as stromal cells, namely angiogenesis and reorganization of the 

extracellular matrix (ECM). Table 4A and 4B list regulatory and effector molecules involved in 
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angiogenesis. Most of those were classified by applying the DAVID Functional Annotation Tool. This 

accounts for example for vascular endothelial growth factor C (VEGF-C), and transforming growth 

factor beta-

such as for example cathepsin S. Ward et al. have shown that antibody-based blocking of cathepsin S 

leads to inhibition of angiogenesis (34). Plasminogen activator inhibitor 1 is an important regulatory 

factor of angiogenesis, which is able to both promote and inhibit angiogenesis (35, 36). Neuronal cell 

adhesion molecule and transforming growth factor-beta-induced protein ig-h3 are involved in 

angiogenesis as well, as demonstrated by Aitkenhead et al. (37). Concerning proteins involved in ECM 

reorganization, the situation was similar. Several regulator and effector molecules related to this 

biological process were found significantly up- or downregulated in HUVEC and/or NHDF upon 

inflammatory activation (Table 4B and 4C). Proteins were again selected using both, the DAVID 

Functional Annotation Tool (32, 33) as well as relevant information from literature. Finally, we also 

determined processes which were only accomplished by inflammatory activated fibroblasts, 

processes related to monosaccharide metabolism and energy generation. Proteins involved in these 

processes are indicated in Supplementary Table S5. 

Hallmarks of inflammation 

Through the comparative analysis of inflammatory activated endothelial cells, fibroblasts and 

leukocytes we were thus able to determine in a comprehensive way proteins fulfilling effector 

functionalities during inflammation as well as corresponding inflammation-related processes. This 

motivated us to define hallmarks of inflammation representing the most apparent biological 

processes occurring during inflammation, and to specify responsibilities of fibroblasts, endothelial 

cells and leukocytes therein (Figure 6). We included (i) common processes realized by stromal cells 

and leukocytes, namely the innate immune response, cell adhesion and migration, cell proliferation 

and differentiation, as well as response to oxidative stress; (ii) processes specifically executed by 

stromal cells, namely angiogenesis and reorganization of the ECM; (iii) processes fulfilled only by 
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fibroblasts related to monosaccharide metabolism; and (iv) a process well-known to be only 

accomplished by leukocytes, the acquired immune response.  
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Discussion 

This study focused on inflammation-related proteins in primary human stromal cells, taking NHDF 

and HUVEC to represent fibroblasts and endothelial cells, respectively. Previously published data on 

inflammatory stimulated primary human peripheral blood mononuclear cells (PBMCs) were also 

considered for data interpretation. Comparative proteome profiling revealed 19 proteins which were 

upregulated in a similar fashion upon inflammatory activation in all three kinds of cells (Table 1A). 

Obviously, pro-inflammatory agonists such as IL-1  in case of fibroblasts and endothelial cells or 

LPS/PHA in case of PBMCs can thus trigger similar responses in different cell types. Generally, a pro-

inflammatory signal sensed on the cell surface initiates an intracellular signaling cascade, the 

consequent activation of transcription factors such as AP1 and NF B and finally the expression of 

specific genes. Many of the common upregulated proteins were actually NF B and AP1 target gene 

products, such as for example IL-6 and COX-2. Besides these common effects, cells were also 

regulating proteins in a cell type-specific way (Figure 5). The present data demonstrate that each cell 

type is actually contributing to inflammation in a cell type-specific way by activating its specific 

repertoire of proteins. 

Our observations concerning the expression of the canonical inflammation inducer IL-1  itself in the 

different kinds of cells indeed point to complex cell type-specific regulatory mechanisms. Firstly, 

upregulation of IL-1  was only observed in activated NHDF and PBMCs, but not in HUVEC (Figure 3A). 

Secondly, mechanisms controlling the functionality of IL-1  were apparently different in NHDF and 

PBMCs. Activated PBMCs abundantly secreted IL-1 , obviously with the aim to activate surrounding 

cells and reinforce the inflammatory process. However, an upregulation and secretion of interleukin 

1 receptor antagonist (IL-1RA) was observed in parallel. While IL-1  binds to interleukin receptor 1 to 

induce pro-inflammatory signaling in the cell, IL-1RA competes with IL-1 , acting as an anti-

inflammatory effector which counter-regulates the pro-inflammatory cascade. The ratio of IL-1  to 

IL-1RA determines whether the final signal becomes pro- or anti-inflammatory (38). In activated 
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NHDF, most of the upregulated IL-1  was found retained inside the cells and, interestingly, IL-1RA 

was upregulated only in the cytoplasm but not secreted (Figure 3A), producing only the intracellular 

form of IL-1RA (39). It thus might be that IL-1 , together with IL-1RA, serves as an emergency reserve 

inside inflammatory activated fibroblasts. In case cells undergo cell death, dying fibroblasts would 

thus be able to release large amounts of IL-1 , sending rapidly an alert signal and leading to the 

inflammatory activation of surrounding cells. The simultaneous release of IL-1RA may serve to fine-

tune the potent pro-inflammatory signaling. In activated HUVEC, themselves inducing no IL-1  at all, 

the IL-1  antagonist transforming growth factor beta- (40), already abundant in untreated 

 together with a continuous and 

prolonged provision of endothelial cells with IL-1  - rather derived from other cells - is capable of 

inducing endothelial to mesenchymal transition (EndMT) at later stages of inflammation, during 

resolution of inflammation and transition to the remodeling phase (40). Downregulation of 

endothelial markers, such as endothelial nitric oxide synthase and von Willebrand factor, 

accompanies ongoing EndMT and was actually observed in our experiments (Supplementary Table 

S1). Most importantly, EndMT is capable of promoting atherosclerosis and strongly correlates with 

the extent of atherosclerosis (41).  

Furthermore, significant differences were also observed concerning the IFN response of cells (Table 

3; Figure 3B; Figure 1). Actually, in our experiments, activated HUVEC and PBMCs but not NHDF were 

readily upregulating several IFN response-related proteins. This observation is supported by data 

published from Indraccolo et al. with regard to several genes selectively induced by IFNs in 

endothelial cells but not in fibroblasts (42). Some of the corresponding gene products, such as 

CXCL10, apolipoprotein L3 and IFN-induced protein 44 were found by us to be induced in activated 

HUVEC, but not in NHDF. One possible explanation for this apparent cell type-specific difference 

could rely on specific Ras/MEK signaling states. Battcock et al. have actually demonstrated that type I 

IFN cannot establish antiviral states in cells with activated Ras/MEK (43). In HUVEC, the Ras 

antagonist Ras suppressor protein 1 was found to be 3.5-fold upregulated upon inflammatory 
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activation, while in NHDF this protein was found more than 7-fold downregulated (Supplementary 

Tables S1 and S2). Furthermore, we found dual specificity mitogen-activated protein kinase kinase 1 

and 2 (MEK1 and MEK2) to be upregulated in activated fibroblasts, whereas MEK3 was 

downregulated in activated HUVEC (Supplementary Tables S1 and S2). 

These data clearly demonstrated cell type-specific regulatory mechanisms of inflammatory 

processes. Intriguingly several of the specifically induced proteins are targets of the common 

transcription factors NF B or AP1 as exemplified in Figure 4. This points to cell type-specific 

accessibility of chromatin for these transcription factors as known to account for other cell type-

specific gene expression patterns (44). Besides, a cell type-specific inflammatory response might also 

be regulated in dependence of other, rather cell-type specific transcription factors. Actually, we were 

able to detect specific transcription factors such as TAL1 in HUVEC and PRRX1 in NHDF (Figure 4). 

TAL1 may be responsible for the specific induction of LAMC2 and NRCAM in activated HUVEC. PRRX1 

may cause the induction of its target TNC as well as the PRRX2 target genes LIF and TSP2 in activated 

NHDF, as PRRX1 and PRRX2 have been assigned similar functionalities in mesenchymal cells during 

vasculogenesis (45). 

The determination of cell type- and cell state-specific proteins also allowed us to define marker 

molecules. The identification of pan-markers listed in Table 1 in complex samples such as blood or 

tissues could serve for the general indication of inflammation without providing information 

regarding the cell type of origin. In contrast, the identification of cell type-specific inflammation 

markers as listed in Table 2 would indicate inflammatory activation of fibroblasts or endothelial cells, 

respectively. This information may elucidate more details regarding the patho-mechanism relevant 

for the investigated samples. Importantly, such information may become accessible with different 

kinds of analysis methods including antibody-based technologies or targeted proteomics. In addition, 

different categories of markers were defined here that can be used for different applications (Table 

2): (i) blood-borne markers, i.e. proteins which are secreted by cells in the extracellular space but 

which do not bind to the extracellular matrix; those may be indicative for a specific inflammatory 
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activated cell type in blood samples, using for example ELISA; (ii) membrane-bound proteins from the 

cell surface, which can be used for FACS analyses; (iii) intracellular proteins which can be used for 

immunohistochemistry or immunofluorescence. Quantitative monitoring of such markers in clinical 

samples or appropriate model systems (46) may also help to reveal changes in the functional state of 

cells in response to specific treatment and, consequently, support the evaluation of specific drug 

effects. 

Another important aim was to determine functionalities related to inflammation, which may be 

specific for stromal cells. Our data demonstrated that fibroblasts and endothelial cells are both 

involved in the regulation of angiogenesis and in ECM reorganization. The relatively large number of 

involved proteins suggests complex regulation and fine-tuning of these important processes (Table 4; 

Figure 1). Activation of specific factors such as IL-8 and IL-1  may lead to a proangiogenic signaling 

and the initiation of angiogenesis (47, 48). After this initial phase, other molecules such as matrix 

metalloproteinases (MMPs) may support the ongoing process by degrading ECM and releasing ECM-

bound proangiogenic growth factors (49). Degradation of basement membranes is required to 

release endothelial cells into the sur

supports the formation of new vessels via proliferation (50). Finally, regulatory mechanisms control 

undesired escalation of angiogenesis. Activation of antiangiogenic factors such as thrombospondin-1 

(TSP1) and TSP2, or downregulation of proangiogenic factors such as angiotensin-converting enzyme 

or c-type lectin domain family 14 member A are involved here (51-54). ECM reorganization is strongly 

interlinked with angiogenesis and related proteins were found regulated in both cell types as well. 

Biglycan is a structural component of the ECM but also contributes to blood vessel remodeling, 

apparently being able to upregulate the expression of VEGF and thus promoting angiogenesis (55). 

Indeed, this protein, when proteolytically released from the ECM, acts as a danger signal stimulating 

pro-inflammatory signaling and activating the inflammasome (56). Other components of the ECM, for 

example laminins, are also important regulators of inflammation and angiogenesis. These proteins 

are necessary for the recruitment of immune cells to inflammatory loci (57, 58). Interestingly, laminin 
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8 (laminin alpha-4beta-1gamma-1), actually observed to be regulated in HUVEC, is involved in the 

development of inflammatory lesions of the blood brain barrier (59).  

Hyaluronan, a glycosaminoglycan of the ECM plays also an important role for the recruitment of 

immune cells. This molecule is regulated by other components of the ECM such as TSP1 and tumor 

necrosis factor-inducible gene 6 protein (TSG6) (60). These two proteins were presently observed to 

be upregulated in stimulated NHDF, indicating that fibroblasts may be involved in regulating the 

recruitment of leukocytes by endothelial cells during inflammation, which was also observed by 

McGettrick et al. (61). Such interrelations between angiogenesis and ECM reorganization as well as 

between fibroblasts and endothelial cells are further demonstrated by the interrelation of two 

important proteins mentioned before, PRRX1 and TNC. The transcription factor PRRX1 regulates 

vascular development and angiogenesis (62, 63). The PRRX1 target gene product TNC, an ECM 

glycoprotein, was induced both in fibroblasts and endothelial cells upon inflammatory activation 

(Figure 4). Tenascin apparently is required for PRRX1-dependent vascularization (64) and regulates 

angiogenesis during tumor development (65). On the other hand, TNC is also involved in promoting 

migration of fibroblasts to induce tissue rebuilding in response to injury (66). 

Fibroblasts and endothelial cells are thus involved in similar processes during inflammation, each of 

them fulfilling specific functionalities therein. However, processes related to monosaccharide 

metabolism and energy generation were found to be specifically regulated during inflammation in 

fibroblasts. Several proteins related to glycolysis, such as hexokinase 2, triosephosphate isomerase 

and pyruvate kinase, were found to be upregulated only in these cells, and, similarly, proteins related 

to the pentose phosphate pathway, such as 6-phosphogluconolactonase and transaldolase 

(Supplementary Table S5). L-lactate dehydrogenase was found to be upregulated as well, delivering 

lactate as end product of glycolysis in these cells. Up-regulation of glycolysis and production of 

lactate, here in the context of inflammation, has also been described to occur in cancer-supporting 

fibroblasts. These cells have been described to supply cancer cells via autophagy and glycolysis, 
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producing high amounts of lactate as energy-rich fuel delivered in a paracrine fashion to cancer cells 

(67). Also regulators of autophagy, such as lysosome-associated membrane glycoprotein 2 (68) and 

ras-related protein Rab-7a (69), were found by us to be up-regulated in inflammatory activated 

fibroblasts (Supplementary Table S5). Considering these aspects, it is not difficult to imagine how 

inflammation-related processes - when out of control - may contribute to cancer development or 

other diseases related to chronic inflammation. Especially stromal cells may be critically involved in 

cancer development as these cells are responsible for processes such as angiogenesis, ECM 

reorganization and energy supply.  

We have chosen suitable model systems representative for fibroblasts and endothelial cells 

displaying relevant cell functions such as ECM remodeling in fibroblasts, and angiogenesis in 

endothelial cells. While fibroblasts and endothelial cells derived from other tissues may display 

slightly different expression patterns (11), the main cell type specific characteristics will be 

independent from the tissue type of origin. Furthermore, despite a large number of proteins 

regulated upon inflammatory activation was identified they were clearly related to a rather small 

number of biological functions. As these biological functions represent the most important activities 

known to occur during inflammation, hallmarks of inflammation emerged (Figure 6). The 

consideration of these hallmarks may support our understanding of complex processes occurring 

during inflammation and related diseases.  

 

Conclusion and Outlook 

In this study, the most important players executing complex biological processes involved in the 

exertion of inflammation were identified. We determined proteins regulated in inflammatory 

activated endothelial cells, fibroblasts and leukocytes, and elucidated mechanisms which may 

contribute to the observed cell type-specific regulatory effects. The present results shall contribute 

to a better understanding of the processes occurring during acute and chronic inflammation and may 
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thus support the development of new therapeutic strategies to combat chronic inflammation and 

related diseases. The presented marker molecules may serve to accomplish such tasks by the specific 

detection of inflammatory activated cells in clinical samples. Furthermore, monitoring the levels of 

such marker proteins may also support the evaluation of drug effects.  
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Legends 

Figure 1: Regulation of proteins in HUVEC (A) and NHDF (B) upon inflammatory activation. 

Differences in LFQ values (logarithmic scale to the base of two) of proteins determined in activated 

versus control cells, including corresponding p-values (logarithmic scale), are represented as volcano 

plots for each subcellular fraction. Proteins related to angiogenesis and/or ECM organization, as well 

as proteins related to the IFN response are highlighted as indicated. Proteins which were found to be 

regulated in the same subcellular fraction of the other cell type, respectively, are designated as well. 

Figure 2: Quantitative Venn diagrams of proteins regulated in inflammatory activated HUVEC, 

NHDF and PBMCs demonstrating the cell type-specificity of the inflammatory response. For each 

kind of cell, the number of protein groups found to be at least twofold up- or downregulated 

upon inflammatory activation of the cells is represented. In total, we identified 667 protein 

groups which were regulated in HUVEC, 894 in NHDF and 646 in PBMCs.  

Figure 3: Cell type-specific regulation of IL- -

response. A. Heat maps of LFQ values for IL- IL-

logarithmic scale to the base of two) with corresponding p-values (logarithmic scale) determined in 

the cytoplasm (cyt) and the supernatant (sn) of the cells. Acc.Nr., UniProt accession number. B. Heat 

maps of LFQ values for different IFN-responsive gene products are represented.  

Figure 4: Cell type-specific regulation of proteins during inflammation. Heat maps of LFQ values for 

the canonical transcription factors 

which were upregulated in a cell type-specific way in HUVEC, NHDF and PBMCs, are represented. LFQ 

values for cell type-specific transcription factors with target gene products are shown similarly.  

Figure 5: Inflammation-related processes realized by all cells, however, by upregulating different 

proteins. Heat maps of LFQ values for proteins involved in the innate immune response, cell 
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adhesion and migration, cell proliferation and differentiation as well as response to oxidative stress 

are represented.  

Figure 6: Hallmarks of inflammation. Hallmarks of inflammation representing the most apparent 

biological processes executed by HUVEC, NHDF and/or PBMCs are represented.  

Table 1: Proteins regulated in a common as well as a cell type-specific way in HUVEC, NHDF and 

PBMCs. Proteins are listed which were at least twofold up- or downregulated (p<0.05) in all three 

kinds of cells upon inflammatory activation (A); proteins which were at least twofold up- or 

downregulated (p<0.05) in inflammatory activated stromal cells, but not in activated PBMCs (B); 

proteins which were at least twofold up- or downregulated (p<0.05) in inflammatory activated 

HUVEC only (C); and proteins which were at least twofold up- or downregulated (p<0.05) in 

inflammatory activated NHDF only (D). Acc.Nr., UniProt accession number.  

Table 2: Candidate marker proteins for inflammatory activated fibroblasts and endothelial cells. 

Blood-borne markers i.e. secreted proteins, as well as membrane-bound proteins from the cell 

surface and intracellular proteins were determined for endothelial cells (ECs) and fibroblasts. 

_act vs con; logarithmic scale to the 

base of two) with corresponding p-values are indicated for each subcellular fraction, cytoplasm (cyt), 

nuclear extract (ne) and supernatant (sn). Acc.Nr., UniProt accession number. 

Table 3: IFN response-related proteins regulated in PBMCs (A), HUVEC (B) and NHDF (C). Many 

proteins related to the IFN response were found to be regulated in activated HUVEC and PBMCs, 

whereas in activated NHDF, only IFIT1 was slightly upregulated. Differences of LFQ values between 

control and activate -

values are indicated for each subcellular fraction, cytoplasm (cyt), nuclear extract (ne) and 

supernatant (sn). Acc.Nr., UniProt accession number. 

Table 4: Proteins related to angiogenesis and ECM reorganization, regulated in HUVEC and NHDF. 

Proteins related to angiogenesis and ECM reorganization which were found to be at least twofold up 
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or downregulated (p<0.05) in inflammatory activated HUVEC and/or NHDF are listed. Acc.Nr., 

UniProt accession number.  
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HUVEC_cyt HUVEC_sn NHDF_cyt NHDF_sn PBMCs_cyt PBMCs_sn
Protein p-value p-value p-value p-value p-value p-value
IL-1b 0.41 3.67E-01 0.24 5.80E-01 11.01 2.28E-10 2.10 3.60E-02 4.20 3.31E-05 8.05 3.71E-08
IL-1RA 0.92 2.13E-01 0.58 5.76E-01 5.83 3.58E-05 0.76 3.45E-02 1.65 4.99E-03 2.60 3.00E-04
TGFb2 0.55 5.53E-01 2.14 5.60E-05 0.64 4.63E-01 -0.68 3.07E-01 0.71 3.52E-01 0.64 4.06E-01
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Figure 5 
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Table 1  

 

Acc.Nr. Name Q92823*  Neuronal cell adhesion molecule   
A. Proteins regulated in all cell types Q99571*  P2X purinoceptor 4   
P42830**  C-X-C motif chemokine 5; CXCL5 Q92626*  Peroxidasin homolog   
P09341**  Growth-regulated alpha protein; CXCL1 P23634*  Plasma membrane calcium-transporting ATPase 4   
P05362***  Intercellular adhesion molecule 1; ICAM1   O15460*  Prolyl 4-hydroxylase subunit alpha-2   
P05231**  Interleukin-6; IL6   Q08174*  Protocadherin-1   
P10145**  Interleukin-8; IL8   Q96PZ0*  Pseudouridylate synthase 7 homolog   
P43490**  Nicotinamide phosphoribosyltransferase   Q15262*  Receptor-type tyrosine-protein phosphatase kappa   
Q9C002**  Normal mucosa of esophagus-specific gene 1 protein   Q01844*  RNA-binding protein EWS   
P05120**  Plasminogen activator inhibitor 2; PAI2   P09238*  Stromelysin-2; MMP10
P35354**  Prostaglandin G/H synthase 2; COX-2 P04179*  Superoxide dismutase [Mn], mitochondrial   
P19875*  C-X-C motif chemokine 2; CXCL2   P24821*  Tenascin   
Q9BYK8*  Helicase with zinc finger domain 2   P19971*  Thymidine phosphorylase   
O43353*  Receptor-interacting serine/threonine-protein kinase 2   Q15025*  TNFAIP3-interacting protein 1   
P01024  Complement C3   P61812*  Transforming growth factor beta-2; TGFb2   
O75976  Carboxypeptidase D   Q15582*  Transforming growth factor-beta-induced protein ig-h3   
P49716  CCAAT/enhancer-binding protein delta   O95379*  Tumor necrosis factor alpha-induced protein 8   
P13500  C-C motif chemokine 2; CCL2   O95407*  Tumor necris factor receptor superfamily member 6B 
P09914  Interferon-induced protein with tetratricopeptide repeats 1; IFIT1   P30530*  Tyrosine-protein kinase receptor UFO   
Q15283  Ras GTPase-activating protein 2   Q9UK45*  U6 snRNA-associated Sm-like protein LSm7   
P17275  Transcription factor jun-B   O43795*  Unconventional myosin-Ib   
B. Proteins regulated in stromal cells, not in PBMCs P19320*  Vascular cell adhesion protein 1; VCAM1   
P08123**  Collagen alpha-2(I) chain   P49767*  Vascular endothelial growth factor C; VEGFC
P08572**  Collagen alpha-2(IV) chain   P12956*  X-ray repair cross-complementing protein 6   
P19876**  C-X-C motif chemokine 3; CXCL3 D. Proteins regulated in NHDF only
P80162**  C-X-C motif chemokine 6; CXCL6   P30533*  Alpha-2-macroglobulin receptor-associated protein   
O94808**  Glutamine--fructose-6-phosphate aminotransferase [isomerizing] 2   Q01432*  AMP deaminase 3   
Q00653**  Nuclear factor NF-kappa-B p100 subunit   P46013*  Antigen KI-67   
P19838**  Nuclear factor NF-kappa-B p105 subunit   Q9Y223*  Bifunctional UDP-N-acetylglucosamine 2-epimerase/N-acetylmannosamine kinase   
P05121**  Plasminogen activator inhibitor 1; PAI1   Q96EU7*  C1GALT1-specific chaperone 1   
O00469**  Procollagen-lysine,2-oxoglutarate 5-dioxygenase 2   P98194*  Calcium-transporting ATPase type 2C member 1   
O43353**  Receptor-interacting serine/threonine-protein kinase 2   P10644*  cAMP-dependent protein kinase type I-alpha regulatory subunit   
P08254**  Stromelysin-1; MMP3  Q9BX69*  Caspase recruitment domain-containing protein 6   
P48307**  Tissue factor pathway inhibitor 2   P12110*  Collagen alpha-2(VI) chain   
Q01201**  Transcription factor RelB   Q02388*  Collagen alpha-1(VII) chain   
Q24JP5**  Transmembrane protein 132A   O94921*  Cyclin-dependent kinase 14   
Q03169**  Tumor necrosis factor alpha-induced protein 2   Q00535*  Cyclin-dependent-like kinase 5   
P25774*  Cathepsin S   Q17RY0*  Cytoplasmic polyadenylation element-binding protein 4   
Q11201*  CMP-N-acetylneuraminate-beta-galactosamide-alpha-2,3-sialyltransferase 1P47712*  Cytosolic phospholipase A2   
P02794*  Ferritin heavy chain   Q13217*  DnaJ homolog subfamily C member 3   
Q53EP0*  Fibronectin type III domain-containing protein 3B   P11388*  DNA topoisomerase 2-alpha   
Q9UBX5*  Fibulin-5   Q96F86*  Enhancer of mRNA-decapping protein 3   
Q99988*  Growth/differentiation factor 15   P00533*  Epidermal growth factor receptor   
Q13751*  Laminin subunit beta-3   Q9Y4X5*  E3 ubiquitin-protein ligase ARIH1   
Q9UPQ0*  LIM and calponin homology domains-containing protein 1   Q92598*  Heat shock protein 105 kDa   
O60462*  Neuropilin-2   P52789*  Hexokinase-2   
P50479*  PDZ and LIM domain protein 4   O14929*  Histone acetyltransferase type B catalytic subunit   
C. Proteins regulated in HUVEC only Q9NPH2*  Inositol-3-phosphate synthase 1   
P10809*  60 kDa heat shock protein, mitochondrial   P17936*  Insulin-like growth factor-binding protein 3; IGFBP3   
O00468*  Agrin   Q8WWN9*  Interactor protein for cytohesin exchange factors 1   
Q06203*  Amidophosphoribosyltransferase   Q14627*  Interleukin-13 receptor subunit alpha-2; IL13RA2  
P12821*  Angiotensin-converting enzyme   P03956*  Interstitial collagenase; MMP1
O95236*  Apolipoprotein L3   P15018*  Leukemia inhibitory factor 
Q9NW81*  ATP synthase subunit s-like protein   P00338*  L-lactate dehydrogenase A chain   
P50895*  Basal cell adhesion molecule   O60488*  Long-chain-fatty-acid--CoA ligase 4   
P15907*  Beta-galactoside alpha-2,6-sialyltransferase 1   Q8WYQ5*  Microprocessor complex subunit DGCR8   
P21810*  Biglycan   Q3SY69*  Mitochondrial 10-formyltetrahydrofolate dehydrogenase   
O75828*  Carbonyl reductase [NADPH] 3   Q9NQS3*  Nectin-3   
P05997*  Collagen alpha-2(V) chain   O95631*  Netrin-1   
P00736*  Complement C1r subcomponent   O14786*  Neuropilin-1   
P09871*  Complement C1s subcomponent   P05114*  Non-histone chromosomal protein HMG-14   
Q9NPY3*  Complement component C1q receptor   Q13219*  Pappalysin-1   
P00751*  Complement factor B   P54821*  Paired mesoderm homeobox protein 1   
Q86T13*  C-type lectin domain family 14 member A   Q96HC4*  PDZ and LIM domain protein 5   
Q16531*  DNA damage-binding protein 1   P42338*
Q9UBS4*  DnaJ homolog subfamily B member 11   Q9BQ51*  Programmed cell death 1 ligand 2   
Q9Y5X9*  Endothelial lipase   O14684*  Prostaglandin E synthase   
P16581*  E-selectin   Q8N8S7*  Protein enabled homolog   
O14980*  Exportin-1   Q96MK3*  Protein FAM20A   
Q96AE4*  Far upstream element-binding protein 1   Q92597*  Protein NDRG1   
P14324*  Farnesyl pyrophosphate synthase   Q8TF72*  Protein Shroom3   
P15090*  Fatty acid-binding protein, adipocyte   Q15293*  Reticulocalbin-1   
Q00839*  Heterogeneous nuclear ribonucleoprotein U   P50454*  Serpin H1   
O75144*  ICOS ligand   P09486*  SPARC   
Q01638*  Interleukin-1 receptor-like 1; IL1RL1   P52823*  Stanniocalcin-1   
Q13478*  Interleukin-18 receptor 1; IL18R1   O76061*  Stanniocalcin-2   
Q16363*  Laminin subunit alpha-4   P10599*  Thioredoxin   
P07942*  Laminin subunit beta-1   P35442*  Thrombospondin-2   
P11047*  Laminin subunit gamma-1   Q04206*  Transcription factor p65   
Q13753*  Laminin subunit gamma-2   P02786*  Transferrin receptor protein 1   
Q9H492*  Microtubule-associated proteins 1A/1B light chain 3A   Q9NQC7*  Ubiquitin carboxyl-terminal hydrolase CYLD   
P35580*  Myosin-10   Q9NR00*  Uncharacterized protein C8orf4   
P35579*  Myosin-9   Q15043*  Zinc transporter ZIP14   
significant regulation with FDR<0.05 in one (*), two (**) or three kinds of cells (***)
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Table 2 

 

  

Acc.Nr. Name

Blood-borne markers for inflammatory activated ECs con_cyt
p-value   

cyt
significant 

with FDR<0.05 con_ne
p-value    

ne
significant 

with FDR<0.05 con_sn
p-value    

sn
significant 

with FDR<0.05
Q9Y5X9  Endothelial lipase   3.78 2.79E-08 x 3.62 1.26E-04 3.59 1.38E-03 x
Q01638  Interleukin-1 receptor-like 1   -1.31 1.28E-01    -0.84 2.89E-01 2.17 4.41E-07 x
P09238  Stromelysin-2; MMP10 0.75 1.18E-01    -0.49 2.84E-01 6.50 3.18E-07 x
P61812  Transforming growth factor beta-2   0.55 5.53E-01    -0.91 2.68E-01 2.11 1.10E-03 x
O95407  Tumor necris factor receptor superfamily member 6B  6.71 3.49E-06 x
Membrane-bound markers for inflammatory activated ECs
P16581  E-selectin; CD62E 4.63 2.40E-09 x 0.83 2.60E-01 7.66 9.14E-07 x
O75144  ICOS ligand; CD275 2.47 2.22E-06 x -0.44 3.61E-01 2.63 2.06E-04 x
Q13478  Interleukin-18 receptor 1; CD218a   2.96 8.05E-05 x 0.30 6.73E-01
Q99571  P2X purinoceptor 4   2.67 1.34E-04 x 0.76 3.22E-01
Q08174  Protocadherin-1   1.48 1.10E-05 x 0.79 2.71E-01 1.88 1.89E-01
P19320  Vascular cell adhesion protein 1; CD106 6.52 5.81E-07 x 1.41 1.35E-01 2.40 3.92E-08 x
Intracellular markers for inflammatory activated ECs
O95236  Apolipoprotein L3   3.25 2.34E-06 x 0.58 3.41E-01 -0.34 4.04E-01
Q9Y5X9  Endothelial lipase   3.78 2.79E-08 x 3.62 1.26E-04 6.71 3.49E-06 x
P19971  Thymidine phosphorylase   4.41 6.54E-06 x -1.04 1.17E-01

Blood-borne markers for inflammatory activated fibroblasts
P15018  Leukemia inhibitory factor; LIF 4.93 2.53E-06 x
P52823  Stanniocalcin-1   4.06 3.63E-05 x 5.22 1.63E-05 x 5.21 3.26E-06 x
O76061  Stanniocalcin-2   0.04 9.65E-01 0.80 4.08E-01 1.05 2.37E-04 x
Membrane-bound markers for inflammatory activated fibroblasts
Q14627  Interleukin-13 receptor subunit alpha-2; CD213a2 5.94 7.15E-05 x 0.88 1.85E-01
Q9NQS3  Nectin-3; CD113   2.30 1.66E-05 x 0.51 6.02E-01
Q9BQ51  Programmed cell death 1 ligand 2; CD273   2.26 6.05E-06 x 0.25 7.94E-01
Q15043  Zinc transporter ZIP14   2.43 2.42E-06 x 2.24 8.41E-02
Intracellular markers for inflammatory activated fibroblasts
P47712  Cytosolic phospholipase A2   2.57 4.86E-05 x 1.48 1.40E-01
P00533  Epidermal growth factor receptor   1.40 2.05E-02 4.13 2.95E-04 x
O14684  Prostaglandin E synthase   4.98 6.81E-08 x 2.96 3.82E-05 x
P35442  Thrombospondin-2   4.75 6.14E-05 x 4.50 3.17E-05 x 2.43 1.75E-03
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Table 3 

 

 

 

  

A. Proteins  related to IFN response, upregulated in PBMCs upon inflammatory activation

Acc.Nr. Name con_cyt
p-value   

cyt
significant 

with FDR<0.05 con_ne
p-value    

ne
significant 

with FDR<0.05 con_sn
p-value    

sn
significant 

with FDR<0.05
O14879  Interferon-induced protein with tetratricopeptide repeats 3  7.54 5.30E-07 1.51 2.05E-01 3.99 3.21E-03
P09913  Interferon-induced protein with tetratricopeptide repeats 2  6.75 3.37E-06 -0.83 2.76E-01 3.19 4.91E-02
Q96PP8  Guanylate-binding protein 5   2.48 1.17E-05 0.45 4.61E-01 0.17 8.81E-01
Q15646  2-5-oligoadenylate synthase-like protein   5.85 3.17E-05 4.07 6.82E-04
P14902  Indoleamine 2,3-dioxygenase 1   7.63 4.51E-05 -1.90 1.12E-01
P20591  Interferon-induced GTP-binding protein Mx1; MX1   3.53 6.57E-05 1.46 2.07E-01 2.46 7.11E-03
Q96PP9  Guanylate-binding protein 4; GBP4   4.76 1.15E-04 -0.28 6.06E-01
P09914  Interferon-induced protein with tetratricopeptide repeats 1  4.95 1.81E-04 0.82 5.39E-01 1.26 3.31E-01
Q92985  Interferon regulatory factor 7   4.01 2.04E-04 4.63 3.40E-03
Q9BYX4  Interferon-induced helicase C domain-containing protein 1  6.77 2.49E-04 0.97 2.28E-01
P05161  Ubiquitin-like protein ISG15   5.33 4.91E-04 4.03 2.44E-05 4.28 1.27E-03
Q9UII4  E3 ISG15--protein ligase HERC5   4.95 1.10E-03 5.35 7.80E-04
Q8TCB0  Interferon-induced protein 44   4.23 1.17E-03 2.31 4.52E-02
P32455  Interferon-induced guanylate-binding protein 1   1.02 1.70E-03 0.72 4.19E-01 2.46 1.29E-01
Q9NQ25  SLAM family member 7   5.18 2.61E-03 0.84 3.68E-01
P20592  Interferon-induced GTP-binding protein Mx2   6.41 4.51E-03 1.98 1.80E-01
Q96J88  Epithelial-stromal interaction protein 1   3.87 7.36E-03 5.85 9.84E-05
Q08380  Galectin-3-binding protein   2.77 9.29E-03 6.62 1.11E-07 x 0.85 3.17E-01
Q96AZ6  Interferon-stimulated gene 20 kDa protein; ISG20   2.40 1.28E-02 2.45 1.87E-01 2.67 9.62E-04
P31941  DNA dC->dU-editing enzyme APOBEC-3A   5.16 1.60E-02 0.97 1.60E-01
Q9Y244  Proteasome maturation protein   2.69 2.38E-02 -0.59 6.65E-01
Q8N8V2  Guanylate-binding protein 7   3.19 4.36E-02 0.72 1.99E-01
P02778  C-X-C motif chemokine 10; CXCL10   2.08 1.11E-01 3.31 5.55E-02 3.00 2.39E-02
Q8WXG1  Radical S-adenosyl methionine domain-containing protein 2 1.33 1.28E-01 4.99 2.49E-03
P52630  Signal transducer and activator of transcription 2   1.00 1.34E-01 4.22 5.75E-04
O95786  Probable ATP-dependent RNA helicase DDX58; DDX58      1.61 1.99E-01 3.70 2.05E-04 0.72 5.64E-01
P42224  Signal transducer and activator of transcription 1-alpha/beta 0.45 3.83E-01 2.77 1.90E-03 0.53 6.11E-01
Q02556  Interferon regulatory factor 8   0.73 4.47E-01 2.32 1.09E-02
Q16666  Gamma-interferon-inducible protein 16   0.35 5.11E-01 1.93 4.09E-02 1.03 2.63E-01
P80075  C-C motif chemokine 8 3.35 1.90E-05
Q14258  E3 ubiquitin/ISG15 ligase TRIM25   -0.08 4.01E-01 0.50 3.80E-01 1.61 4.71E-02
B. Proteins  related to IFN response, upregulated in HUVEC upon inflammatory activation
O95236  Apolipoprotein L3   3.25 2.34E-06 x 0.58 3.41E-01
P20591  Interferon-induced GTP-binding protein Mx1; MX1      4.57 1.81E-05 x 3.48 1.43E-02 2.53 2.04E-02
O95786  Probable ATP-dependent RNA helicase DDX58; DDX58   1.75 2.63E-05 x -0.66 1.36E-01 -0.90 2.20E-01
Q96PP9  Guanylate-binding protein 4; GBP4      3.34 3.91E-05 x -0.68 1.31E-01
Q96AZ6  Interferon-stimulated gene 20 kDa protein; ISG20 3.69 5.00E-05 x 2.77 1.44E-02 4.22 4.43E-06 x
P32455  Interferon-induced guanylate-binding protein 1   1.91 7.91E-05 x 0.52 3.77E-01 1.19 3.77E-01
Q99571  P2X purinoceptor 4   2.67 1.34E-04 x 0.76 3.22E-01
Q9BYX4  Interferon-induced helicase C domain-containing protein 1  2.67 1.43E-03    -0.17 7.62E-01
Q13287  N-myc-interactor   1.15 2.02E-03    2.67 7.72E-04
P32456  Interferon-induced guanylate-binding protein 2   1.07 2.40E-03    -0.37 6.04E-01 -0.85 2.58E-01
Q13325  type I interferon signaling pathway; antiviral 1.91 3.77E-03    0.82 1.78E-01
Q07000  HLA class I histocompatibility antigen, Cw-15 alpha chain   2.45 4.66E-03    1.45 1.18E-02
O00478  Butyrophilin subfamily 3 member A3   1.45 6.85E-03    0.62 2.75E-01
P20592  Interferon-induced GTP-binding protein Mx2   1.26 1.07E-02    1.11 1.69E-01
O14879  Interferon-induced protein with tetratricopeptide repeats 3  2.02 1.28E-02    0.09 8.38E-01 -0.24 7.00E-01
P09914  Interferon-induced protein with tetratricopeptide repeats 1  1.99 2.21E-02    1.03 1.84E-01 -0.12 7.73E-01
Q8TCB0  Interferon-induced protein 44   1.06 4.16E-02    0.07 8.94E-01
P05161  Ubiquitin-like protein ISG15   1.06 6.72E-02    1.20 2.44E-01 1.18 6.17E-05 x
Q00978  Interferon regulatory factor 9   0.38 5.87E-01    1.28 1.57E-02
P02778  C-X-C motif chemokine 10; CXCL10      0.11 8.18E-01    0.79 1.30E-01 4.23 4.21E-05 x
C. Proteins related to IFN response, upregulated in NHDF upon inflammatory activation
P09914  Interferon-induced protein with tetratricopeptide repeats 1  -0.99 4.77E-02 -0.58 7.07E-01 1.01 2.76E-02
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Table 4 

 

Acc.Nr. Name HUVEC NHDF
A. Proteins involved in angiogenesis
P12821  Angiotensin-converting enzyme; CD143   down* -
Q96EU7  C1GALT1-specific chaperone 1   - up*
P25774  Cathepsin S   up* up
Q86T13  C-type lectin domain family 14 member A   down* -
Q9NPY3  Complement component C1q receptor; CD93 up* -
P01584  Interleukin-1 beta   - up*
Q14213  Interleukin-27 subunit beta   up* -
P10145  Interleukin-8   up* up*
Q96RQ9  L-amino-acid oxidase   up* -
P35579  Myosin-9   down* -
Q92823  Neuronal cell adhesion molecule   up* -
O14786  Neuropilin-1   - up*
O60462  Neuropilin-2   up up*
P54821  Paired mesoderm homeobox protein 1   - up*
P42338  Phosphatidylinositol 4,5-bisphosphate 3-kinase catalytic subunit beta isoform   - down*
P23634  Plasma membrane calcium-transporting ATPase 4   up* -
Q92597  Protein NDRG1   - up*
Q08174  Protocadherin-1   up* -
P19971  Thymidine phosphorylase   up* -
Q03169  Tumor necrosis factor alpha-induced protein 2   up* up*
P49767  Vascular endothelial growth factor C up* -
B. Proteins involved in angiogenesis and ECM reorganization
P21810  Biglycan   down* -
P02452  Collagen alpha-1(I) chain   - down*
P08123  Collagen alpha-2(I) chain   down* down*
P08572  Collagen alpha-2(IV) chain   up* up*
Q9UBX5  Fibulin-5   down* down
P03956  Interstitial collagenase; MMP1 - up*
Q16363  Laminin subunit alpha-4   up* -
P05121  Plasminogen activator inhibitor 1   up* up
O15460  Prolyl 4-hydroxylase subunit alpha-2   up* down*
P08254  Stromelysin-1, MMP3 up* up*
P09238  Stromelysin-2, MMP10 up*
P07996  Thrombospondin-1   down up*
P35442  Thrombospondin-2   - up*
P61812  Transforming growth factor beta-2   up* -
Q15582  Transforming growth factor-beta-induced protein ig-h3   up* -
C. Proteins involved in ECM reorganization
O00468  Agrin   up* -
Q02388  Collagen alpha-1(VII) chain   - up*
P05997  Collagen alpha-2(V) chain   up* -
P12110  Collagen alpha-2(VI) chain   - down*
P05362  Intercellular adhesion molecule 1   up* up*
P07942  Laminin subunit beta-1   up* -
Q13751  Laminin subunit beta-3   up up*
P11047  Laminin subunit gamma-1   up* -
Q13753  Laminin subunit gamma-2   up* -
Q00653  Nuclear factor NF-kappa-B p100 subunit   up* up*
Q92626  Peroxidasin homolog   up*
P50454  Serpin H1   - down*
P24821  Tenascin   up* -
P48307  Tissue factor pathway inhibitor 2   up* up*
P98066  Tumor necrosis factor-inducible gene 6 protein; TSG6  up up*
P19320  Vascular cell adhesion protein 1   up* -
P13611  Versican core protein   - down*
*significant regulation with FDR<0.05
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4. Conclusions

Although inflammation-related processes are in the focus of numerous research institutions already for

decades, many important questions remain unsolved. In clinical practice, biomarkers for inflammation

such  as  C-reactive  protein  (CRP)  are  readily  available  and  the  determination  of  these  markers

represents the most important and widely used bioassays. However, since CRP is rather unspecific,

more specific markers for inflammatory activities and states of cells and tissues could dramatically

improve diagnosis and monitoring of for example arteriosclerosis or neurodegenerative processes and

are still urgently required. Furthermore, a detailed and individualized prediction of drug effects during

a therapeutic intervention is not  yet  possible, resulting in rather empirical  approaches to find best

working drugs. A comprehensive investigation of complex molecular processes may actually support

the  determination  of  appropriate  marker  molecules  as  well  as  improved  prediction  of  therapeutic

effects.

The  present  doctoral  thesis  demonstrates  that  comprehensive  analysis  of  regulatory  molecular

processes  involved in  acute inflammation is  feasible.  The detectable molecular  events range from

ligand-induced receptor activation, the exertion of downstream signaling cascades including kinase

activities, the translocation of transcription factors as well as the subsequent transcriptional activation

of target genes resulting in specific protein synthesis. Detailed insights into these molecular processes

were obtained by a powerful proteomic approach based on nanoflow liquid chromatography and high

resolution mass spectrometry. Furthermore, an increased data density achieved by iterative method

optimization allowed the elucidation of expected as well as unexpected effects of commonly used

drugs such as dexamethasone or more specific compounds such as cannabinoids. In conclusion, here I

demonstrate  that  the  application  of  a  mass  spectrometry-based  screening  approach  resulted  in

comprehensive  assessments  of  complex  molecular  inflammation-related  processes.  The  presented

methods are fully compatible for dealing with biological model systems as well as clinical samples.

The comprehensive screening  for  molecular  events  resulted  in  the  identification of  representative

marker  molecules.  Targeted  mass  spectrometry  methods  were  demonstrated  to  support  high-

throughput  analysis  with  very  high  accuracy.  These  methods  and  tools  shall  be  used  for  the

improvement of diagnostic procedures as well as for the evaluation of drug mechanisms of action

including side effects. 
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5. Abstract

Inflammatory responses are indispensable physiological processes involved in the defense mechanism

of an organism. These processes are characterized by a complex interplay of different types of immune

cells  with  an  underlying  network  of  intersecting  signaling  pathways.  Mass  spectrometry-based

proteomics  analysis  was  applied  in  order  to  investigate  cellular  processes  during  inflammatory

stimulation as well as in response to therapeutic interventions. As a highly relevant  in vitro model

system,  primary  human  peripheral  blood  mononuclear  cells  (PBMCs)  were  chosen,  which  were

inflammatory stimulated using lipopolysaccharide and phytoheamagglutinin. Furthermore, cells were

treated with dexamethasone and the synthetic cannabinoid CP47,497-C8, respectively. The treatment

of inflammatory activated PBMCs with dexamethasone was performed to obtain insight  into anti-

inflammatory mechanisms induced by drug treatment and to investigate its potency to suppress pro-

inflammatory cellular activities. In contrast, the assessment of CP47,497-C8-treated quiescent PBMCs

demonstrated  the  power  of  this  analysis  strategy  to  disclose  inflammation-related  processes

independent of a classical inflammatory stimulus. Cellular samples were fractionated into supernatant,

cytoplasmic and nuclear protein fractions and subsequently enzymatically digested. Comprehensive

proteome profiles were then generated using a high resolution QExactive orbitrap mass spectrometer

and label-free quantitative data analysis was performed using MaxQuant.

Comparative  proteome  profiling  of  quiescent  and  inflammatory  activated  PBMCs  revealed  the

identification of 85501 peptides compiled to 6886 proteins. Thereof, 469 proteins were significantly

regulated upon inflammatory activation including the classical inflammatory mediators IL-1β, IL-6,

CXCL2  and  GROα.  Furthermore,  it  was  clearly  demonstrated  that  dexamethasone  is  unable  to

counter-regulate all inflammation-induced proteins. Based on the high data density, the entire c-JUN,

ERK5 and NF-κB signaling cascade was mapped in a semi-quantitative fashion. Furthermore, 2731

phosphopeptides derived from 991 proteins were identified in a highly confident fashion. Due to the

efficient  subcellular  fractionation  it  was  further  possible  to  assess  inflammation-related  nuclear

translocation  of  proteins,  for  example  of  histone-modifying  proteins  and  transcription  factors.  In

conclusion, this thesis demonstrates the power of mass spectrometry-based proteomics regarding not

only the identification of proteins, but also the assessment of protein regulations, post-translational

modifications and nuclear translocation events in order to comprehensively characterize the complex

molecular processes during inflammation.
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6. Zusammenfassung (German Abstract)

Entzündungsprozesse  sind  die  Folge  von  physiologisch  essentiellen  Abwehrstrategien  höherer

Organismen  gegen  Pathogene.  Diese  Prozesse  sind  durch  ein  komplexes  Zusammenspiel

unterschiedlichster  Zelltypen  charakterisiert,  dem  ein  Netzwerk  verschränkter

Signaltransduktionswege  zugrunde  liegt.  Massenspektrometrie-basierende  Proteomanalysen  wurden

zur Untersuchung der zellulären Prozesse während entzündlicher Stimulation und auch der zellulären

Reaktion auf anti-entzündliche Wirkstoffe eingesetzt. Als biologisch relevantes in vitro Modell wurden

primäre  humane  mononukleäre  Zellen  des  peripheren  Blutes  herangezogen,  welche  mit

Lipopolysaccharid und Phytohämagglutinin entzündlich stimuliert wurden. In weiterer Folge wurden

die  Effekte  von  Dexamethason  und  dem  synthetischen  Cannabinoid  CP47,497-C8  auf  die

Entzündungsprozesse untersucht. Die Behandlung entzündlich stimulierter Zellen mit Dexamethason

wurde  durchgeführt  um  einerseits  Einblicke  in  anti-entzündliche  Mechanismen  zu  erhalten  und

andererseits  die  Fähigkeit  des  Medikamentes  pro-entzündliche  Zellaktivitäten  zu  unterbinden,  zu

evaluieren. Die Behandlung von ruhenden Zellen mit dem synthetischen Cannabinoid hingegen zeigte

die besondere Eignung des Verfahrens, die Beeinflussung von Entzündungsprozessen auch aufgrund

von nicht-klassischen Stimulantien genau untersuchen zu können. Die zellulären Proben wurden in

zytoplasmatische Protein, Kernproteine und sezernierte Proteine aus dem Zellüberstand fraktioniert

und  enzymatisch  verdaut.  Umfassende  Proteomprofile  wurden  mit  Hilfe  eines  hochauflösenden

QExactive Orbitrap Massenspektrometers und der MaxQuant-Software erstellt. 

Vergleichende Proteomanalysen von ruhenden und entzündlich stimulierten mononukleären Zellen des

peripheren  Blutes  ergaben  die  Identifikation  von  85501  unterschiedlichen  Peptiden,  die  zur

Identifikation  von  6886  Proteinen  führte.  Davon  waren  469  Proteine  durch  die  entzündliche

Stimulation signifikant reguliert, unter anderem auch die klassischen entzündlichen Mediatoren IL-1β,

IL-6, CXCL2 und GROα. Es konnte auch gezeigt werden, dass Dexamethason nicht in der Lage ist,

alle durch entzündliche Stimulation hoch regulierten Proteine wieder hinunter zu regulieren. Basierend

auf der hohen Datendichte konnte der gesamte c-JUN, ERK5 und NF-κB Signalweg semiquantitativ

abgebildet werden. Des Weiteren konnten 2731 Phosphopeptide, welche von 991 Proteinen stammen,

mit  hoher Sicherheit  erfasst  werden.  Aufgrund der effizienten subzellulären Fraktionierung war es

auch möglich Entzündungs-assoziierte Translokations-Ereignisse in den Zellkern von beispielsweise

Histon-modifizierenden Enzymen  und Transkriptionsfaktoren  zu  verfolgen.  Schließlich  zeigt  diese

Arbeit  nicht  nur  die  Leistungsfähigkeit  von  Massenspektrometrie-basierenden  Analysestrategien

hinsichtlich  der  Identifikation  von  Proteinen,  sondern  auch  bezüglich  der  Untersuchung  von

Proteinregulationen, post-translationalen Modifikationen und Kerntranslokation von Proteinen, welche

zur  detaillierten  Charakterisierung  von  komplexen  Mechanismen  im  Rahmen  von

Entzündungsprozessen erforderlich sind. 
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