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Abstract

In recent years, there has been a continuing surge of interest in more and
more accurate descriptions for the correlation energy in ab initio electronic
structure calculations. The correlation energies obtained from second order
Møller-Plesset perturbation theory and the random phase approximation
both converge very slowly w.r.t. the cutoff energy. This is caused by the
singularity of the Coulomb potential which determines the 1/q2 high fre-
quency behavior in Fourier space. In this work, we investigate whether the
convergence can be improved by replacing the repulsive Coulomb potential
by a norm conserving pseudo-potential. In the pseudization of the electron-
electron interaction, we follow a revised version of the RRKJ method. We
study the convergence of the pseudized correlation energies and the errors
due to the pseudization for the case of the homogeneous electron gas.

Zusammenfassung

In den letzten Jahren gab es ein stetig wachsendes Interesse an einer im-
mer genaueren Beschreibung von Korrelations-Energien im Zuge von ab
initio Berechnungen elektronischer Strukturen. Die Korrelations-Energien
innerhalb von Møller-Plesset Störungstheorie zweiter Ordnung und der
sogenannten random phase approximation konvergieren nur langsam in
Bezug auf die Basissätze, die wiederum durch eine Energie (“cutoff energy”)
parametrisiert werden. Der Grund liegt in der Singularität des Coulomb
Potentials, welche ein 1/q2 Hochfrequenz-Verhalten im Fourierraum verur-
sacht. In dieser Arbeit untersuchen wir, ob die Konvergenz verbessert
werden kann, indem das repulsive Coulomb Potential durch ein normer-
haltendes Pseudopotential ersetzt wird. Die Pseudisierung der Elektron-
Elektron Wechselwirkung führen wir mithilfe einer verbesserten Version der
RRKJ-Methode durch. Wir untersuchen die Konvergenz der pseudisierten
Korrelations-Energien und die Fehler, die durch die Pseudisierung gemacht
werden für das homogene Elektronengases.
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Chapter 1

Introduction

Since the 1930s, the electron-nucleus interaction in electronic structure calcu-
lations has been successfully described via the pseudo-potential method. For-
mally, this method can be expressed as a transformation of the Schrödinger
equation that changes the potential and the wave function inside a core
region, but retains the eigenvalues and the scattering properties of the po-
tential. The fact that the transformation is not unique can be used to give
the “pseudo-potential” any convenient shape. This fact can be used to
achieve that both the pseudo-potential and the “pseudo wave function” are
smoother than their original counterparts. Therefore, they can be expanded
in a smaller number of plane waves, hence improving the convergence in
Fourier space. In the 1970s, it was discovered that if the pseudo charge den-
sity is distributed correctly between the core and the outer region, the energy
range for which the pseudo-potential is correct can be greatly improved.
Since then, the pseudo-potential method in combination with density func-
tional theory (DFT) has enjoyed high popularity and is nowadays a prevalent
electronic structure method.

The pseudo-potential concept goes beyond the description of electron-nucleus
interactions and can be applied more generally. Prendergast et al. [1] and
Lloyd-Williams et al. [2] have used pseudo-potentials to describe the electron-
electron interaction within diffusion Monte Carlo (DMC) and truncated
Configuration Interaction (CI) calculations.

In the present work, we apply this concept to obtain correlation energies
via second order Møller-Plesset perturbation theory (MP2) and the ran-
dom phase approximation (RPA). In both cases, the singular nature of the
Coulomb interaction causes very slow convergence of the correlation en-
ergies w.r.t. the energy cutoff. Whereas the Coulomb potential falls off
slowly as 1/q2, the pseudo-potentials cut off at some point in Fourier space.
The fact that the spectrum of the repulsive Coulomb potential is continu-
ous suggests that the pseudo-potentials should be norm conserving. In the
construction of our pseudo-potentials we follow a method developed by
Rappe et al. [3] (RRKJ) and improved on by Kresse [4]. The pseudo wave
function is expanded in spherical Bessel functions with suitable boundary
conditions. Thereafter, the pseudo-potential is obtained through inversion
of the Schrödinger equation.
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1.1 Organization of this work

The thesis is structured in a theoretical and practical part. In chapter 2, we
discuss how studies of the nearly free electron approximation (NFE) laid the
foundation for the development of pseudo-potential theory. We examine
early pseudo-potential methods to explore general themes and thereafter
discuss the proper theoretical frame work as developed by Phillips and
others [5][6]. We derive the norm conservation identity and discuss the
construction of various norm conserving pseudo-potentials. In chapter
3, we provide the theoretical background for the MP2 and RPA theories.
We discuss the Hartree-Fock approximation for the electronic ground state
and show how we can obtain correlation energies through Møller-Plesset
perturbation theory. We derive the respective expressions for the correlation
energies within MP2 and RPA.

In chapter 4, we describe the construction of the pseudo-potentials via the
revised RRKJ method in detail. We discuss the choice of the reference energy
at which the pseudization is performed and the representation of the pseudo-
potentials in Fourier space. In chapter 5, we show how the electron-electron
interaction can be pseudized within Møller-Plesset perturbation theory. We
discuss the implementation of the MP2 and RPA expressions in the Vienna
Ab-Initio Simultation Package (VASP) and calculate correlation energies for
the homogeneous electron gas. We compare the converge of the pseudized
correlation energies and Coulomb correlation energies and examine the
errors that stem from the pseudization.

Appendix A briefly discusses properties of the spherical Bessel functions
that we use in the construction of our pseudo-potentials. In appendix B, we
provide a short summary of basic scattering theory and apply its concepts
to gain further insight on the pseudo-potential method. Finally, in appendix
C we discuss theorems for the Hartree-Fock approximation that we use in
chapter 3.
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Chapter 2

The theory of
pseudo-potentials

The Bloch theorem, formulated by Bloch [7] at the end of the 1920s, is a key
stone in the development of modern solid state physics and a starting point
for the development of many electronic structure methods. In its derivation
and the subsequent discussion of the nearly free electron approximation we
will follow closely Ashcroft and Mermin [8, chapters 8-9].

2.1 The Bloch theorem

We consider independent electrons in a periodic solid, i.e. the electrons each
obey a time independent one-particle Schrödinger equation

Hψ =

(
−1

2
∇2 + V (r)

)
ψ = Eψ, (2.1)

where we have introduced Hartree atomic units where me = ~ = e = 1,
which we will use throughout the thesis. The effective one-electron potential
V has the symmetry of the solid

V (r + R) = V (r), (2.2)

where R is a lattice vector of the underlying Bravais lattice. The Bloch
theorem states that the eigenstates ψ can be written as a product of a plane
wave and a function that has the periodicity of the lattice

ψnk(r) = eik·runk(r)
unk(r) = unk(r + R),

(2.3)

where n is a band index.
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2.1.1 Proof

Since we are interested in the bulk of the solid only, we are free to impose
convenient boundary conditions. A usual choice are the Born-von Karman
conditions

ψ(r +Niai) = ψ(r), i = 1, 2, 3 (2.4)

where the ai are primitive lattice vectors, the Ni are integers and Ncell =
N1N2N3 is the number of unit cells in the solid. To describe a proper 3D
bulk, the Ni should all be large numbers of order O(N

1/3
cell ). We expand the

wave function in a plane wave basis

ψ(r) =
∑

q

cqe
iq·r, (2.5)

where summation is over all q that are compatible with the boundary condi-
tion, i.e.

q =
3∑
i=1

mi

Ni
bi, mi integer, (2.6)

as one can see by inserting equation (2.4) into the expansion (2.5). The bi are
the primitive reciprocal lattice vectors with normalization

aibj = 2πδij . (2.7)

Since the potential V (r) has the symmetry of the lattice (2.2), only reciprocal
lattice vectors G can contribute in its Fourier expansion

V (r) =
∑

G

VGe
iG·r

VG =
1

Ω

∫
Ω
dre−iG·rV (r),

(2.8)

where Ω is the lattice volume. By inserting both expansions into the Schrödinger
equation (2.1), we obtain

∑
q

−1

2
∇2cqe

iq·r +
∑

G

VGe
iG·r

∑
q

cqe
iq·r = E

∑
q

cqe
iq·r

∑
q

(
1

2
q2 − E

)
cqe

iq·r +
∑
G,q

VGcqe
i(G+q)·r = 0

∑
q

eiq·r

[(
1

2
q2 − E

)
cq +

∑
G’

VG’cq−G’

]
= 0.

(2.9)
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In the last step, we have renamed G to G’ and used that summation over q
and q+G’ are equivalent, since G’ is a reciprocal lattice vector and q obeys
equation (2.6). Since plane waves with wave vectors of the form (2.6) are
orthonormal [see 8, Appendix D]

〈ei(k−G)·r, ei(k−G’)·r〉 :=
1

Ω

∫
Ω
drei(k−G)·r∗ei(k−G’)·r = δGG’ (2.10)

we obtain a system of linear equations for the coefficients cq(
1

2
q2 − E

)
cq +

∑
G’

VG’cq−G’ = 0, (2.11)

We rewrite this equation as

(
1

2
(k−G)2 − E

)
ck−G +

∑
G’

VG’−Gck−G’ = 0, (2.12)

by introducing k=q+G with G chosen such that k is in the first Brillouin
zone and thereafter replacing G’ by G’ - G. From this expression we find
that the problem decays into Ncell independent problems for the possible
values of k, where the ck for each k couple only with wave vectors that differ
from them by a reciprocal lattice vector, thus the wave function must be of
the form

ψk =
∑

k

ck−Ge
i(k−G)·r = eik·r

(∑
k

ck−Ge
−iG·r

)
, (2.13)

which proves the Bloch theorem (2.3) since the term in the brackets is trans-
lation invariant.

There are infinitely many solutions to equation (2.12) that are labeled by the
band index n. The Bloch theorem can also be stated as

ψ(r + R) = eik·Rψ(r), (2.14)

which follows immediately from (2.3). On the other side, the original theo-
rem can be recovered by proving that it implies the translation invariance of
u(r)

ψ(r) = eik·ru(r)

ψ(r + R) = eik·(r+R)u(r + R) = eik·Rψ(r)
⇒ u(r + R) = u(r).

(2.15)

Ashcroft and Mermin also provide an elegant alternative proof that uses
only fundamental quantum mechanics [see 8, pp. 167-169].
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2.1.2 Structure factor

Let us consider total potentials V that can be written as a superposition of
atomic potentials v

V (r) =
∑
n

v(r− Rn), (2.16)

where the Rn are atomic centers (not necessarily lattice vectors). We can
decompose the matrix elements VGG’ into a structure factor and a form factor

VGG’ =
1

Ω

∫
Ω
dre−i(k−G)·r

∑
n

v(r− Rn)ei(k−G’)·r

=
∑
n

e−i(k−G)·Rnei(k−G’)·Rn

× 1

Ω

∫
Ω
e−i(k−G)·(r−Rn)v(r− Rn)ei(k−G’)·(r−Rn)

= S(G−G’)× vGG’,

(2.17)

where S is the structure factor

S(G−G’) :=
1

Ncell

∑
n

ei(G−G’)·Rn , (2.18)

and vGG’ the form factor

vGG’ :=
1

Ωcell

∫
R3

dre−i(k−G)·rv(r)ei(k−G’)·r

=
1

Ωcell

∫
R3

dre−i(G’−G)·rv(r),

(2.19)

where we second of these expressions is valid only if the potential is “local”,
see section 2.4.2. The normalizations are distributed such as to achieve scale
invariance, and the integration domain in equation (2.19) is usually extended
from Ω to the entire space [9, chapter 2]. For an ideal lattice with one atom
per unit cell the Rn are lattice vectors, we can show that the structure factor
vanishes unless its argument is a reciprocal lattice vector

S(k−G) =
1

Ncell

∑
R

ei(k−G)·R =
1

Ncell

∑
R

eik·R

!
=

1

Ncell

∑
R

eik·(R+R0) =
1

Ncell
eik·R0

∑
R

eik·R

⇒ S(k−G) = δk0,

(2.20)

where we have shifted all lattice vectors by an arbitrary lattice vector R0 in
the second step [8, appendix F].
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2.2 Nearly free electron approximation

The starting point for the nearly free electron (NFE) approximation is the
Fourier space representation of the Schrödinger equation (2.12). We consider
the limiting case of a weak potential and treat the electron energies as a
perturbation series on free electron states

Ψ
(0)
k ∝ eik·r

E
(0)
k =

1

2
k2.

(2.21)

2.2.1 Non-degenerate case

For k far from a Brillouin border, the free energy states are non-degenerate
in the sense of

|E(0)
k − E(0)

k−G| � V ∀G 6= 0, (2.22)

where V is a typical Fourier component of the potential. We use Schrödinger
equation (2.12) to express the expansion coefficients ck−G. For the G = 0
coefficient, we obtain

(E − E(0)
k )ck =

∑
G’

VG’ck−G’ =
∑
G6=0

VGck−G, (2.23)

where we have shifted the energy by V0 and changed the summation index.
For the other coefficients, the Schrödinger equation yields

ck−G =
V−Gck

E − E(0)
k−G

+
∑
G’ 6=0

VG’−Gck−G’

E − E(0)
k−G

=
V−Gck

E − E(0)
k−G

+O(V 2),

(2.24)

where we have used that the terms with G’ 6= 0 are of higher order as they
contain coefficients that vanish as V → 0. By inserting this result in equation
(2.23), we find that the leading correction for non-degenerate energy states
is of second order in V

(E − E(0)
k )ck =

∑
G6=0

VGV−G

E − E(0)
k−G

ck +O(V 3)

E = E
(0)
k +

∑
G6=0

|VG|2

E
(0)
k − E(0)

k−G

+O(V 3).

(2.25)

In the second step we have used V−G = VG* (see equation (2.8)) and replaced
E by E(0)

k in the denominator to get an explicit expression for E (which is
valid within our approximation). By inspecting the sign of the denominator,
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we find that that non-degenerate bands repel each other under perturbation
from a weak potential.

2.2.2 Degenerate case

For k near a Brillouin border where we have mixing fromm reciprocal lattice
vectors Gi (including 0), the energy states are degenerate in the sense of

|E(0)
k−G − E

(0)
k−Gi
| � V ∀G /∈ {Gi}, (2.26)

compare equation (2.22). The free electron solution for the degenerate case,
to which the perturbation series must reduce for V → 0, is now a linear
combination of plane waves

ψ
(0)
k (r) =

∑
Gi

ck−Gi
ei(k−Gi)·r. (2.27)

We proceed analog to the non-degenerate case and distinguish between
components ck−G with G = Gi and G 6= Gi to obtain

(E − E(0)
k−Gi

)ck−Gi
=

m∑
j=1

VGj−Gi
ck−Gj

+

m∑
j=1

 ∑
G/∈{Gi}

VG−Gi
VGj−G

E − E(0)
k−G

 ck−Gj
+O(V 3).

(2.28)

This system of coupled equations for the ck−Gi
reduces to the non-degenerate

result (equation (2.25)) for m = 1. The leading corrections to the degenerate
energy states are first order in V

(E − E(0)
k−Gi

)ck−Gi
=

m∑
j=1

VGj−Gi
ck−Gj

+O(V 2), (2.29)

meaning that the effect of a weak potential on the free electron bands is
significant near a Brillouin border only. It is instructive to consider the
simple case of m = 2, i.e.

(E − E(0)
k )ck = VGck−G

(E − E(0)
k )ck−G = V−Gck.

(2.30)

Solutions exist if the secular determinant vanishes

∣∣∣∣∣E − E(0)
k −VG

−V−G E − E(0)
k−G

∣∣∣∣∣ = 0, (2.31)
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resulting in an energy gap of size |2VG| at the Brillouin border. In general,
we truncate the plane wave expansion after a cut-off Emax and replace

∑
G

→
∑

G

|k−G|2 < 2Emax. (2.32)

This yields the NFE secular equation

∣∣∣[1

2
(k−G)2 − E

]
δGG’ + VGG’

∣∣∣ = 0, (2.33)

which we can also write as

Hc = Ec

HGG’ = 〈ei(k−G)·r| (T + V ) |ei(k−G’)·r〉 .
(2.34)

For the NFE approximation to be useful, the potential must be weak (i.e.
it has a rapidly converging Fourier expansion) to ensure that the secular
equation (2.33) is of manageable size. The development of the NFE approx-
imation in the 1930s was crucial in the understanding of electronic band
structures of metals and solids in general. X-ray experiments at that time
showed that many materials, such as (sp)-bonded metals, posses valence
bands that are NFE-like. Mott and Jones successfully applied the NFE ap-
proximation to treat metals and also nonmetals like diamond (see Heine and
Weaire [10, pp. 252-255] and references cited therein).

2.2.3 Problems of the NFE approximation

It seems at first glance paradoxical that although the measured valence bands
for metals and semiconductors have NFE form, the NFE approximation
leads to a secular equation of unreasonably high dimension (106 × 106 for
aluminum) and to band gaps that are too large when applied to real atomic
potentials (except H, He and to a lesser extend Li, Be) [11].

To resolve the paradox, we note that all atomic potentials beyond He possess
tightly bound core states. The problem can be located at the atomic core:
there, all atomic potentials that are “strong” in the aforementioned sense are
dominated by the barely screened nuclear charge, leading to valence states
that closely resemble outer atomic states. The corresponding wave functions
are highly oscillatory, as they have to fulfill the orthogonality requirement.
Both the strong nuclear potential and the oscillating wave functions need
to be represented by many Fourier components, leading to a large secular
equation [11]. Although a weak potential and the corresponding smooth
wave function lead to an NFE-like band structure, the reverse conclusion
does not hold.

Outside the core region, the potential is flat and unproblematic for the NFE
approximation. By the end of the 1930s it was realized that this fact can be
taken advantage of, if the wave function is properly modified in the core
region. Such is the spirit of Slater’s augmented plane wave (APW) method
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[see 12] and Herring’s orthogonal plane wave (OPW) method [see 13]. We
will discuss the APW and OPW methods mainly along the lines of Heine
[11], Ziman [9, chapter 3] and Martin [14, chapters 11,16].

2.3 Augmented plane wave method

Motivated by the discussion above, we cut out spheres around each atom
with sphere radius rcn chosen such that we can assume the potential is
spherically symmetric inside the spheres and constant in the interstitial
regions (this is called “muffin-tin approximation”, see figure 2.1).

FIGURE 2.1: The units cells are divided into muffin-tin spheres and interstitial
regions. The muffin-tin radii rcn must be chosen small enough so as to prevent the
spheres from intersecting.

Inside the spheres, the wave function can be expanded into spherical coordi-
nates |r− Rn|, θ, φ about each nucleus located at r = Rn

ψ(r) =
∞∑
l=0

l∑
m=−l

Cml Rl(|r− Rn|)Y m
l (θ, φ), (2.35)

where the Y m
l are spherical harmonics and theRl(r) obey the radial Schrödinger

equation

[
− 1

2r2

d

dr

(
r2 d

dr

)
+
l(l + 1)

2r2
+ V (r)

]
Rl(r) = ERl(r). (2.36)

In the interstitial regions, the solutions are plane waves. Hence, we construct
an “augmented plane wave” by matching equation (2.35) to a single plane
wave at the sphere surfaces. From the spherical harmonic expansion of a
plane wave [see 15, p. 421]
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eik·r = 4πeik·Rn
∞∑
l=0

l∑
m=−l

iljl(k|r− Rn|)Y m
l
∗(θk, φk)Y

m
l (θ, φ), (2.37)

where the jl are spherical Bessel functions (see appendix A), we can read off
the components Cml , yielding

χAPW
k (r) =


4πeik·Rn

∑
l,m [jl(krcn)/Rl(rcn)] ilRl(|r− Rn|)

×Y m
l
∗(θk, φk)Y

m
l (θ, φ) for r ≤ rcn

eik·r for r > rcn.

(2.38)

From this expression we immediately obtain that χAPW
k fulfills the Bloch

theorem (equation (2.14)), therefore the full wave function can be written as

ψk =
∑

G

ck−Gχ
APW
k−G . (2.39)

Although the χAPW
k are continuous at the sphere boundary per definition,

their slopes in general are not. It was pointed out by Slater [12] that since the
augmented plane wave expansion (equation (2.39)) is exact, convergence of
the secular problem can be interpreted as finding a wave function with a
continuous slope. To obtain a secular equation analog to the NFE case, we
need to evaluate the matrix elements

〈χAPW
k−G | (H − E) |χAPW

k−G’〉 =
1

Ω

∫
Ω
drχAPW

k−G
∗
(r)[H(r)− E]χAPW

k−G’(r). (2.40)

The integral can be split into integrals over a sphere and over the interstitial
regions plus surface terms that result from the fact that the slope of the χAPW

k−G
is discontinuous at the sphere surfaces. The former integrals vanish, since
the χAPW

k−G , per definition, obey the Schrödinger equation inside the spheres
at energy E. Thus, the form of the atomic potential inside the core appears
only through the boundary term. After some calculation (see [14, chapter
16][16, chapter 2]), the secular equation can be written as

∣∣∣∣[1

2
(k−G)2 − E

]
δGG’ + V APW

GG’

∣∣∣∣ = 0, (2.41)

This looks like the NFE expression (equation (2.33)), where we have replaced
the Fourier components of the real atomic potential with those of an effective
potential



12 Chapter 2. The theory of pseudo-potentials

V APW
GG’ =− 4π

∑
n

r2
cn

1

Ω

{(
1

2
|k−G’|2 − E

)
j1(|G−G’|rcn)

|G−G’|

− 1

2

∞∑
l=0

(2l + 1)Pl(cos(γ))jl(|k−G|rcn)jl(|k−G’|rcn)

×
[
R′l(rcn)

Rl(rcn)
−
|k−G’|j′l(|k−G’|rcn)

jl(|k−G’|rcn)

]}
,

(2.42)

where Pl is a Legendre polynomial and γ is the angle between k−G and k -
G’.

The first term subtracts the plane wave kinetic energy inside the muffin-tin
spheres and the second term accounts for differences between the boundary
contributions of the atomic potential and an empty sphere. In the limiting
case of free electrons, obtained by setting the potential inside the spheres
equal to its constant value in the interstitial region, the spherical Bessel
functions are now exact solutions for the whole space. Thus, the difference
of the logarithmic derivatives in equation (2.42) vanishes from which we can
reproduce the free electron parabolas immediately. We expect that since the
χAPW

k−G already obey the Schrödinger equation exactly inside the muffin-tin
spheres, only a few Fourier components should suffice to approximate the
wave function. And in fact, good results are usually achieved with secular
equations of size 20 × 20. This requires the components of V APW to be
NFE-like, hence we can conclude that the logarithmic derivatives at r = rcn
in equation (2.42) should resemble those of a weak potential (since all other
terms are independent of the actual form of the atomic potential).

However, the original formulation of the APW method as presented comes
with a severe drawback and is therefore not used in todays electronic struc-
ture calculations: Since the matrix elements in equation (2.41) are implicitly
energy-dependent through the logarithmic derivatives, the energy eigen-
states cannot be obtained with a single diagonalization. Instead, we would
have to perform an expensive search for roots of the secular determinant.
This has lead to the development of very popular linearized methods, such
as the LAWP method. Furthermore, the muffin-tin approximation can be
dropped, resulting in so called “full potential” methods [see 14, chapter 17].

2.4 Orthogonalized plane wave method

Another problem of the NFE approximation is the fact that even if we
are interested only in the valence states, the orthogonality requirement
ties their convergence to that of the lowest energy eigenstate (which is the
tightly bound first core state). To directly tackle this issue, we construct an
orthogonal plane wave

χOPW
k (r) = eik·r −

∑
c

bckψc(r), (2.43)
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where the coefficients bck are chosen such that χOPW
k is orthogonal to all core

states ψc per definition, i.e.

〈
ψc, χ

OPW
k

〉
=
〈
ψc, e

ik·r
〉
−
∑
c′

〈ψc, bc′kψc′〉
!

= 0. (2.44)

From the orthonormality of the core functions we immediately obtain

bck = 〈ψc, eik·r〉 . (2.45)

The fact, that we need the core states for this construction, seems to lead the
motivation above ad absurdum, but for many materials the ψc can be replaced
by the atomic core functions (“frozen core approximation”). Furthermore,
the oscillations of the valence wave function are already built in due to
the nodal structure of the ψc, at least approximately. The validity of this
approximation determines the size of the secular equation. Once again, the
expansion of the ψ in orthogonal plane waves

ψk =
∑

G

ck−Gχ
OPW
k−G (2.46)

is exact, since the χOPW
k−G fulfill the Bloch theorem (as both the plane waves

and the ψc do so separately [see 8, p. 261]). In the derivation of the OPW secu-
lar equation, we can take advantage of the fact that the ψc are eigenfunctions
of H

(H − E)χOPW
k−G’ = (H − E)ei(k−G’)·r +

∑
c

(Ec − E)bck−G’ψc

〈χOPW
k−G | (H − E) |χOPW

k−G’ 〉 =

〈ei(k−G)·r| (H − E) |ei(k−G’)·r〉+
∑
c

(Ec − E)bck−G’ 〈ei(k−G)·r, ψc〉

+
∑
c

(Ec − E)bck−G 〈ψc, ei(k−G’)·r〉+
∑
cc′

(E − Ec)b∗c′k−Gbck−G’ 〈ψ′c, ψc〉 .

(2.47)

We find that the first term is the familiar plane wave Hamiltonian (equation
(2.33)) and that the last three terms differ only by sign due to the orthonor-
mality of the ψc and by equation (2.45), thus

∣∣∣∣∣
[

1

2
(k−G)2 − E

]
δGG’ + VGG’ +

∑
c

(E − Ec)b∗ck−Gbck−G’

∣∣∣∣∣ = 0. (2.48)

As in the APW case, we can formally write this as

∣∣∣∣[1

2
(k−G)2 − E

]
δGG’ + V OPW

GG’

∣∣∣∣ = 0. (2.49)
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V OPW
GG’ is also energy-dependent, however this problem is less severe than it

was for the APW potential, as the energy dependence of V OPW
GG’ originates

only from the fact that the χOPW
k−G are not orthonormal

SGG’ := 〈χOPW
k−G , χOPW

k−G’ 〉 = δGG’ −
∑
c

b∗ck−Gbck−G’, (2.50)

where we have used equation (2.45) and introduced the overlap matrix S. If
we bring all terms in equation (2.48) that contain E to the right, the secular
equation can be written as a generalized eigenvalue problem

H̃c = ESc

H̃GG’ =
1

2
(k−G)2δGG’ + VGG’ −

∑
c

Ecb
∗
ck−Gbck−G’,

(2.51)

that can be reduced to an ordinary eigenvalue problem via basis transforma-
tion [see 17, pp. 36-37].

The OPW method typically requires secular equations that are comparable
to the APW case in size. In the 1940s and 1950s, the OPW method was
applied to a number of metals and semiconductors, amongst others were
calculations that lead to the understanding of the band structures of Ge and
Si.

2.4.1 The PKA pseudo-potential transformation

At the end of the 1950s, the OPW method was investigated from a theoretical
standpoint by Phillips and Kleinman [5] and Antončík [6] (PKA) in order
to address some of its problems and to broaden its scope of application.
They were able to show that the rapid convergence of equation (2.46) can be
explained by a formal transformation of the OPW Hamiltonian. This yields
a Schrödinger equation for the “smooth” part of the valence wave function
that is governed by a weak potential.

We start by formally separating the smooth part ψps (by this notation we
anticipate its interpretation as pseudo wave function) from the exact valence
wave function

ψps
k =

∑
G

ck−Ge
i(k−G)·r, (2.52)

where the coefficients ck−G are the same as in equation (2.46), thus

ψk =
∑

G

ck−G

[
ei(k−G)·r −

∑
c

bck−Gψc(r)

]
= ψps

k −
∑
c

〈ψc, ψps
k 〉ψc.

(2.53)

We insert this expression directly into the Schrödinger equation to obtain
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Hψps
k = Eψps

k

Hψps
k −

∑
c

〈ψc, ψps
k 〉Hψc = Eψps

k − E
∑
c

〈ψc, ψps
k 〉ψc

Hψps
k +

∑
c

(E − Ec) 〈ψc, ψps
k 〉ψc = Eψps

k .

(2.54)

This can be interpreted as a generalized eigenvalue problem, where a pseudo-
Hamiltonian Hps acts on the pseudo wave function ψps

Hpsψps = ESpsψps

Spsψps = ψps −
∑
c

〈Ψc, ψ
ps〉ψc

Hps = T + V + VR

VRψ
ps = −

∑
c

Ec 〈ψc, ψps〉ψc,

(2.55)

Since this is just the real space representation of equation (2.51), the “pseudo-
potential”

V ps = V + VR (2.56)

is related to V OPW by

V OPWψps = V psψps + E
∑
c

〈ψc, ψps〉ψc

= V ψps +
∑
c

(E − Ec) 〈ψc, ψps〉ψc.
(2.57)

Since E−Ec is always positive, the strong attractive potential V gets weaker
through the addition of the core part (this is stated more rigorously by the
cancellation theorem, see [11]), whereas the pseudo wave function is smooth
by definition. Therefore, the small size of the OPW secular equation is
explained by equivalence to an NFE problem by a transformation of the
Schrödinger equation which alters the potential and wave function but
retains the energy eigenvalue.

The physical interpretation is convincing: Although the valence electrons are
bound by a strong atomic potential, for a number of materials they behave
like nearly free electrons, resulting in NFE-like valence bands. This is due
to the Pauli principle keeping them away from the core region and due to
screening by the core electrons [see 8, p. 190].

The OPW pseudo-potential is not unique, as a more generalized pseudo-
Hamiltonian

Hps = T + V + VR

VRψ
ps =

∑
c

〈Fc, ψps〉ψc, (2.58)
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where the Fc are completely arbitrary functions, still has the correct energy
eigenvalues, since ψps is orthogonal to the core state subspace.

2.4.2 Non-local operators

The repulsive potential VR is termed non-local, since its action on a general
state |ϕ〉 involves the value of ϕ at all positions in space

VRϕ(r) :=

∫
dr’VR(r, r’)ϕ(r’) (2.59)

In general, a non-local operator acts differently on the different angular
momentum components ϕl

ϕ =
∑
l

ϕl(r)

ϕl(r) :=
∑
m

χml (r)Y m
l (θ, φ).

(2.60)

We can pick out the l-th component ofϕ by introducing a non-local projection
operator Pl

Pl(r, r′) :=
∑
m

Y m
l (θ, φ)Y m

l
∗(θ′, φ′)

δ(r − r′)
r2

Plϕ(r) =
∑
m

[∫
dr’Y m

l
∗(θ′, φ′)φ(r’)

]
Y m
l (θ, φ) = ϕl(r), (2.61)

where we have used equation (2.60) and the orthogonality relation of the
Y m
l [see 18, p. 757]

∫ 2π

0
dφ

∫ π

−π
sin θ dθ Y m

l
∗(θ, φ)Y m′

l′ (θ, φ) = δll′δmm′ (2.62)

Additionally, from this result we verify the completeness relation

∑
l

Pl = 1. (2.63)

We can also use the Pl to decompose any operator Q

Q =
∑
l

QlPl, (2.64)

where the Ql are in general also non-local operators. A “semi-local” operator
has merely functions as components Ql and thus acts directly on the ϕl by
multiplication
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Qϕ =
∑
l

fl(r)ϕl =
∑
lm

Ql(r)χml (r)Y m
l (θ, φ), (2.65)

where in particular the angular momentum components stay decomposed if
the Ql are spherically symmetric [19, appendix A].

2.5 Definition of pseudo-potentials

The general concept of transforming the Schrödinger equation to find the
smooth part of ψ is not restricted to the OPW method. For instance, we can
construct such a pseudo wave function for the APW method by extending
the plane wave solution in the interstitial regions to the muffin-tin spheres.
In section 2.3, we also found that the energy eigenvalues are completely
determined by the logarithmic derivatives at the sphere surfaces and the
potential outside the spheres. The logarithmic derivatives

Ll(r, E) :=
∂

∂r
ln(Rl(r, E)) =

R′l(r, E)

Rl(r, E)
(2.66)

are related to the scattering properties of the potential V (see appendix B).
Motivated by our discussion of the APW and the OPW method, we define
a pseudo-potential by demanding that i) it yields the correct logarithmic
derivatives at the surface of a core sphere with radius rc and ii) it is equal to
the original potential outside the sphere

Lps
l (rc, Eref) = Ll(rc, Eref) (2.67)

V ps(r) = V (r) for r ≥ rc, (2.68)

where the reference energy Eref is usually the valence energy. Although we
assume that the original potential is spherically symmetric, it is possible to
drop this requirement [19, part I].

The pseudo-potential is in general energy dependent, non-local and not
unique, which we have already demonstrated in sections 2.3 and 2.4.

The pseudo wave function obeys the radial Schrödinger equation[
− 1

2r2

d

dr

(
r2 d

dr

)
+
l(l + 1)

2r2
+ V ps

l (r)

]
Rps
l (r) = ErefR

ps
l (r), (2.69)

with equation (2.67) as boundary condition. It equals the original wave
function outside the spheres and joins smoothly at r = rc, as the continuous
logarithmic derivatives ensure continuity in the function value and the first
derivative. Scattering theory tells us that we can always choose a pseudo-
potential such that the Rps

l are node free inside the core region (see appendix
B).
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We can exploit the fact that V ps is not unique to give it any convenient
parametrized form. Natural candidates are potentials of the form

V ps =
∑
l

Vl(r)Pl, (2.70)

see section 2.4. In particular, simple choices for the Vl are delta functions
and square wells. The former leads to the KKRZ pseudo-potential of Ziman
and Lloyd

V ps =
∑
l

Blδ(r − rc)Pl for r ≤ rc, (2.71)

the latter to the “model potential” of Abarenkov and Heine

V ps
l (r) = Al(E) for r ≤ rcl. (2.72)

The parameters are either obtained through ab initio calculations or fitted to
experimental data [11]. The great usability and universality of the pseudo-
potential method stems from the fact that we can pseudize the atomic po-
tentials and thereafter bring them together to build up different solids (the
validity of this approximation generally depends on the chemical properties
of the atoms and the geometry of the solid). Furthermore, pseudo-potential
calculations are not limited to band structures: Inspired by the theoretical
studies of PKA, a variety of material properties were obtained by calcu-
lations from Cohen, Harrison and others. These calculations encompass
inter alia electron phonon-interaction and frequency of lattice vibrations,
resistivity of liquid (molten) metals and self-consistent screening in solids as
well as cohesion of metals (see Heine [11] and references cited therein).

2.6 Norm conserving pseudo-potentials

These early pseudo-potentials all suffered from a quite severe drawback:
The calculations could not be used to predict exited states, as E is in general
only correctly reproduced at E = Eref (per definition). This is due to the
fact that the logarithmic matching condition fixes the pseudo wave function
inside the core only up to a constant, thus the charge density is not correctly
distributed between the core and the outer region. There exists an important
identity, which we will derive below following Kresse [4], that relates the
integrated core charge to the energy derivatives of the Ll.

For the sake of convenience, we substitute

Rl(r) =:
φl(r)

r
(2.73)

in the radial Schrödinger equation to obtain
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[
−1

2

d2

dr2
+
l(l + 1)

2r2
+ V (r)

]
φl(r) = Eφl(r). (2.74)

The logarithmic derivatives of φl differ only by a constant factor from the Ll

xl(r, E) :=
∂

∂r
(lnφl(r, E)) = Ll(r, E) +

1

r
, (2.75)

hence the boundary condition (2.67) can also be written as

xps
l (rc, Eref) = xl(rc, Eref). (2.76)

We start the derivation by differentiating the identity

∫ rc

0
drφl(r)

[
−1

2

d2

dr2
+
l(l + 1)

2r2
+ V (r)− E

]
φl(r) = 0 (2.77)

with respect to the energy. The assumption of a energy independent potential
yields

∫ rc

0
dr

{
φ̇l(r)

[
−1

2

d2

dr2
+
l(l + 1)

2r2
+ V (r)− E

]
φl(r)− φl(r)2

+ φl(r)

[
−1

2

d2

dr2

]
φ̇l(r) + φl(r)

[
l(l + 1)

2r2
+ V (r)− E

]
φ̇l(r)

}
= 0∫ rc

0
dr

{
1

2

(
φ̇l(r)

d2

dr2
φl(r)− φl(r)

d2

dr2
φ̇l(r)

)
− φl(r)2

}
= 0,

(2.78)

where we have used that φ obeys the radial Schrödinger equation (2.74) and
where the dot signifies an energy derivative. For a regular potential V (see
section 4.2), the r = 0 boundary term vanishes after integration

d

dr

[
φ̇l(r)

d

dr
φ(r)− φl(r)

d

dr
φ̇l(r)

]
=

d

dr
φ̇l(r)

d

dr
φ(r) + φ̇l(r)

d2

dr2
φ(r)

− d

dr
φl(r)

d

dr
φ̇l(r)− φl(r)

d2

dr2
φ̇l(r) = φ̇l(r)

d2

dr2
φ(r)− φl(r)

d2

dr2
φ̇l(r)

1

2

(
φ̇l(r)

d

dr
φl(r)− φl(r)

d

dr
φ̇l(r)

)∣∣∣∣
r=rc

=

∫ rc

0
drφl(r)

2.

(2.79)

The right side is just the charge inside the core sphere, whereas the left side
contains the energy derivative of the xl

−1

2
φl(r)

2ẋl(r) = −1

2

(
φl(r)

2 φ̇
′
l(r)

φl(r)
−

φ′l(r)

φl(r)2
φ̇l(r)

)

=
1

2

(
φ̇l(r)

d

dr
φl(r)− φl(r)

d

dr
φ̇l(r)

)
,

(2.80)
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hence we obtain

−1

2
φl(r)

2ẋl(r)

∣∣∣∣
r=rc

=

∫ rc

0
drφl(r)

2. (2.81)

If we assume that V ps is also energy-independent and regular, this identity is
valid for φps

l as well. Therefore, the logarithmic derivatives are reproduced
correctly up to first order in E (around E = Eref ) at r = rc (and thus
for r > rc), if the pseudo wave function fulfills the “norm-conservation
condition”

∫ rc

0
drφps

l (r)2 =

∫ rc

0
drφl(r)

2

4π

∫ ∞
0

drφps
l (r)2 = 4π

∫ ∞
0

drφl(r)
2 = 1

(2.82)

ensuring that the pseudo-charge is correctly distributed and that the pseudo
wave function is correctly normalized. Thus, we define a norm conserving
pseudo-potential by demanding that it fulfills the norm-conservation condi-
tion in addition to (2.67) and (2.68). Since we require φps to be normalized,
we can also write the logarithmic boundary condition as [4]

φps
l (rc, Eref) = φl(rc, Eref)

φps
l
′
(rc, Eref) = φ′l(rc, Eref).

(2.83)

2.6.1 Norm-conservation condition for scattering states

At first glance, the norm conservation condition seems to be inapplicable
to scattering states, as they are not normalizable. However, the relevant
condition is only the correct charge distribution between the core and the
outer region, not an overall normalization. Therefore, we alter the condition
(2.82) for scattering states by imposing normalization some cutoff radius rc
[20]

4π

∫ rc

0
drφps

l (r)2 = 4π

∫ rc

0
drφl(r)

2 = 1. (2.84)

2.6.2 The Topp-Hopfield pseudo-potential

The first norm conserving pseudo-potential was used by Topp and Hopfield
[21], who were motivated by the physical meaning of the pseudo-charge in
chemical bondings. They used an empirical pseudo-potential for Na of the
form

V ps(r) =

{
V0 cos(kr) + C for r ≤ rc
−1
r for r ≥ rc,

(2.85)
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where the parameters were fitted so that the potential is smooth and repro-
duces the experimental atomic 3s energy. They observed approximately
coinciding energy eigenvalues for the lowest excited states, which they
correctly attributed to the identity (2.81).

2.6.3 The HSC pseudo-potential

The term “norm conserving pseudo-potential” was coined by Hamann,
Schlüter, and Chiang [22] (HSC), who developed an influential method that
was used to construct and tabulate pseudo-potentials for all elements from H
to Pu [see 23] and therefore has often been used as a reference for comparison.
The HSC method consists of three steps: (i) an auxiliary pseudo-potential is
created by cutting off the singularity at r = 0,

V ps
1l = [1− f(r/rcl)]V (r) + clf(r/rcl), (2.86)

where f(x) is a smooth function that approaches 0 as x→∞, approaches 1
at least as fast as x3 as x→ 0 and cuts off around x ∼ 1, so that V ps

1 converges
to V (r) for r ≥ rcl and where cl is adjusted so that the V ps

1l reproduces the
reference energy eigenvalue. (ii) the pseudo wave function is altered inside
the core region by another cutoff function g that is of the same type as f

φps
2l = γl

[
φps

1l + δlr
l+1g(r/rcl)

]
, (2.87)

where the parameters γl and δl are chosen such that ψps
2l fulfills the norm con-

servation condition. (iii) the final pseudo-potential is obtained by inversion
of the radial Schrödinger equation at the reference energy

Vl2(r) = Eref −
1

2

[
l(l + 1)

r2
−
φps

2l
′′
(r)

φps
2l (r)

]
. (2.88)

The choice of the cutoff radii rcl is a compromise between smooth and
rather l-independent pseudo-potentials obtained for large rcl and maximally
accurate pseudo-potentials for small rcl (this is a general theme in pseudo-
potential theory). The cutoff functions were chosen to be Gaussians

f(x) = g(x) = exp(−xλ), (2.89)

with λ = 4 by HSC and λ = 3.5 in reference [23] respectively.

2.6.4 The Kerker method

It was pointed out by Kerker [24] that it is simpler to skip the first step of
the HSC method and directly assess the φps

l inside the core as parametrized
analytic functions of convenient form that fulfill the normalization condition
and have the correct logarithmic derivative at r = rc. The pseudo-potential
is again obtained via equation (2.88). From this expression we also see that
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V ps is continuous at r = rc if the φps
l additionally have the correct second

derivatives

dn

drn
φps
l (r)

∣∣∣∣
r=rc

=
dn

drn
φl(r)

∣∣∣∣
r=rc

, n = 0, 1, 2. (2.90)

The form chosen by Kerker is

φps
l (r) = rl+1ep(r), (2.91)

where p(r) is a polynomial

p(r) = αr4 + βr3 + γr2 + δ, (2.92)

whose linear term is absent so as to avoid a singularity at r = 0.

2.7 The RRKJ pseudo-potential

Rappe, Rabe, Kaxiras, and Joannopoulos [3] (RRKJ) proposed a pseudization
scheme based on the Kerker method that directly optimizes the convergence
of the total energy of the solid in a plane wave basis. They argued that the
convergence of the total energy of the isolated pseudoatoms is sufficient
for this purpose, since the solid valence states either resemble their atomic
counterparts (molecular and ionic solids), are NFE-like and therefore un-
problematic for a plane wave basis (metal bonded materials) or a mixture
of these two (transition metals). Covalent bonded materials are exempt
from these categories, but since the covalent bonding region is comparable
in size to the volume assigned to the atomic states, the approximation is
still justifiable. Furthermore, using scaling arguments RRKJ proved that in
the limit of large cutoff energies, the total energy convergence is similar to
the kinetic energy convergence. The assumption of a continuous potential
downs the lower bound for the cutoff energy that is necessary for this second
approximation.

The construction of the original RRKJ pseudo-potential consists of two steps:
(i) the pseudo wave function is expanded in a series of spherical Bessel
functions

φps
1l (r) =

3(4)∑
i=1

αijl(qir)r, (2.93)

where the wave vectors qi are chosen such that their logarithmic derivatives
match the Ll at r = rc

d

dr
(ln(jl(qir)r)

∣∣∣∣
r=rc

=
d

dr
(ln(φl(r))

∣∣∣∣
r=rc

. (2.94)



2.7. The RRKJ pseudo-potential 23

The jl are a natural basis for φps
l as they are regular solutions to the radial

Schrödinger equation for a free particle (see appendix A). Due to the form of
the qi, it is sufficient if the pseudo wave function fulfills

φps
1l (rc) = φl(rc)

φps
1l
′′
(rc) = φ′′l (rc)∫ rc

0
drφps

l (r)2 =

∫ rc

0
drφl(r)

2,

(2.95)

in order to ensure a continuous norm conserving pseudo-potential. Since the
latter is a quadratic constraint on the αi, it is in general necessary to include
a fourth jl with α4 fixed. (ii) additional jl with nodes at r = rc are added to
the pseudo wave function

φps
2l (r) = φps

1l (r) +

m∑
i=1

βijl(q̃ir), j(q̃ir) = 0, (2.96)

where the βi are chosen to minimize the kinetic energy beyond the cutoff qc

∆Ekin
l (qc) =

1

2

∫ qc

0
dqq2φ̄ps

2l (q)
2 → min, (2.97)

where φ̄ps(q) denotes the spherical Bessel transform of the pseudo wave
function (see appendix A). For a given rc, the cutoff wave vector qc is iterated
until ∆Ekin

l is smaller than tolerance error.

RRKJ verified that the kinetic energy criterion indicates total energy conver-
gence for fcc-Cu. This result was confirmed by Kresse [4] and Kresse and
Hafner [25], who also showed this for a number of other materials.

2.7.1 Revised RRKJ method

It is simpler to use only Bessel functions with wave vectors of the type (2.94)

φps
l (r) =

n∑
i=1

αijl(qir)r, (2.98)

and directly vary the αi to minimize the kinetic energy (the αi are still
constrained by equation (2.95)). It was pointed out by Lin et al. [26] that
qc cannot be reduced arbitrarily, since qc is essentially determined by qn.
Therefore, choosing n too large for a set qc means a surplus of degrees
of freedom that lead to large high-frequency oscillations. Furthermore,
Kresse and Hafner [25] found that this barely improves the ∆El at the cutoff
energy Ec = q2

c/2, but leads to slow convergence beyond qc. Thus, Lin
et al. suggested to use only the minimum number of jl that allows for
optimization of the kinetic energy (n = 4) and set qc = q4. The convergence
is then achieved by reducing rc until ∆Ekin

l (q4) is underneath the tolerance
limit. Kresse [4] and Kresse and Hafner [25] found that even the fourth jl is
unnecessary and it is best to use only n = 3, if possible.
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Chapter 3

Møller-Plesset perturbation
theory

In Møller-Plesset (MP) perturbation theory, the correlation energy

Ecorr := EMB − EHF (3.1)

is obtained by a perturbation series that arises from partitioning the full
many-body (MB) Hamiltonian into a zeroth order term, namely the Hartree-
Fock (HF) Hamiltonian, and a perturbation term

HMB = H0 + (HMB −H0) (3.2)

Following Szabo and Ostlund [27, chapters 2-3,6], we will begin this chapter
with a short review of the Hartree-Fock approximation and thereafter derive
the second order contribution to Ecorr. At first, we will discuss the general
theory and then specialize to the spin restricted approximation.

3.1 Hartree-Fock approximation

Within the Born-Oppenheimer approximation, the many-body Hamiltonian
for a system of N electrons at positions ri in the field of M nuclei with
charges ZA at positions RA reads

HMB =

N∑
i=1

−1

2
∇2
i −

N∑
i=1

M∑
A=1

ZA
|ri − RA|

+
N∑
i<j

1

|ri − rj |

+

M∑
A<B

ZAZB
|RA − RB|

.

(3.3)

The electrostatic interaction energy between nuclei, which constitutes the
last term, is constant and will be neglected from now on. Furthermore, it
is convenient to introduce a core Hamiltonian h(r1) that collects all one-
electron operators
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h(r1) = −1

2
∇2

1 −
∑
A

ZA
|ri − RA|

(3.4)

In the HF approximation, the N -electron wave function is assessed as a
Slater determinant, i.e. an antisymmetrized product of one-particle spin
orbitals χi

Ψ0(x1, .., xN ) :=
1√
N !

∑
σ

(−1)σχ1(xσ(1))...χN (xσ(N)), (3.5)

where x is a combined coordinate that describes position and spin. The de-
terminant is properly normalized, as we demand that the χi are orthonormal

〈χi|χj〉 = δij . (3.6)

It is convenient to introduce the following short hand notations for one- and
two-electron integrals

〈i|h|j〉 :=
1

Ω

∫
dx1χ

∗
i (x1)h(r1)χj(x1)

〈ij|kl〉 :=
1

Ω2

∫
dx1dx2χ

∗
i (x1)χ∗j (x2)

1

|r1 − r2|
χk(x1)χl(x2)

〈ij||kl〉 := 〈ij|kl〉 − 〈ij|lk〉 .

(3.7)

As we can easily see, the two-electron integrals 〈ij|kl〉 fulfill per definition
the identity

〈ij|kl〉 = 〈ji|lk〉 = 〈kl|ij〉∗ , (3.8)

which they pass on to the antisymmetrized two-electron integrals 〈ij||kl〉

〈ij||kl〉 = 〈ji||lk〉 = 〈kl||ij〉∗ . (3.9)

Furthermore, the 〈ij||kl〉 vanish per definition if the first two or last two
indices are equal

〈ij||kk〉 = 〈ii|kl〉 = 0. (3.10)

In appendix C, we show that the HF energy of the ground state determinant
can be expressed as

EHF = 〈Ψ0|HMB|Ψ0〉 =

N∑
a=1

〈a|h|a〉+
1

2

N∑
a=1

N∑
b=1

〈ab||ab〉 . (3.11)

Furthermore, we prove that the optimal spin orbitals which minimize EHF

fulfill the (canonical) Hartree-Fock equation
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f |χa〉 = εa |χa〉 , (3.12)

where the Fock operator f consists of the core Hamiltonian and an effective
one-electron potential, that is the sum of a “Coulomb term” (or “Hartree
term”), which describes a classical mean field interaction and a non-local
“exchange term”, that results from the fermionic antisymmetry.

f := h+
N∑
b=1

Jb −Kb

Jj(x1)χi(x1) :=
1

Ω

∫
dx2χ

∗
j (x2)

1

|r1 − r2|
χj(x2)χi(x1)

Kj(x1)χi(x1) :=
1

Ω

∫
dx2χ

∗
j (x2)

1

|r1 − r2|
χi(x2)χj(x1).

(3.13)

The Coulomb term seems to include an unphysical self-interaction term,
but it is exactly canceled by the exchange term, hence we could replace∑

b →
∑

b6=a in equation (3.13). After introducing a basis, the nonlinear
eigenvalue problem (3.12) is usually solved iteratively. Then, the ground
state determinant is built up from the N orbitals with the lowest spin orbital
energies εa, which we thus call occupied orbitals. The remaining orbitals are
unoccupied, but will contribute to the ground state energy via the perturba-
tion series.

By exciting one electron from an occupied spin orbital χa to an unoccupied
spin orbital χr, we can define singly excited determinants |Ψr

a〉

Ψr
a(x1, .., xN ) :=

1√
N !

∑
σ

(−1)σχ1(xσ(1))...

χa−1(xσ(a−1))χr(xσ(a))χa+1(xσ(a+1))...χN (xσ(N)),

(3.14)

and furthermore doubly excited determinants |Ψrs
ab〉, triply excited determi-

nants |Ψrst
abc〉 etc. in an analogous way. Due to the orthonormality of the χi,

the determinants are orthonormal as well.

3.1.1 Koopmans’ theorem

Under the assumption that the spin orbitals do not change, Koopmans’
theorem states that if we add or remove an electron, the εi can be interpreted
as ionization potentials and electron affinities

EN−1
HF − ENHF = −εc, c ∈ occ

EN+1
HF − ENHF = −εr, r ∈ unocc.

(3.15)

To prove this, we need to calculate the HF energy of a determinant |ΨN−1
0 〉

created by removing orbital c from the N electron ground state, i.e.
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EN−1
HF = 〈ΨN−1

0 |HMB|ΨN−1
0 〉 =

occ∑
a6=c
〈a|h|a〉+

1

2

occ∑
a6=c

occ∑
b 6=c
〈ab||ab〉 , (3.16)

ie. which yields for the ionization potential

EN−1
HF − ENHF = −〈c|h|c〉 −

occ∑
a

1

2
〈ac||ac〉 − 1

2

occ∑
b

〈cb||cb〉

= −〈c|h|c〉 −
occ∑
b

〈cb||cb〉 ,
(3.17)

as 〈cc||cc〉 = 0. On the other hand, we can obtain εc as

εc = 〈χc|f |χc〉 = 〈χc|h+
∑
b

Jb −Kb|χc〉 = 〈c|h|c〉+

occ∑
b

〈cb||cb〉 , (3.18)

to complete the prove (the argument is analog for the electron affinities).

3.2 MP2 approximation

We have constructed the HF ground state |Ψ0〉 as an approximation to the
exact N electron wave function that minimizes the HF energy. On the
other hand, we can use the Fock operator f to construct an approximate
Hamiltonian H0, called Hartree-Fock Hamiltonian, whose ground state is
exactly |Ψ0〉

H0 |Ψ0〉 = E(0) |Ψ0〉

H0 =
occ∑
a

f(xa)

E(0) =

occ∑
a

εa.

(3.19)

To prove this, we use equations (3.5) and (3.12) as well as the fact that H0 is
invariant under permutation of the electron indices

H0 |Ψ0〉 =

occ∑
a

f(xa)
1√
N !

∑
σ

(−1)σχ1(xσ(1))...χN (xσ(N))

=

occ∑
a

εa
1√
N !

∑
σ

(−1)σχ1(xσ(1))...χN (xσ(N)).

(3.20)

In the same way, excited determinants are eigenstates ofH0 with eigenvalues
equal to the sum of εi included in the determinant, e.g.
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〈Ψr
a|H0|Ψr

a〉 =

occ∑
b

εb − εa + εr

〈Ψrs
ab|H0|Ψrs

ab〉 =

occ∑
c

εc − εa − εb + εr + εs.

(3.21)

In chapter 2, we have already encountered the second order result of the
Rayleigh-Schrödinger perturbation series for the special case where the
unperturbed states are plane waves (equation (2.25)). Now, we expand
the exact ground state energy EMB, where our unperturbed Hamiltonian
is H0 with unperturbed eigenstates |Ψ0〉, |Ψr

a〉, |Ψrs
ab〉 etc. and where our

perturbation potential is HMB −H0. This yields

EMB =E(0) + E(1) + E(2) + ...

= 〈Ψ0|H0|Ψ0〉+ 〈Ψ0|HMB −H0|Ψ0〉

+
∑
L

| 〈Ψ0|HMB −H0|L〉 |2

E(0) − EL
+ ...,

(3.22)

where the sum over L indicates summation over all unique excited determi-
nants |L〉 and the EL are the unperturbed eigenvalues, see equation (3.21).
The sum of the zero and first order terms reproduces the HF energy

E(0) + E(1) =
occ∑
a

εa +
occ∑
a

〈a|h|a〉+
1

2

occ∑
ab

〈ab||ab〉

−
occ∑
a

〈a|h|a〉 −
∑
ab

〈ab||ab〉

=
occ∑
a

εa −
1

2

occ∑
ab

〈ab||ab〉 = EHF,

(3.23)

hence the HF energy can be seen as sum over the occupied spin orbital
energies minus double counting corrections. The leading term in the pertur-
bation series for Ecorr is thus the MP2 energy E(2)

Ecorr = EMB − EHF ≈ E(2) =
∑
L

| 〈Ψ0|HMB −H0|L〉 |2

E(0) − EL
(3.24)

We can use the fact that the |L〉 are eigenstates of H0, as well as Brillouin’s
theorem and the Slater-Condon rules (see appendix C) to show that only
doubly excited determinants contribute

〈Ψ0|HMB −H0|L〉 = EL 〈Ψ0|L〉+ 〈Ψ0|HMB|L〉
= 〈Ψ0|HMB|Ψrs

ab〉 = 〈ab||rs〉 .
(3.25)

Thus, we obtain for the MP2 energy
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E(2) =

occ∑
a<b

unocc∑
r<s

| 〈ab||rs〉 |2

εa + εb − εr − εs
=

1

4

occ∑
ab

unocc∑
rs

| 〈ab||rs〉 |2

εa + εb − εr − εs

=
1

4

occ∑
ab

unocc∑
rs

[〈rs|ab〉 − 〈sr|ab〉] [〈ab|rs〉 − 〈ab|sr〉]
εa + εb − εr − εs

=
1

2

occ∑
ab

unocc∑
rs

〈ab|rs〉 〈rs|ab〉
εa + εb − εr − εs

− 1

2

occ∑
ab

unocc∑
rs

〈ab|rs〉 〈rs|ba〉
εa + εb − εr − εs

,

(3.26)

where we have used the identities (3.9) and (3.10) as well as the symmetry
of E(2) under exchange of a and b and r and s respectively. The first term is
called direct MP2 energy E(2)

d , the second term exchange MP2 energy E(2)
x .

3.3 Spin restriction

So far, we have made no assumptions for the form of the spin orbitals χi.At
this point, we will introduce an approximation that allows us to handle the
electron spin in an easy manner. For closed shell systems, i.e. systems with
an even number of electrons, one often constricts the χi to be spin-degenerate

χ2i−1(x) = ϕi(r)α(ω)

χ2i(x) = ϕi(r)β(ω),
(3.27)

where α(ω) and β(ω) are the usual othonormal “up” and “down” spin
functions. One can show that as we would expect, the spin restricted ground
state determinant is in fact a pure singlet state. This is also true for excited
determinants where no spatial orbital ϕi is singly occupied [see 27, chapter
2]. Now that we have made specifications for the spin, we are able to simplify
the one- and two-electron integrals by integrating out the spin part. We will
indicate the β spin function by barred indices , for example

〈ϕiα|h|ϕjβ〉 =: 〈i|h|j̄〉 . (3.28)

Furthermore, we will denote spatial integrals by round brackets

(i|h|j) :=
1

Ω

∫
dr1ϕ

∗
i (r1)h(r1)ϕj(r1)

(ij|kl) :=
1

Ω2

∫
drdr2ϕ

∗
i (r1)ϕ∗j (r2)

1

|r1 − r2|
ϕj(r1)ϕk(r2).

(3.29)

By using the orthonormality of the spin functions we immediately obtain
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〈i|h|j〉 = 〈̄i|h|j̄〉 = (i|h|j)
〈i|h|j̄〉 = 〈̄i|h|j〉 = 0

〈ij|kl〉 = 〈̄ij̄|k̄l̄〉 = 〈̄ij|k̄l〉 = 〈ij̄|kl̄〉 = (ij|kl)
all other two-electron integrals = 0.

(3.30)

This yields for the HF ground state energy

EHF =

N/2∑
a

〈a|h|a〉+

N/2∑
ā

〈ā|h|ā〉

+
1

2

N/2∑
a

N/2∑
b

〈ab|ab〉 − 〈ab|ba〉+
1

2

N/2∑
ā

N/2∑
b

〈āb|āb〉 − 〈āb|bā〉

+
1

2

N/2∑
a

N/2∑
b̄

〈ab̄|ab̄〉 − 〈ab̄|b̄a〉+
1

2

N/2∑
ā

N/2∑
b̄

〈āb̄|āb̄〉 − 〈āb̄|b̄ā〉

=2
occ∑
a

(a|h|a) +
occ∑
ab

2(ab|ab)− (ab|ba).

(3.31)

We find that all electrons interact via the Coulomb term, whereas only elec-
trons with like spin feel the exchange interaction. Thus, we can immediately
write down the spin restricted HF equations

f(r1)ϕi(r1) = εiϕi(r1)

f(r1) = h(r1) +

occ∑
b

2Jb(r1)−Kb(r1)

εi = (i|h|i) +

occ∑
b

2(ib|ib)− (ib|bi).

(3.32)

Analogously, the spin restricted MP2 energy is given by

E(2) = 2

occ∑
ab

unocc∑
rs

(ab|rs)(rs|ab)
εa + εb − εr − εs

−
occ∑
ab

unocc∑
rs

(ab|rs)(rs|ba)

εa + εb − εr − εs
. (3.33)

3.4 MP2 for periodic systems

For a periodic system, the spatial orbitals have to fulfill the Bloch theorem
as discussed previously. Thus, the eigenstates of the HF-Hamiltonian can
be labeled by the band indices i and quasimomentum indices k of the
orbitals occupied in that determinant. Since we need to sum over all unique
determinants (see equation (3.22)), the MP2 energy per unit cell is [28],[29]
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E(2) =
2

Ncell

BZ∑
k1...k4

occ∑
ab

unocc∑
rs

(ak1, bk2|rk3, sk4)(rk3, sk4|ak1, bk2)

εak1
+ εbk2

− εrk3
− εsk4

− 1

Ncell

BZ∑
k1...k4

occ∑
ab

unocc∑
rs

(ak1, bk2|rk3, sk4)(rk3, sk4|bk2, ak1)

εak1
+ εbk2

− εrk3
− εsk4

.

(3.34)

Recently, Schäfer et al. [29] have implemented a plane wave based MP2
method in VASP, that uses the Laplace transformed MP2 (LTMP2) formu-
lation [30]. To obtain the Fourier space representation of the two-electron
integrals, we use

1

|r1 − r2|
=

1

Ω

∑
G

BZ∑
k

4π

(k−G)2
ei(k−G)·(r1−r2), (3.35)

which is the discretized version of an expression that we will derive later on
(equation (4.34)), i.e. we replace

∫
dq

(2π)3
→ 1

Ω

∑
G

BZ∑
k

. (3.36)

We proceed by splitting the real space integrals into integrals over all unit
cells and thereafter use the Bloch theorem (equation (2.14)) and the identity
(2.20) to pull out two structure factors

〈ik1, jk2|kk3, lk4〉

=
1

Ω2

∑
R1R2

∫
Ωcell

dr1

∫
Ωcell

dr2ϕ
∗
ik1

(r1 + R1)ϕ∗jk2
(r2 + R2)

× 1

|r1 + R1 − r2 − R2|
ϕkk3

(r1 + R1)ϕlk4
(r2 + R2)

=
1

Ω2

∑
R1R2

∫
Ωcell

dr1

∫
Ωcell

dr2

[
1

Ω

∑
G

BZ∑
k

4π

(k−G)2
ei(k−G)·(r1+R1−r2−R2)

]
× ei(k3−k1)·R1ei(k4−k2)·R2ϕ∗ik1

(r1)ϕ∗jk2
(r2)ϕkk3

(r1)ϕlk4
(r2)

=
1

Ωcell

∫
Ωcell

dr1
1

Ωcell

∫
Ωcell

dr2
1

Ω

∑
G

BZ∑
k

4π

(k−G)2
ei(k−G)·(r−r’)

× δkT (k1−k3)δkT (k4−k2)ϕ
∗
ik1

(r1)ϕ∗jk2
(r2)ϕkk3

(r1)ϕlk4
(r2),

(3.37)

where T (q) is a function that maps q to the first Brillouin zone, i.e.

q = k−G→ T (q) := k. (3.38)
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Furthermore, we introduce a bracket notation that indicates integration over
the unit cell

〈ik1|jk2〉Ωcell
:=

1

Ωcell

∫
Ωcell

drϕ∗ik1
(r)ϕ∗jk2

(r) (3.39)

and carry out the sum over k to finally obtain

〈ik1, jk2|kk3, lk4〉

=
1

Ω
δT (k1−k3)T (k4−k2)

∑
G

4π

|T (k1 − k3)−G|2

× 〈ik1|ei[T (k1−k3)−G]·r|kk3〉Ωcell
〈jk2|e−i[T (k4−k2)−G]·r|lk4〉Ωcell

.

(3.40)

We find that the two-electron integrals vanish unless the crystal momentum
conservation is fulfilled

k1 + k2 = k3 + k4 + G, (3.41)

which is manifest in the Kronecker delta. This eliminates one sum over the
BZ in equation (3.34), i.e. we can fix k4 = T (k1 + k2 − k3).

3.5 Goldstone diagrams

We can represent MP perturbation theory graphically via Goldstone di-
agrams. Figure 3.1 depicts the diagrammatic representation of the MP2
energy.

FIGURE 3.1: Diagrammatic representation of the MP2 energy. Left: direct diagram,
right: exchange diagram. The upgoing lines labeled a, b, ... indicate holes, whereas
the downgoing lines labeled r, s, ... indicate particles. The horizontal dashed lines
represent the Coulomb interaction. Both diagrams have a global left/right symme-
try and are thus multiplied by 1/2.

The general rules for evaluating Goldstone diagrams read [see 27, chapter 6]

(i) Each interaction line contributes a matrix factor

〈label-left in, label-right in | label-left out, label-right out〉

to the numerator.
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(ii) Each pair of adjacent interaction lines contributes the denominator
factor ∑

εhole −
∑

εparticle

where the sums run over the labels of all hole and particle lines crossing
an imaginary horizontal line separating the two adjacent interaction
lines.

(iii) The overall sign of the expression is (−)h+l, where h and l are the
number of hole lines and closed loops, respectively.

(iv) Sum the expression over all particle and hole indices.

(v) Diagrams which have a mirror plane perpendicular to the plane of the
paper are multiplied by a factor of 1/2.

(vi) For closed shell systems, a summation over spin orbitals is equal to 2l

times a summation over spatial orbitals, i.e.

N∑
= 2l

N/2∑
.

We have introduced the denominations “hole” and “particle” for occupied
and unoccupied orbitals respectively. This picture corresponds to a physical
interpretation of the excited determinants, which we have defined by moving
electrons from occupied to unoccupied orbitals. The number of closed loops
l can be easily determined by following the particle/hole lines along the
direction that is indicated by the arrows, e.g. there are two loops for the
direct MP2 diagram and one for the exchange diagram respectively.

3.5.1 Linked-cluster theorem

Especially for solids, it is important that a perturbation series is “size consis-
tent”, i.e. its application toN independent units givesN times the correlation
energy of the single unit. However, some terms in a Rayleigh-Schrödinger
perturbaton series scale as N2, not as N . In the mid 1950s, K.A. Brueckner
was able to show, that up to 6th order in the perturbation series, theN2 terms
all cancel and conjectured, that this should be true for all orders. Shortly
after, J. Goldstone proved that the N2 terms are represented by unlinked
diagrams, and that such diagrams never appear in the final result for a cor-
relation energy. Hence, Goldstone verified Brueckner’s conjecture, which is
now called the “linked-cluster theorem” (see Szabo and Ostlund [27, chapter
6] and references cited therein).

3.6 Random phase approximation

To derive the MP2 approximation for the correlation energy, we have in-
cluded all terms (or equivalently all connected Goldstone diagrams) up to
second order in the MP perturbation series. Analogously, we can could
derive higher order approximations (MP3,MP4, ...) by including all third,
fourth,... order diagrams. As we will see, it is also possible to sum up certain
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“ring diagrams”, depicted in figure 3.2, up to infinite order. This is called the
“random phase approximation” (RPA). We can apply the Goldstone rules to
evaluate the RPA correlation energy, which yields

ERPA
corr =

1

2

occ∑
ab

unocc∑
rs

〈ab|rs〉 〈rs|ab〉
εa + εb − εr − εs

+

occ∑
abc

unocc∑
rst

〈ac|rt〉 〈bt|sc〉 〈rs|ab〉
(εa + εc − εr − εt)(εa + εb − εr − εs)

+ ... .

(3.42)

FIGURE 3.2: Diagrammatic representation of the RPA correlation energy, see Mat-
tuck [31, chapter 10]. Each n-th order RPA diagram has n rings, up to n = 3 there
is only one distinct diagram. The leading RPA term is the direct MP2 diagram,
compare figure 3.1.

In the following, we will derive a closed expression for ERPA
corr along the lines

of Hummel [32]. We will not discuss the underlying principles of quantum
field theory, but treat the derivation rather as an elaborate rewriting of ERPA

corr .

We begin by expressing the energy denominator in the direct MP2 - term as

1

εa + εb − εr − εs + iη
= −i

∫ 0

−∞
dteηte−i(εa+εb−εr−εs)t

= −i
∫
t′>t

dtdt′δ(t′)eηte−i(εa+εb−εr−εs)(t−t′),

(3.43)

where we have added an infinitesimally small positive number η to render
the integral convergent. By defining the “free propagator”

G0(xt; x’t′) :=

{
− 1

Ω

∑occ
a ϕa(x)ϕ∗a(x’)e(−iεa+η)(t−t′) for t ≤ t′

+ 1
Ω

∑unocc
r ϕr(x)ϕ∗r(x’)e(−iεr−η)(t−t′) otherwise ,

(3.44)

we can rewrite the direct MP2 - term as
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E
(2)
d =

−i
2

occ∑
ab

unocc∑
rs

∫
t1>t3

dt1dt3δ(t1)eη(t3−t1)e−i(εa+εb−εr−εs)(t3−t1)

× 1

Ω2

∫
dx1dx2ϕ

∗
a(x1)ϕ∗b(x2)

1

|x1 − x2|
ϕr(x1)ϕs(x2)

× 1

Ω2

∫
dx3dx4ϕ

∗
r(x3)ϕ∗s(x4)

1

|x3 − x4|
ϕa(x3)ϕb(x4)

=− i
∫
t1>t3

dt1dt3

∫
dx1dx2dx3dx4δ(t1)

1

|x1 − x2|
1

|x3 − x4|
×G0(x1t1, x3t3)G0(x3t3, x1t1)G0(x2t1, x4t3)G0(x4t3, x2t1).

(3.45)

To make the expression more symmetric, we extend the t3 - integration to
[−∞,∞] and introduce additional “time” integrals

∫
dt2dt4. To compensate,

we have to include a factor 1/2 and two delta functions

(−i)E(2)
d =

1

4

∫
dt1dt2dt3dt4

∫
dx1dx2dx3dx4

× δ(t1)
(−i)δ(t1 − t2)

|x1 − x2|
(−i)δ(t3 − t4)

|x3 − x4|
×G0(x1t1, x3t3)G0(x3t3, x1t1)G0(x2t2, x4t4)G0(x4t4, x2t2).

(3.46)

We proceed by introducing the “free particle polarizibility” χ0(xt, x’t′)

χ0(xt, x’t′) = χ0(x, x’, t− t′) := iG0(xt, x’, t′)G0(x’t′, xt) (3.47)

and switch to the frequency domain

χ0(x, x’, ω) =

∫
d(t− t′)eiω(t−t′)χ0(x, x’, t− t′), (3.48)

which simplifies the expression for E(2)
d significantly, as we can use up all

the delta functions

E
(2)
d =

i

4

∫
dx1dx2dx3dx4

1

|x1 − x2|
1

|x3 − x4|

∫
dt1dt2dt3dt4

×
∫
dω

2π

dω′

2π
e−ω(t1−t3)e−iω

′(t4−t2)δ(t1 − t2)δ(t3 − t4)

× χ0(x1, x3, ω)χ0(x4, x2, ω
′)

=
i

4

∫
dω

2π

∫
dx1dx2dx3dx4

× χ0(x1, x3, ω)
1

|x3 − x4|
χ0(x4, x2, ω)

1

|x2 − x1|
.

(3.49)

By using the shorthand notations
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Tr{A(x, x’, ω)} = Tr{A(ω)} :=

∫
dxA(x, x, ω)

(AB)(x, x”, ω) :=

∫
dx’A(x, x’, ω)B(x’, x”, ω),

(3.50)

we finally obtain

E
(2)
d =

i

4

∫
dω

2π
Tr
{

(χ0(ω)V)2
}
. (3.51)

The third order contribution to ERPA
corr can still be evaluated fairly easily, as

there is only one Goldstone diagram. The crucial step is the extension of the
time intervals to [−∞,∞], see equation (3.46). Symbollically, we obtain

∫
t1>t2>t3

dt1dt2dt3 =
1

6

∫ ∞
−∞

dt1dt2dt3, (3.52)

hence the third order contribution is given by

ERPA,(3)
corr =

i

6

∫
dω

2π
Tr{(χ0(ω)V)3}. (3.53)

For higher orders, we have to sum up all Goldstone diagrams of that order.
In general, the n-th order contribution is given by [see 32]

ERPA,(n)
corr =

i

2n

∫
dω

2π
Tr{(χ0(ω)V)n}. (3.54)

We can use the Taylor expansion of ln(1− x)

ln(1− x) = −x− x2

2
− x3

3
− ..., (3.55)

to sum up all diagrams up to infinite order

ERPA
corr =

i

2

∫
dω

2π
Tr

{ ∞∑
n=2

1

n
(χ0(ω)V)n

}

= − i
2

∫
dω

2π
Tr {ln(1− χ0(ω)V)− χ0(ω)V} .

(3.56)

In practical calculations, we can handle the poles of χ0 (located close to the
real axis) by switching to imaginary frequencies , i.e.

ERPA
corr =

1

2

∫
dω

2π
Tr {ln(1− χ0(iω)V)− χ0(iω)V} . (3.57)
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For spin restricted periodic systems, the RPA correlation energy be written
as [see 33]

ERPA
corr =

∫
dω

2π

BZ∑
k

∑
G

{
(ln [1− χ0(k, iω)V])GG

− χ0GG(k, iω)
4π

(k−G)2

}
.

(3.58)

The Fourier representation of χ0 is given by

χ0GG’(k, ω) =
1

Ωcell

all∑
mn

BZ∑
k’

2(fmk’+k − fnk’)

×
〈mk’ + k|ei(k−G)·r|nk’〉Ωcell

〈nk’|e−i(k−G)·r|mk’ + k〉Ωcell

εmk’+k − εnk’ − ω − iη
,

(3.59)

where fnk is 1 for occupied and 0 for unoccupied states .

The RPA can also be approached from a density functional theory (DFT)
point of view. Through the “adiabatic-connection fluctuation-dissipation
theorem” (ACFDT), it is possible to derive an exact expression for the corre-
lation energy that depends on the polarizability of the interacting system,
which is generally unknown. However, it can be related to the ground state
polarizibility through the ACFDT version of the random phase approxi-
mation. This yields an expression for ERPA

corr that is equivalent to equation
(3.57), with the exception that the spin-orbitals that constitute χ0 are the DFT
orbitals, i.e. they minimize the DFT-, not the HF ground state energy, see
Hummel [32] and Harl [33]. In the course of her thesis, Harl also discusses
the implementation of the ACFDT-RPA expression in VASP.
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Chapter 4

Pseudization of the e – - e –

interaction

In this chapter we apply the revised RRKJ method as discussed in section 2.7
to construct a pseudo-potential for the classical electron-electron interaction.
As the repulsive Coulomb potential

V (r) =
1

r
(4.1)

does not have any bound states, we use the normalization condition (2.84)
throughout. In the following we discuss critical details of the implementa-
tion, such as numerical methods used and the choice of important parame-
ters such as the reference energy Eref .

4.1 Two-particle interaction

In contrast to the pseudo-potentials discussed before, the Born-Oppenheimer
approximation is not applicable. Therefore, we have to solve a two-particle
Schrödinger equation with the interaction potential V (r1 − r2). Analog to
the classical case, we can decouple the two-particle problem by coordinate
transformation [see 34, pp. 89-90]. This yields two independent one-particle
(time-independent) Schrödinger equations, one for the center of mass co-
ordinates MR = m1r1 +m2r2, where M := m1 +m2 is the total mass, and
another for the relative coordinates r := r1 − r2. The first describes a free
particle of mass M

− 1

2M
∇2

RΨR(R) = ERΨR(R) (4.2)

the second a particle of the reduced mass µ in the external potential V

[
− 1

2µ
∇2

r + V (r)
]

Ψr(r) = ErΨr(r)

µ :=
m1m2

m1 +m2
.

(4.3)

As µ = me/2 for the two-electron system, the radial Schrödinger equation of
interest is [1],[2]
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[
− d2

dr2
+
l(l + 1)

r2
+ V (r)

]
φl(r) = Eφl(r). (4.4)

Furthermore, E can be interpreted as the kinetic energy of the separated
electrons in the center of mass frame, where ER = 0.

4.2 Numerov algorithm

The Numerov algorithm is a fourth order integration method for problems
of the type

d2

dt2
x(t) = f(t)x(t), (4.5)

such as the radial Schrödinger equation. The integration scheme consists of
two steps and reads

x(t) =
1

1− (∆t)2

12 f(t)
w(t)

w(t+ ∆t) = 2w(t)− w(t−∆t) + (∆t)2f(t)x(t)

(4.6)

The derivation is straightforward [see 17, pp. 573-574]: We expand x(t+ ∆t)
and x(t − ∆t) around t = 0 up to order six in t and add the equations to
obtain

x(∆t) + x(−∆t)− 2x(0) = (∆t)2f(0)x(0) +
(∆t)4

12
x(4)(0) +O(∆t)6 (4.7)

We can make use of the form of equation (4.5) to replace the fourth derivative
by a central difference scheme of second derivatives

x(4) =
f(∆t)x(∆t)− 2f(0)x(0) + f(−∆t)x(−∆t)

(∆t)2
. (4.8)

We introduce

w(t) =

(
1− (∆t)2

12
f(t)

)
x(t) (4.9)

and rewrite equation (4.7) as

w(∆t) + w(−∆t)− 2w(0) = (∆t)2f(0)x(0) +O((∆t)6), (4.10)

yielding a sixth order expression for x(t). However, the integration error
over a fixed interval t scales only as (∆t)4 (see Thijssen [17, p. 574] and
references cited therein).
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4.2.1 Boundary conditions

We use the Numerov algorithm whenever we need to integrate the radial
Schrödinger equation (4.4), both for the Coulomb and the pseudo-potential.
To initialize the algorithm, we need φ(0) and φ(∆r). For a regular potential,
i.e. a potential that fulfills

lim
r→0

r2V (r) = 0, (4.11)

we can neglect everything but the kinetic and centrifugal term for small r
(and l 6= 0) and obtain

d2

dr2
φ(r) =

l(l + 1)

r2
φ(r), (4.12)

with general solution

φ(r) = c1r
l+1 + c2r

−l. (4.13)

The second term is unphysical (there are fundamental objections beyond the
singularity at r = 0 [see 15, pp. 210-211]) and can be neglected, leaving us
with

φ(r) ∝ rl+1. (4.14)

The proportionality constant determines the norm of the wave function and
can thus be set arbitrarily, since we enforce normalization at the end. Thus,
we obtain

φ(0) = 0; φ(∆r) = rl+1. (4.15)

4.3 Construction of the pseudo-potential

For each angular quantum number up to l = lmax, we solve the radial
Schrödinger equation for the Coulomb potential at E = Eref numerically
as described above and store the value of the wave functions φl and their
derivatives at r = rc (we discuss the truncation w.r.t. l as well as appropriate
choices for the reference energy and the cutoff radius later on). Second, we
construct the pseudo wave function by determining the parameters in the
expansion (2.98). The qi can be easily calculated by finding the first n roots
of

f(q) =
d
dr jl(qr)

jj(qr)

∣∣∣∣∣
r=rc

−

(
d
drφl(r)

φl(r)
− 1

r

)∣∣∣∣∣
r=rc

, (4.16)
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compare equations (2.94),(2.75). We found that for relevant values of rc and
Eref , it is always possible to find parameters αi that fulfill the normalization
condition, hence we choose n = 3 throughout. If we insert the expansion
(2.98) into equation (2.95) , the conditions on the αi read

(i)
∑
i

αijj(qirc)rc = φ(rc)

(ii)
∑
i

αi[2j
′
j(qirc)qi + j′′j (qirc)q

2
i rc] = φ′′(rc)

(iii)
∑
i,j

4π

∫ rc

0
drr2αjjl(qj)αijl(qirc) = 1.

(4.17)

We treat this problem by linearizing equation III

∑
ij

ajAijai = 1→ α
(n−1)
j Aijα

(n)
i = 1 (4.18)

and solving the resulting linear problem iteratively (the Aij are integrals
over spherical Bessel functions, see appendix A). We start with a random set
α

(0)
i that fulfills the normalization condition and iterate until

∑
ij

a
(n)
j Aijα

(n)
i = 1. (4.19)

Before each iteration step, normalization must be enforced. The convergence
of this iterative scheme is very fast throughout (the number of iterations
needed is . 5 for all relevant test cases).

Finally, we invert the Schrödinger equation to obtain the pseudo-potential

V ps
l (r) = Eref −

l(l + 1)

r2
+
φps
l
′′
(r)

φps
l (r)

. (4.20)

Figures (4.1) and (4.2) depict the typical form of the pseudo wave functions
φps
l and pseudo-potentials V ps

l respectively.

4.4 Analysis of the scaling behavior

We can take advantage of the fact that the Vl can be optimized separately:
Since q2

3/2µ can be interpreted as a cutoff-energy Ec that determines conver-
gence in Fourier space, we choose the cutoff-radii such that q3 is approxi-
mately the same for all l (otherwise we would typically obtain V ps

l that are
unnecessarily hard for higher l). From the ansatz

rcl = σlrc, (4.21)
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FIGURE 4.1: The pseudo wave functions φpsl (dashed lines) are norm conserving
and join the original wave functions φl (solid lines) smoothly at r = rc. The cutoff
radius was set to 1.5 a0 for all l and the reference energy was set to 2 Eh .

we determine σ ≈ 1.14 for lmax = 2. Since the repulsive Coulomb potential
allows only scattering state solutions with a continuous energy spectrum,
the choice for the reference energy is not as obvious as it is for bound
states. Using dimensional analysis, we assess qc ∝ r−1

c from the form of the
spherical Bessel functions. This means that the reference energy has to scale
as

Eref,l ∝
1

r2
cl

, (4.22)

if we want to optimize the low energy scattering states (E � Ec). This
ansatz is solidified by calculations that show the correct scaling behavior of
Eref , which is depicted in figures 4.3 and 4.4. To avoid singularities in the
pseudo-potentials, Eref must be located in the first branch of the logarithmic
derivatives, since the branch cuts indicate nodes of the wave function.

4.5 Fourier space representation

As we have already seen, the form factor V loc
GG’ of a local potential depends

only on G−G’

V loc
GG’ =

1

Ωcell

∫
dre−i(G−G’)·rV loc(r). (4.23)
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FIGURE 4.2: The pseudo-potential components V ps
l are continuous at r = rc. As

rc gets smaller, the pseudo-potential gets harder and the pseudo-wave functions
converge towards their original counterparts. The same parameters as in figure 4.1
were used.

We can use the spherical symmetry of V loc to efficiently evaluate the compo-
nents via sine transform [4]

V loc
GG’ =

1

Ωcell

∫ ∞
0

drr2V loc(r)

∫ 2π

0
dφ

∫ 1

−1
d cos θ e−i|G−G’|r cos θ

=
1

Ωcell
2π

∫ ∞
0

drr2V loc(r)
1

−i|G−G’|r

(
e−i|G−G’|r − ei|G−G’|r

)
=

1

Ωcell

4π

|G−G’|

∫ ∞
0

drr sin(|G−G’|r)V loc(r).

(4.24)

For a semi-local potential such as the pseudo-potential, however, the compo-
nents depend in general on the magnitudes of k−G and k−G’ as well as
the angle γ between them. To derive the corresponding expression for the
l-th component of V ps

GG’, we insert equations (2.70) and (2.37) to expand the
pseudo-potential and the plane waves



44 Chapter 4. Pseudization of the e– - e– interaction

0
2

4
6

8

E
 (E

h )

-9 -6 -3 0 3 6 9
Logarithmic derivatives

l=
0

l=
1

l=
2

0
5

10
15

E
 (E

h )

-9 -6 -3 0 3 6 9

Logarithmic derivatives

l=
0

l=
1

l=
2

F
IG

U
R

E
4.3:D

epicted
are

the
logarithm

ic
d

erivatives
for

energies
up

to
E

=
2
E

c
for

various
cutoffrad

ii,w
here

E
re
f w

as
setto

4
/r

2c
l (ind

icated
by

circles).A
s

the
graphs

are
atleastapproxim

ately
sim

ilar,the
assessed

scaling
for

the
reference

energies
is

viable.The
norm

-conservation
condition

guarantees
thatthe

x
p
s

l

(d
ashed

lines)agree
w

ith
the

x
l (solid

lines)up
to

firstord
er

in
E

around
the

reference
energies.For

all
l,the

logarithm
ic

d
erivatives

are
evaluated

at
r

=
r
c
2 ,

w
here

r
c
0

=
2.0

a
0

(left)and
1.5

a
0

(right)respectively.



4.5. Fourier space representation 45

0
10

20
30

E
 (

E
h)

-9-6-30369

Logarithmic derivatives

l=
0

l=
1

l=
2

0
50

10
0

E
 (

E
h)

-9-6-30369

Logarithmic derivatives

l=
0

l=
1

l=
2

FI
G

U
R

E
4.

4:
Sa

m
e

as
fig

ur
e

4.
3,

w
it

h
r c

0
=

1.
0
a
0

(l
ef

t)
an

d
0.

5
a
0
.(

ri
gh

t)
re

sp
ec

ti
ve

ly
.



46 Chapter 4. Pseudization of the e– - e– interaction

V ps
l,GG’ =

1

Ωcell

∫
dre−i(k−G)·rVl(r)Plei(k−G’)·r

=
1

Ωcell

∫
dr

[
4π
∑
l′m′

il
′
Y m′
l′
∗
(θG, φG)Y m′

l′ (θ, φ)jl′(|k−G|r)

]∗

× V ps
l Pl

[
4π
∑
l′′m′′

il
′′
Y m′′
l′′
∗
(θG’, φG’)Y

m′′
l′′ (θ, φ)jl′′(|k−G|r)

]

=
1

Ωcell
(4π)2

∑
l′m′m

(−i)l′il
∫
drVl(r)jl′(|k−G|r)jl(|k−G’|r)

× Y m
l (θG, φG)Y m

l
∗(θ, φ)Y m

l
∗(θG’, φG’)Y

m
l (θ, φ)

=
1

Ωcell
(4π)2

∑
m

Y m
l
∗(θG’, φG’)Y

m
l (θG, φG)

×
∫ ∞

0
drr2V ps

l (r)jl(|k−G|r)jl(|k−G’|r),

(4.25)

where we have used equations (2.61) and (2.62). By invoking the spherical
harmonic addition theorem [see 18, p. 798]

Pl(cos(γ)) =
4π

2l + 1

∑
m

Y m
l
∗(θG’, φG’)Y

m
l (θG, φG), (4.26)

where the Pl are Legendre polynomials, we finally obtain

V ps
l,GG’ =

1

Ωcell
(2l + 1)4πPl(cos(γ))

×
∫ ∞

0
drr2V ps

l (r)jl(|k−G|r)jl(|k−G’|r).
(4.27)

In constructing the full pseudo-potential via equation (2.70), it is convenient
to subtract a local potential

V ps =
∑
l

V ps
l Pl = V loc +

∑
l

(
V ps
l − V

loc
)
Pl, (4.28)

where V loc is in principle any function that has the correct 1/r - tail, such
that the integrals in equation (4.27) need only be evaluated over a finite
domain [35].

4.5.1 Local approximation

In practice, the sum over l is truncated after l = lmax, which implies the
approximation

∞∑
l=lmax

(
V ps
l − V

loc
)
≈ 0. (4.29)
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However, since V is a pseudo-potential, only its scattering properties matter,
and we can replace this requirement by the much weaker approximation

xps
l (rcl)− xloc

l (rcl) ≈ 0 for l > lmax,

or equivalently xl(rcl)− xloc
l (rcl) ≈ 0 for l > lmax.

(4.30)

Oftentimes the local potential is chosen to be the pseudo-potential compo-
nent with the highest l, i.e.

V loc = V ps
lmax

. (4.31)

In figure 4.5, we show that already the local approximation (lmax = 0), is vi-
able. Apart from simplicity, the major advantage of the local approximation
is a substantial reduction in computation cost, since we need not evaluate
any integrals of the type of equation (4.27).
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FIGURE 4.5: Depicted are the xl(rc) (solid lines) versus the xlocl (rc) (dashed lines)
at r = rc. The local approximation V loc = V ps

0 is valid, as the local potential
reproduces the scattering properties of the Coulomb potential very well also for
higher l channels. The cutoff radius was set to 1.0 a0 and the reference energy was
set to 4.0 Eh.

We are then left with integrals of the form

V ps
GG’(|G−G’|) =

1

Ωcell

4π

|G−G’|

∫ ∞
0

drr sin(|G−G’|r)V ps
0 (r), (4.32)
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which we evaluate by subtracting the singular Coulomb-potential, whose
Fourier transform is given by [8, chapter 17]

V (q) =

∫
dre−iq·r

1

r
=

4π

q2
. (4.33)

This relation follows from the fact that the Coulomb potential obeys the
Poisson equation

∇2V (r) = −4πδ3(r)

∇2

∫
dq

(2π)3
eiq·rV (q) = −4πδ3(r)∫

dq
(2π)3

eiq·r
q2

4π
V (q) = δ3(r)

→ V (q) =
4π

q2
.

(4.34)

Thus, we obtain

V ps
GG’(|G−G’|) =

1

Ωcell

4π

|G−G’|

∫ ∞
0

drr sin(|G−G’|)
(
V ps

0 (r)− 1

r

)
+

1

Ωcell

4π

|G−G’|2

=
1

Ωcell

4π

|G−G’|

∫ rc

0
drr sin(|G−G’|r)

(
V ps

0 (r)− 1

r

)
+

1

Ωcell

4π

|G−G’|2

:= ∆V (|G−G’|) +
4π

|G−G’|2
.

(4.35)

Figure 4.6 depicts the typical Fourier space behavior of the pseudo-potentials.
Since the α3-component is typically very small (see figure 4.7), the Fourier
space convergence is largely determined by q2.

4.5.2 Analysis of the asymptotic behavior

In the limit q := |G−G’| → 0, ∆V (q) is finite since ∆V (r) is regular

lim
q→0

∆V (q) =
4π

Ωcell

∫ rc

0
drr2∆V (r). (4.36)

We can use partial integration to study how V (q) depends on the disconti-
nuity of V ps

0
′ in the high frequency limit [36]
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FIGURE 4.6: The potentials cut off rapidly at q ≈ q2 (indicated by circles) and
exhibit high frequency oscillations. The reference energy was set to 4.0 Eh for each
potential.
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∆V (q) =
1

Ωcell

4π

q

∫ ∞
0

dr∆V (r)r sin(qr)

=− 1

Ωcell

4π

q2
∆V (r)r cos(qr)

∣∣∣∞
r=0

+
1

Ωcell

4π

q2

∫ ∞
0

dr
[
∆V ′(r)r + ∆V

]
cos(qr)

=− 1

Ωcell

4π

q2
+

1

Ωcell

4π

q3
sin(qr)

[
∆V ′r + ∆V

] ∣∣∣∞
r=0

− 1

Ωcell

4π

q3

∫ ∞
0

dr

[
d

dr

(
∆V ′(r)θ(rc − r)

)
r + 2∆V ′(r)

]
sin(qr)

=− 1

Ωcell

4π

q2
+

1

Ωcell

4π

q3
∆V ′(rc)rc sin(qrc) +O(1/q4).

(4.37)

We find that first term exactly cancels the Coulomb term, and the two
boundary terms vanish since V ps

0 and V ps
0
′ are finite at the origin. Thus, the

high frequency oscillations are in leading order caused by the mismatch of
the first derivative at the cutoff radius. Figure 4.8 compares the asymptotic
behavior of the pseudo-potentials with the prediction derived above.
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FIGURE 4.8: Depicted are various pseudo-potentials with rc = 1.0 a0 and different
reference energies versus the third order analytic predictions (∆V (rc) does not
change significantly enough to distinguish the lines).
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4.6 Maximum reference energy rule

Given a set cutoff radius, it is possible to choose Eref such that α3, the
component of the third spherical Bessel function, vanishes, which is depicted
in figure 4.9. This is remarkable insofar, as it effectively means that we can
eliminate this “surplus” degree of freedom to obtain norm conservation.
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rc = 1.00 a0

rc = 0.75 a0

FIGURE 4.9: It is consistently possible to find a reference energy for which α3

vanishes. This reference energy is located in the middle of the first branch of the
logarithmic derivatives.

Similarly, we can choose Eref such that the third derivative of the pseudo
wave function and the original wave function match at the cutoff radius. In
figure 4.10, we show that this is exactly achievable only at nodes of the wave
function.

This can be understood by differentiating the inverted Schrödinger equation
(4.20)

V ps
0
′
(r) =

φps
0
′′′

(r)

φps
0 (r)

− φps
0
′′
(r)φps

0
′
(r)

φps
0 (r)2

⇒ ∆φ0
′′′(rc) = ∆V0

′(rc)φ0(rc),

(4.38)

where we have used equation (2.90). Since V ′(rc) = −1/r2
c and V ps

0
′
(rc) ≈ 0,

which we will argue in the following, ∆φ′′′0 (rc) can only vanish if φ0(rc) is
equal to zero. To obtain an analytic expression for V ps

0
′, we assume that the

first spherical Bessel function constitutes the main contribution to φps
0 and

treat the rest as a small correction, which yields
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V ps
0
′
(r) ≈ −

{
α1 cos(q1r)q

2
1 +

∑3
i=2 αi cos(qir)q

2
i

α1 sin(q1r)q
−1
1 +

∑3
i=2 αi sin(qir)q

−1
i

−
[α1 sin(q1r)q1 +

∑3
i=2 αi sin(qir)qi][α1 cos(q1r) +

∑3
i=2 αi cos(qir)]

[α1 sin(q1r)q
−1
1 +

∑3
i=2 αi sin(qir)q

−1
i ]2

}

≈ 0 +
3∑
i=2

αi
α1

{
sin(qir) cos(q1r)[q

4
1 − q5

1/qi]

sin2(q1r)

+
cos(qir)[q

3
1 − q1q

2
i ]

sin(q1r)

}
+ ...,

(4.39)

where we have used the expansions

1

1 + x
≈ 1− x+O(x2),

1

(1 + x)2
≈ 1− 2x+O(x2). (4.40)

In figure 4.11, we compare this result with a numerical evaluation of V ps
0
′.
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FIGURE 4.11: The first order series expansion shows good agreement for small
reference energies. For large reference energies φps0 (rc) is small, rendering the
expansion inapplicable. The cutoff radius was set to 1.0 a0.

By inserting V ps
0
′
(rc) = 0 in equation (4.37), we also obtain an explicit

dependency for the amplitudes A of the high frequency oscillations on
the cutoff radius

A(rc) ≈
1

Ωcell

4π

q3

1

rc
. (4.41)
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To sum up, it is not possible to match the third derivatives exactly due to the
form of φ0. Nevertheless, figure 4.10 shows that it approximately achievable
by choosing Eref slightly to the left of the first branch cut. Furthermore, this
“maximum reference energy rule” is also supported by the fact that the loga-
rithmic derivatives are better reproduced for energies beneath Eref , which
is depicted in figure 4.12. A similar observation was made by Prendergast
et al. [1], who used a HSC-type pseudo-potential to study the effect of the
electron-electron cusp on configuration interaction energies.
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FIGURE 4.12: To fairly compare the scattering properties at different energies, we
take the atan of the dimensionless quantity x0rc. We find that the pseudo-potentials
perform better for energies belowEref . The extrema atE = Eref that we expect from
norm conservation are slightly shifted, as ∆ẋ0(rc) is not exactly zero. This error
is likely due to numerical inaccuracies in the construction of the pseudo-potential,
amounts for intermediate rc to .10−3a−1

0 E−1
h and vanishes for rc → 0. The cutoff

radius was set to 1.0 a0.
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Chapter 5

Correlation energies for Jellium

The natural test system for the electron-electron interaction is the homoge-
neous electron gas (“Jellium”). We obtain the many-body Hamiltonian for
Jellium by replacing the nuclei in the Born-Oppenheimer Hamiltonian (3.3)
by a homogeneous positive background charge

HMB =

N∑
i=1

−1

2
∇2
i +

∑
i<j

1

|ri − rj |

−
N∑
i=1

∫
dr

n

|ri − r|
+

1

2

∫
drdr’

n2

|r− r’|
,

(5.1)

where n = N/Ω is the average electron density [37]. The system is entirely
characterized by n or equivalently by the standard density parameter rs
(also called “Wigner-Seitz radius”)

4π

3
r3
s =

Ω

N
, rs =

(
3

4πn

)1/3

, (5.2)

that is a measure for the average distance between electrons. For elemental
solids, rs typically ranges from 1 a0 to 6 a0 [see 14, p. 101]. Since the solutions
are homogeneous, the background terms exactly cancel the Hartree energy

EH :=
1

2

∫
drdr’n(r)n(r’)

n(r) := 〈Ψ|
∑
i

δ(r− ri)|Ψ〉 ,
(5.3)

where n(r) is the electron density. Within the spin restricted HF approxima-
tion, we can apply the first of the Slater-Condon rules (C.3) to immediately
reobtain the expression of the Hartree energy that we derived in chapter 3.

n(r) =
2

Ω

∑
i

ϕ∗i (r)ϕi(r)

EH = 2

occ∑
ij

(ij|ij),
(5.4)
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5.1 Simple cubic lattice

For the sake of simplicity, we simulate the Jellium system in a simple cubic
(sc) unit cell. Furthermore, the high symmetry of the sc-lattice is advan-
tageous, as we will see in the following. The direct and reciprocal lattice
vectors of the simple cubic lattice are

aij = aδij , bij =
2π

a
δij , (5.5)

where a is the lattice constant and aij is the j-th component of the lattice
vector ai (the same applies to bij). We sample the first Brillouin zone on a
linear mesh centered at the Γ - point

k = T (b1
n1

N1
+ b2

n2

N2
+ b3

n3

N3
), ni = 0, ..., Ni − 1. (5.6)

Due to symmetry, some of these k-points are equivalent, i.e. we can reduce
sums over the first Brillouin zone to its irreducible part (IBZ)

BZ∑
k

→
IBZ∑

k

wk, (5.7)

where the wk are the weights for each point in the IBZ [14, chapter 4].

For MP2 calculations, we have to consider that the MP2 energies diverge
unless there is some sort of band gap, see equation (3.34). For metallic
systems like Jellium, it is therefore important to find certain “magic numbers”
Ni, that create a finite gap through shell filling effects. If each unit cell
contains two electrons, this is achievable for 3× 3× 3 k-points, see table 5.1.
All following calculations use the 3× 3× 3 k-point mesh to sample the IBZ.

k-point in the IBZ [2π/3a] weight
(0,0,0) 1
(1,0,0) 6
(1,1,0) 12
(1,1,1) 8

TABLE 5.1: Since we assume spin degeneracy, the energy eigenstates εnk can be
doubly occupied. Therefore, the two electrons exactly fill up all 2× 33 = 54 states
in the lowest band.

5.2 Electron - nucleus scattering

To preliminarily test the performance of our pseudo-potentials outside a par-
ticular theory for the electron-electron interaction, we pseudize the electron-
nucleus interaction. By rewriting the radial Schrödinger equation for the
electron-electron interaction (4.4) as
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[
−1

2

d2

dr2
+
l(l + 1)

2r
+
V

2

]
φl(r) = E′φl(r), (5.8)

where E′ = E/2, we obtain an alternative interpretation of this problem as
interaction between an electron and a nucleus with charge Z = −1/2. We
therefore construct a somewhat artificial test system that is essentially sc-H,
except that the H-atoms have a repulsive charge of Z = −1/2 and that we
put in two electrons instead of one. Furthermore, we add compensating
background charge to maintain charge neutrality. We pseudize the electron-
nucleus interaction by replacing the Coulomb form factor

1

2

4π

q2
→ 1

2
V ps

0 (q), (5.9)

where the cutoff radius should be small enough that the pseudo-spheres do
not overlap. In practice, the replacement is achieved by evaluating ∆V (q)
on a linear mesh and interpolating to required values of q. We use natural
cubic splines to perform the interpolation, see Press et al. [38, chapter 3].
Figure 5.1 compares the resulting band structure, obtained by a standard
DFT calculation, to the original one.

5.3 Pseudization of MP perturbation theory

In the following, we will develop a pseudized MP perturbation theory for
Jellium. We start by replacing the electron-electron interactions in the Jellium
many-body Hamiltonian (5.1) by a local pseudo-potential V ps

0

Hps
MB =

N∑
i=1

−1

2
∇2
i +

∑
i<j

V ps
0 (|ri − rj |)

−
N∑
i=1

∫
dr

n

|ri − r|
+

1

2

∫
dr1dr2

n2

|r1 − r2|
.

(5.10)

Since the correction ∆V (q) is finite, the background terms still cancel the
Hartree energy, which given is solely by its G = 0 - term in reciprocal space.
To show this, we evaluate the Jellium Hartree energy in a small sphere of
radius qs around G = 0 and take the limit qs → 0

Eps
H =

∫
dr1dr2n

2V ps
0 (|r1 − r2|)

= lim
qs→0

∫
q<qs

dq
(2π)3

[
4π

q2
+ ∆V (q)

]
eiq·(r1−r2)

∫
dr1dr2n

2

≈ EH + lim
qs→0

∫ qs

0

dq
(2π)3

4πq2∆V (q)

∫
dr1dr2n

2 = EH .

(5.11)
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In the derivation, we have assumed that the lattice volume is large, so that
we can approximate the sum over all G by an integral, but finite, so that the
correction does not diverge.

5.3.1 Hartree-Fock groundstate energies

Since Eps
H is also canceled by the background terms, the pseudized electron-

electron interaction still reduces to the exchange term within Hartree-Fock.
Therefore, we can obtain a consistent pseudized HF-theory by simply replac-
ing the exchange operator

−
occ∑
j

Kps
j ϕi := −

occ∑
j

1

Ω

∫
dr2ϕ

∗
j (r2)V ps

0 (|r1 − r2|)ϕi(r2)ϕj(r1) (5.12)

or equivalently by replacing the form factor in the Fourier representation.
So far, we have not achieved much since the HF-theory for Jellium is even
analytically solvable in the thermodynamic limit N,Ω → ∞, n = const [8,
chapter 17]. The solutions are plane waves as in the non-interacting case.
We can prove this by showing that plane waves are eigenfunctions of the
exchange operator

∑
qj<kF

Kje
iqi·r1 =

∑
qj<kF

1

Ω

∫
dr2e

−iqj ·r2 1

|r1 − r2|
eiqi·r2eiqj ·r1

≈
∑
qj<kF

1

Ω

∫
dq’

(2π)3

4π

q′2
ei(qj+q’)·r1

∫
dr2e

i(qi−qj−q’)·r2

=
∑
qj<kF

1

Ω

∫
dq’

(2π)3

4π

q′2
ei(qj+q’)·r1(2π)3δ(qi − qj − q’)

=
1

Ω

∑
qj<kF

4π

|qi − qj |2
eiqi·r1

≈
∫
q′<kF

dq’
(2π)3

4π

|qi − q’|
eiqi·r1 ,

(5.13)

where the Fermi wave vector kF is the radius of the sphere that encloses the
occupied states in reciprocal space

4π

3
k3
F :=

(2π)3

Ω
N, kF =

(9π/4)1/3

rs
. (5.14)

By adding the kinetic energy, we obtain thus for the orbital energies εi

εi =
q2
i

2
−
∫
q<kF

dq’
(2π)3

4π

|qi − q’|
, (5.15)

which yields for the HF ground state energy
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EHF =
∑
qi<kF

2
q2
i

2
−
∫
q<kF

dq’
(2π)3

4π

|qi − q’|
, (5.16)

compare equation (3.23). We can replace the sum by an integral to obtain a
simple expression for the Jellium HF ground state energy per electron [see 8,
chapter 17]

EHF

N
=

3

5
EF −

3kF
4π

, (5.17)

where EF := k2
F /2 is the Fermi energy.

Although the HF ground state is thus not of theoretical interest, we can use
it to gauge the pseudo-potentials. Lloyd-Williams et al. [2], who developed
pseudo-potentials for the electron-electron interaction in CID and DMC
calculations, proposed to optimize the pseudo-potentials for E < 2EF , since
only wave vectors below kF are occupied in the ground state. However,
from our discussion of the maximum energy rule, see section 4.6, we expect
that it can prove beneficial to choose the reference energy higher than that.
Figure 5.2 shows that the maximum reference energy rule works well for
rc ' rs, whereas for smaller cutoff radii the maximum reference energy is too
far away from 2EF . Then, the optimum value for Eref lies between Emax

ref (rs)
and Emax

ref (rc). In all following calculations, we use pseudo-potentials that
are optimized for EF = 1 Eh, see figure 5.2.
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FIGURE 5.2: Depicted is the convergence of the HF ground state energies for Jellium
w.r.t. the reference energy calculated using 3 × 3 × 3 k-points. The dashed line
indicates the ground state energy obtained by the original Coulomb potential. The
lattice volume was chosen such that EF = 1 Eh, which corresponds to rs ≈ 1.36 a0.
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5.3.2 MP2 correlation energies

The pseudized Fock operator has eigenvectors ϕps
i with eigenvalues εps

i . To
obtain the pseudized MP perturbation series, we partition the pseudized
many-body Hamiltonian as

Hps
MB = Hps

0 + (Hps
MB −H

ps
0 ), (5.18)

where Hps
0 is the pseudized HF Hamiltonian constructed from the ϕps

i . Ana-
log to the derivation in chapter 3, the pseudized MP2 energy per unit cell is
given by

E(2),ps =

2

Ncell

BZ∑
k1...k4

occ∑
ab

unocc∑
rs

(ak1, bk2|rk3, sk4)ps(rk3, sk4|ak1, bk2)ps

εps
ak1

+ εps
bk2
− εps

rk3
− εps

sk4

− 1

Ncell

BZ∑
k1...k4

occ∑
ab

unocc∑
rs

(ak1, bk2|rk3, sk4)ps(rk3, sk4|bk2, ak1)ps

εps
ak1

+ εps
bk2
− εps

rk3
− εps

sk4

,

(5.19)

where the pseudized two-electron integrals are obtained by replacing the
spatial orbitals and the form factor in equation (3.40) by their pseudized
counterparts.

In principle, it is possible to choose a smaller cutoff energy Eaux
max for the

two-electron integrals than for the basis set. For the Coulomb potential, the
error in the MP2 energy can be approximated as

E(2)(Eaux
max)− E(2)(Eaux

max =∞) ≈ Eaux
max
−3/2 for Eaux

max large, (5.20)

which can be used to estimateE(2)(Eaux
max =∞) via extrapolation (see Schäfer

et al. [29] and references cited therein). Since the pseudo-potentials cut off
rapidly in Fourier space, the pseudized MP2 energies converge much faster.
This is depicted in figure 5.3.

Although there is some error cancellation between the direct and the ex-
change term, the relative errors for the MP2 energies are about one order
of magnitude greater than the respective errors for the HF energies. The
main source of the errors is the fact that electrons of opposite spin can be
located at the same place. Thus, the pseudo-potentials (with rc fixed) are
more accurate for smaller densities, as the probability that two electrons are
inside a sphere of radius rc is higher for larger densities. Figure 5.4 depicts
the performance of the pseudo-potentials for different density parameters
rs.
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5.4 Pseudization of ACFDT-RPA

We can obtain an alternative version of pseudized MP perturbation theory
by partitioning the pseudized many-body Hamiltonian such that the zeroth
order term is the original HF Hamiltonian

Hps
MB = HHF + (Hps

MB −HHF). (5.21)

On the one hand, this version is convenient since we need not alter the
ground state calculation. On the other hand, this complicates the expres-
sions for the correlation energies (e.g. Brillouin’s theorem does no longer
apply). However, we can remedy this large disadvantage by introducing the
following approximation

∑
i<j

V (|ri − rj |) |Ψ0〉 ≈
∑
i<j

V ps(|ri − rj |) |Ψ0〉 . (5.22)

This approximation goes beyond mere pseudization, since a pseudo-potential
reproduces the original eigenvalues only if it acts on the pseudo-wave func-
tion and not on the original wave function. For Jellium, the approximation is
certainly valid, since plane waves are solutions for both the original and the
pseudized HF ground state (only the eigenvalues change under pseudiza-
tion). In general, this approximation is applicable for small cutoff radii,
as the Ψps approaches Ψ as rc → 0. Then, the pseudized MP2 energy can
obtained simply by replacing the form factor in equation (3.40). We can
obtain this result also by applying the approximation (5.22) directly in the
original series expansion (3.22)

We use the DFT analogon of this approximate method to obtain pseudized
ACFDT-RPA correlation energies, i.e. we replace only the form factor in
the DFT version of equation (3.58). As before, the cutoff energy for the
correlation energies can be chosen smaller than Emax. Again, we can use
extrapolation for the Coulomb potential, since the RPA correlation energies
obey the asymptotic error behavior (5.20) as well [see 33]. Figures 5.5 and
5.6 show that the pseudo-potentials perform similarly as in the MP2 case.
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Chapter 6

Summary and conclusion

We have constructed norm conserving pseudo-potentials for the electron-
electron interaction using the revised RRKJ method. The construction is
straightforward and reliable for all relevant cutoff radii and reference ener-
gies. Furthermore, we have shown that the local approximation is very good,
which substantially simplifies the Fourier representation. On the negative
side, the discontinuous first derivatives of the pseudo-potentials cause high
frequency oscillations. For the construction of the pseudo-potentials, two
parameters have to be set: (i) the cutoff radius rc that determines the accu-
racy and hardness of the pseudo-potentials and (ii) the reference energy Eref

at which the pseudization is performed. We have found that the following
rule is a good basis for the optimization of Eref : For a given value of rc, Eref

is chosen such that the innermost node of the radial wave function is located
slightly outside the core region.

We have developed pseudized MP2 and ACFDT-RPA theories for Jellium
and implemented them in VASP. To obtain MP2 energies, it is sufficient to
replace the form factors in the exchange and the MP2 terms. For ACFDT-
RPA calculations, we have replaced only the correlation term at the cost of
an additional approximation. Future work is required to evaluate the quality
of this approximation for other materials. In both cases, we have found that
the convergence w.r.t the cutoff energy Eaux

max is much faster than for the bare
Coulomb potential. Furthermore, the effect of the high frequency oscillations
is small and can be mostly neglected.

The pseudo-potentials reproduce well the scattering properties of the Coulomb
potential, which we have demonstrated by comparing the logarithmic deriva-
tives and band structures for a periodic lattice of positive ions. However, the
relative errors in the correlation energies are large for intermediate cutoff
radii rc . rs. For smaller cutoff radii the errors diminish, but so does the
gain in convergence speed. This is certainly disappointing, but possibly it
is feasible to better handle correlation effects by treating the residual errors
via a local density approximation. Finally, future work would investigate
pseudized theories for ferro-magnetic systems (

∑
spin = 1). Since the errors

are due to the fact that electrons of opposite spin can be located at the same
place, we expect that the pseudo-potentials will perform better there.
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Appendix A

Spherical Bessel functions

The radial Schrödinger equation for a free particle of mass µ is

r2d
2Rl(r)

dr2
+ 2r

dRl(r)

dr
+
[
q2r2 − l(l + 1)

]
Rl(r) = 0,

q =
√

2µE.

(A.1)

compare equation (2.36). The substitutions Rl(r) = Zl(r)/r
−1/2 and x = qr

yield

x2d
2Zl(x)

dx2
+ x

dZl(x)

dx
+

[
x2 − (l +

1

2
)2

]
Zl(x) = 0, (A.2)

which is the Bessel equation of order l+ 1
2 , whose general solution is a linear

combination of Bessel functions J and Neumann functions Y , hence [18,
pp. 426-427]

Rl(x) =
A√
x
Jl+1/2(x) +

B√
x
Yl+1/2(x). (A.3)

It is useful to include an additional normalization factor to define the spheri-
cal Bessel functions jl and spherical Neumann functions nl

jl(x) :=

√
π

2x
Jl+1/2(x)

nl(x) :=

√
π

2x
Yl+1/2(x)

(A.4)

Through the Rayleigh formulas [18, section 14.7]

jl(x) = (−1)lxl
[

1

x

d

dx

]l (sin(x)

x

)
nl(x) = −(−1)lxl

[
1

x

d

dx

]l (cos(x)

x

)
,

(A.5)

we obtain explicit expressions for the first few jl and nl



A.1. Spherical Bessel transform 69

j0(x) =
sin(x)

x

j1(x) =
sin(x)

x2
− cos(x)

x

j2(x) =

(
3

x2
− 1

x

)
sin(x)− 3

x2
cos(x)

n0(x) = −cos(x)

x

n1(x) = −cos(x)

x2
− sin(x)

x

n2(x) = −
(

3

x2
− 1

x

)
cos(x)− 2

x2
sin(x).

(A.6)

For higher l they can also be constructed via a recurrence relation

fl−1(x) + fl+1(x) =
2l + 1

x
fl(x), (A.7)

where fl is either a spherical Bessel function or a spherical Neumann func-
tion. Another recurrence relations allows us to evaluate their first derivatives

lfl−1(x) + (l + 1)fl+1(x) = (2l + 1)f ′l (x), (A.8)

and higher derivatives by differentiation on both sides [18, section 14.7]. At
the origin, the jl are finite whereas the nl are singular

jl(x)
x→0−−−→ xl

(2l + 1)!!

nl(x)
x→0−−−→ −(2l − 1)!!

xl+1
,

(A.9)

compare equation (4.13). The asymptotic behavior for large x is

jl(x)
x→∞−−−→ 1

x
sin

(
x− lπ

2

)
nl(x)

x→∞−−−→ −1

x
cos

(
x− lπ

2

)
.

(A.10)

A.1 Spherical Bessel transform

The jl fulfill the following orthogonality relations over a finite interval [0, rc]

A(q, q′) =

∫ rc

0
drr2jl(qr)jl(q

′r)

=
r2
c

q2 − q′2

(
jl(qrc)

d

dr
jl(q

′r)− jl(q′r)
d

dr
jl(qrc)

)
,

(A.11)
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which follows from the corresponding property of the Jl [18, p. 661]. The
(pseudo) wave function can be expressed as a series of spherical Bessel
functions with the correct boundary conditions

φl(r) =
∑
i

φlijl(qir)r for r ≤ rc

d

dr
(ln jl(qir)r)

∣∣∣∣
r=rc

= xl(rc),

(A.12)

where the coefficients are given by

φli =

∫ rc

0
drφl(r)jl(qir)r/A(qi, qi). (A.13)

Hence, the kinetic energy can be evaluated as

Ekin
l =

∫ rc

0
drφl(r)

[
−1

2

d2

dr2
+
l(l + 1)

2r2

]
φl(r) =

∑
i

φ2
liq

2
iA(qi, qi), (A.14)

where we have used equation (A.1). In the limit rc → ∞ we obtain the
orthonormality relations [4]

qq′
2

π

∫ ∞
0

drjl(qr)jl(q
′r)r2 = δ(q − q′), (A.15)

and the series (A.12) becomes an integral transform

φ̄l(q) =

√
2

π

∫ ∞
0

drφl(r)jl(qr)qr. (A.16)

From equation (A.15) we can obtain that the Bessel transform is involutory

φl(r) =

√
2

π

∫ ∞
0

dqφ̄l(q)jl(qr)qr, (A.17)

as well as norm conserving

∫ ∞
0

drr2φl(r)
2 =

∫ ∞
0

dqq2φ̄l(q)
2 = 1. (A.18)

Analog to equation (A.13), the corresponding expression for the kinetic
energy is

Ekin
l =

∫ ∞
0

drφl(r)

[
−1

2

d2

dr2
+
l(l + 1)

2r2

]
φ(r) =

1

2

∫ ∞
0

dqq2φ̄l(q)
2. (A.19)
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Appendix B

Scattering theory

Let us consider an incoming particle of mass µ moving forward in the z-
direction that scatters off some potential V , that goes to zero for large r. In
this asymptotic limit, the outgoing solution of the Schrödinger equation

[
− 1

2µ
∇2 + V (r)

]
Ψ(r) = Er (B.1)

generally consists of two parts that describe an incident particle and a
radially outgoing scattered particle respectively [34, chapter 18]

Ψ(r) r→∞−−−→= A[eiqz + r−1f(θ, φ)eiqr], q =
√

2µE. (B.2)

If V is spherically symmetric, it is possible to obtain an analytic solution
for the scattering amplitude f(θ, φ) by matching the solution of the radial
Schrödinger equation to the asymptotic result (B.2). We will discuss this
“method of partial waves” for potentials of finite range and the Coulomb
potential following Schiff [34, chapters 19,21], Sakurai and Napolitano [15,
chapter 6] and Taylor [39, chapters 11,14].

B.1 Finite range potentials

For the sake of simplicity, we mostly concentrate on the special case of
elastic scattering off a real, spherically symmetric, regular, local potential
that vanishes for r ≥ rc. Square wells and the muffin-tin potentials discussed
in section 2.3 are examples of this form. Since the problem is independent of
φ, we can expand Ψ into Legendre polynomials

Ψ(r, θ) =
∑
l

(2l + 1)ilRl(r)Pl(cos(θ)), (B.3)

which follows from the general spherical harmonic expansion (2.35) by
keeping only the Y 0

l functions, which do not depend on φ [18, section 15.5]

Y 0
l =

√
2l + 1

4π
Pl(cos(θ)). (B.4)
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Analogously, the plane wave expansion (2.37) reduces to

eiqz =
∑
l

(2l + 1)iljl(qr)Pl(cos(θ)), (B.5)

compare also equation (4.26). Furthermore, the general solution for r ≥ rc
is given by equation (A.3), since the potential vanishes in that region. We
rewrite this as

Rl(r) = Al [cos(δl)jl(kr)− sin(δl)nl(kr)] , (B.6)

where the δl are real as we assume V is real.

To obtain the scattering amplitude f(θ), we insert the above results in equa-
tion (B.1). In the asymptotic limit, we can use the expansions (A.10) yielding

∑
l

(2l + 1)ilAl(qr)
−1 sin

(
qr − lπ

2
+ δl

)
Pl(cos(θ))

=
∑
l

(2l + 1)il(qr)−1 sin

(
qr − lπ

2

)
Pl(cos(θ)) + r−1f(θ)eiqr,

(B.7)

where we have used the identity

sin(x+ y) = sin(x) cos(y) + cos(x) sin(y). (B.8)

We proceed by writing the sines in complex exponential form and comparing
the coefficients for the eiqr and e−iqr parts

eiqr :
∑
l

(2l + 1)ilAl(qr)
−1e−i(

lπ
2
−δl)Pl(cos(θ))

=
∑
l

(2l + 1)il(qr)−1e−i
lπ
2 Pl(cos(θ)) + 2ir−1f(θ)

e−iqr :
∑
l

(2l + 1)ilAl(qr)
−1ei(

lπ
2
−δl)Pl(cos(θ))

=
∑
l

(2l + 1)il(qr)−1ei
lπ
2 Pl(cos(θ)).

(B.9)

Finally, the second equation yields

Al = eiδl , (B.10)

which we insert in the first equation to obtain the scattering amplitude

f(θ) =
1

2iq

∑
l

(2l + 1)
(
e2iδl − 1

)
Pl(cos(θ)). (B.11)
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The coefficients of f in the Legendre expansion are called “partial wave
amplitudes”

f(θ) =:
∑
l

(2l + 1)fl(δl)Pl(cos(θ))

fl(δl) =
1

2iq

(
e2iδl − 1

)
=
eiδl sin(δl)

q
.

(B.12)

B.1.1 Phase shifts

We find that f is completely determined by the phase shifts δl, which consti-
tute the phase difference between the Rl and the jl in the asymptotic limit.
There is a modulo π ambiguity in the definition of the δl, as f is invariant
under

δl → δl + nlπ, nl integer. (B.13)

This ambiguity is usually removed by requiring that the phase shifts are a
continuous function of q that goes to zero as q → ∞. When we adopt this
convention, the following heuristical argument holds true [see 39, chapter
11]: The δl will be negative for a repulsive potential, as the wave function is
“pushed out” by V , whereas an attractive potential will “pull in” the wave
function, resulting in positive δl.

To obtain an explicit expression for the δl, we match the core wave function
to the free particle solution (B.6) at r = rc. The boundary condition is that
the logarithmic derivatives are continuous

Ll(rc) =
qj′l(qrc) cos(δl)− q sin(δl)n

′
l(qrc)

cos(δl)jl(rc)− sin(δl)nl(rc)

⇒ tan(δl) =
qj′l(qrc)− Ll(rc)jl(qrc)
qn′l(qrc)− Ll(rc)nl(qrc)

.

(B.14)

We can distinguish three distinct limiting cases: (i) the Rl will approach
the jl as V → 0, thus f and the δl (with our convention not just δl mod π)
vanish. (ii) the same argument can be applied in the high energy limit. (iii)
for high values of l (with V and E fixed), the centrifugal wall will dominate
the effective potential

Veff(r) = V (r) +
l(l + 1)

2µr2
(B.15)

inside the core region, which effectively blocks the particle from “seeing”
the potential. Thus, the δl approach nlπ in the limit

q2

2µ
� l(l + 1)

2µr2
c

≈ l2

2µr2
c

⇒ l� qrc, (B.16)
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similar to the classical case, where the distance of closest approach is given
by the impact parameter b = l/q.

B.1.2 Born approximation

We can generically obtain general solutions to the Schrödinger equation
using the Green’s function method

Ψ(r) = Ψ0(r) + 2µ

∫
dr’G(r− r’)V (r′)Ψ(r’)

[∇2 + q2]G(r) = δ3(r),
(B.17)

where Ψ0 is a homogeneous solution of the Schrödinger equation and G
is a Green’s function with appropriate boundary conditions. Since we are
interested in outgoing solutions of the type (B.2), we use

Ψ0(r) = eiqz, G(r− r’) = − eiq|r−r’|

4π|r− r’|
, (B.18)

which yields the Lippmann-Schwinger equation

Ψ(r) = eiqz − µ

2π

∫
dr’

eiq|r−r’|

|r− r’|
V (r′)Ψ(r’)

r→∞−−−→ eiqr − µ

2π

eiqr

r

∫
dr’e−iq·r’V (r’)Ψ(r’),

(B.19)

where we have used

|r− r’| = r

(
1− 2r̂ · r’

r
+
r′2

r2

)1/2
r→∞−−−→ r − r̂ · r’, (B.20)

and introduced q = qr̂. By comparing this result with equation (B.2), we
obtain a general expression for the scattering amplitude

f(θ) = − µ

2π

∫
dr’e−iq·r’V (r′)Ψ(r’). (B.21)

If we assume that the potential is a weak scatterer, it will not alter the
wave function significantly. We can therefore approximate the scattering
amplitude by

f(θ) ≈ − µ

2π

∫
dr’e−iq·r’V (r′)eiq’·r’, (B.22)

where q’ = qẑ . We find that in this (first order) Born approximation, the
scattering amplitude is proportional to the Fourier representation of V . By
expanding the plane waves in spherical harmonics and using that |q| = |q’|
as well as the fact that θ is the angle between q and q’, we obtain
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f(θ) = −2µ
∑
l

(2l + 1)Pl(cos(θ))

∫
drr2V (r)jl(qr)

2

⇒ fl(θ) = −2µ

∫ ∞
0

drr2V (r)jl(qr)
2,

(B.23)

compare equations (4.25) and (4.27). We find that the fl are real within the
Born approximation. By comparing this with the general result (B.12), we
obtain that the Born approximation is valid, if the δl mod π are small and
the fl thus close to the real axis. Hence, we can use the Born approximation
in the limiting cases (i)-(iii) that we discussed earlier. In particular, we can
study the low energy limit of the fl in the Born approximation

fl(q)
q→0−−−→ −alq2l, (B.24)

where we have used equation (A.9) to expand the jl. The constants al are
called “scattering lengths”. We find, that the fl rapidly vanish for high
values of l, and for very small energies, only the l = 0 wave contributes to
the scattering amplitude

f(q) =
∑
l

(2l + 1)fl(q)Pl(cos(θ))
q→0−−−→ −a0. (B.25)

By inserting the above expansion for fl in equation (B.12), we obtain the low
energy limit for the phase shifts

sin(δl)
q→0−−−→ −alq2l+1

δl(q)
q→0−−−→ nlπ − alq2l+1.

(B.26)

Levinson’s theorem [see 39, chapter 12] states that the nl equal the number
of bound states. It is possible that an attractive potential has a zero energy
resonance for l = 0, which relates to a divergence of a0. In this case, the
above result needs to be modified to

δ0(0) = (n0 +
1

2
)π. (B.27)

We can interpret a0 as the r-intercept of the exterior wave function if we
extend it to smaller values of r

lim
q→0

φ0(qr) = lim
q→0

A0q
−1 sin(qr + δ0) = A0(r − a0)

− 1

2µ

d2

dr2
φ0(r) = 0.

(B.28)

We obtain from equation (B.26) that a0 is always positive for attractive
potentials. For an attractive potential, the wave function is “pulled in” more
and more as the potential strength increases until it develops a bound state,
i.e. the wave function develops a node. The scattering length is therefore
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small and negative for weak attractive potentials, becomes more negative as
V increases in strength until it diverges (resonance) and gets finally positive
(bound state).

B.1.3 Scattering approach to pseudo-potentials

In section 2.5, we demanded that the pseudo-potential has the same logarith-
mic derivatives as the original potential at r = rc for some reference energy.
Since the logarithmic derivatives are related to the phase shifts via equation
(B.14), we can replace this requirement by demanding instead that V ps has
the same phase shifts modulo π as V

δps
l (rc) mod π = δl(rc) mod π. (B.29)

In particular, we can choose pseudo-potentials with |δps
l (rc)| ≤ π, hence

pseudo-potentials that don’t have bound states. This is exactly the approach
of the OPW-method as discussed in section 2.4.

B.2 Coulomb potential

The Coulomb potential differs from the potentials discussed above as its
range is infinite. Thus, the solution of the radial Schrödinger equation

[
d2

dr2
+
l(l + 1)

r2
− 2µZ1Z2

r
+ q2

]
φl(r) = 0 (B.30)

never reaches the free particle limit. Rather, it can be expressed by a linear
combination of regular and irregular solutions of the confluent hypergeomet-
ric equation [see 18, section 18.6], which we denote as Fl and Gl respectively.
These functions have the asymptotic form [see 39, p. 267]

Fl(qr)
r→∞−−−→ sin

(
qr − γ ln(2pr)− lπ

2
+ σl

)
Gl(qr)

r→∞−−−→ − cos

(
qr − γ ln(2qr)− lπ

2
+ σl

)
γ =

µZ1Z2

q
, σl = arg (Γ(l + 1 + iγ)),

(B.31)

where γ is a strength parameter and σl is called “Coulomb phase shift”.

Let us consider distorted Coulomb potentials that differ from the pure
Coulomb potential only for r ≤ rc, e.g. our pseudo-potentials for the
electron-electron interaction. Analog to equation (B.6), we write the dis-
torted wave function for r ≥ rc as

φl(r) = Al [cos(νl)Fl(qr)− sin(νl)Gl(qr)] , (B.32)
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where the νl are the additional phase shifts introduced by V ps, as we can see
by comparing the asymptotic expansions of the φl and the Fl

φl(r)
r→∞−−−→ Al sin

(
qr − γ ln(2pr)− lπ

2
+ σl + νl

)
. (B.33)

To calculate the νl, we match the distorted wave function to the pure
Coulomb wave function. The boundary condition is once again that the
logarithmic derivatives agree at r = rc

xl(rc) =
qF ′l (qrc) cos(νl)− q sin(νl)G

′
l(qrc)

cos(νl)Fl(rc)− sin(δl)Gl(rc)

⇒ tan(νl) =
qF ′l (qrc)− xl(rc)Fl(qrc)
qG′l(qrc)− xl(rc)Gl(qrc)

.

(B.34)

Just as in the finite range case, the νl are negligible for l� qrc.
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Appendix C

Hartree-Fock approximation

This appendix serves as complementary material to our discussion of the
HF approximation (chapter 3). We will state the Slater-Condon rules and
derive the HF equations closely following Szabo and Ostlund [27].

C.1 Slater-Condon rules

The Slater-Condon rules allow us to evaluate matrix elements of the type
〈K|O|L〉, where |K〉 is a reference determinant (e.g. the HF ground state)
that occupies the spin orbitals χm, χn... and |L〉 is a determinant built from
the same set of spin orbitals

|K〉 =
1√
N !

∑
σ

(−1)σχm(xσ(1))χn(xσ(2))...χk(xσ(N))

|L〉 =
1√
N !

∑
σ′

(−1)σ
′
χm′(xσ′(1))χn′(xσ′(2))...χ

′
k(xσ(N)).

(C.1)

We assume that the determinants are in maximum coincidence (i.e. we have
exchanged the columns of |L〉, such that it differs from |K〉 by the minimal
amount). We need to distinguish between one and two particle operators O
and cases where |L〉 that differ from |K〉 by 0,1,2... spin orbitals, i.e.

case 1: {m′, n′...k′} = {m,n, .., k}
case 2: {m′, n′, ...k′} = {p, n, .., k}
case 3: {m′, n′, ..., k′} = {p, q, .., k}.

(C.2)

The derivations are straightforward, but rather lengthy, so we shall only
quote the results. The matrix elements for the one particle operators are
non-vanishing only for |L〉, that differ by maximally one spin orbital from
|K〉
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case 1: 〈K|
N∑
i=1

h(xi)|K〉 =
occ∑
m

〈χm|h|χm〉

case 2: 〈K|
N∑
i=1

h(xi)|L〉 = 〈χm|h|χp〉

else: 〈K|
N∑
i=1

h(xi)|L〉 = 0,

(C.3)

where
∑occ indicates summation over all orbitals occupied in |K〉. In the

same way, only |L〉 that differ by maximally two spin orbitals are relevant
for the two-particle operators

case 1: 〈K|
N∑
i<j

1

|ri − rj |
|K〉 =

1

2

occ∑
mn

〈mn||mn〉

case 2: 〈K|
N∑
i<j

1

|ri − rj |
|L〉 =

occ∑
n

〈mn||pn〉

case 3: 〈K|
N∑
i<j

1

|ri − rj |
|L〉 = 〈mn||pq〉

else: 〈K|
N∑
i<j

1

|ri − rj |
|L〉 = 0.

(C.4)

C.2 Derivation of the Hartree-Fock equations

By setting |K〉 = |Ψ0〉, we can apply the Slater-Condon rules to obtain the
HF ground state energy

EHF =

occ∑
a

〈a|h|a〉+
1

2

occ∑
ab

〈ab||ab〉 . (C.5)

To find the optimal χa, we use functional variation to minimize EHF[χa]

L[χa] = EHF[χa]−
N∑
ab

[εba 〈χa|χb〉 − δab]

δL = L[χa + δχa]− L[χa] = 0,

(C.6)

where we have imposed the orthonormality of the χa with the help of
Lagrange multipliers εba. The matrix ε is Hermitian, since L has to be real

L∗[χa] = EHF[χa]−
N∑
ab

ε∗ba [〈χb|χa〉 − δba]
!

= L[χa]

⇒ ε∗ba = εab.

(C.7)
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In the evaluation of δL, we keep only the first order terms

δL = δEHF −
N∑
ab

εba[〈δχa|χb〉+ 〈χa|δχb〉]

δEHF =

N∑
a

〈δa|h|a〉+ 〈a|h|δa〉

+
1

2

N∑
ab

〈δab||ab〉+ 〈aδb||ab〉+ 〈ab||δab〉+ 〈ab||aδb〉 .

(C.8)

By using the identity (3.9) as well as the symmetries of the double sums, we
can simplify the expression for δL to

δL =

N∑
a

〈δa|h|a〉+

N∑
ab

〈δab||ab〉 −
N∑
ab

εba 〈δχa|χb〉+ c.c., (C.9)

which we can rewrite using the definitions of the Coulomb and exchange
operators (equation (3.13)) to obtain

δL =

N∑
a

1

Ω

∫
dx1δχ

∗
a(x1)

{
h(x1) +

N∑
b

[Jb −Kb]χa(x1)

−
∑
b

εbaχb(x1)

}
+ c.c.,

(C.10)

which implies that the spin orbitals have to fulfill the generalized eigenvalue
problem

f |χa〉 =
N∑
b

εba |χb〉 , (C.11)

since the variation δχa is arbitrary. To obtain the canonical HF equations,
we use the fact, that the χa are only uniquely determined up to a unitary
transformation U

χ′a =
N∑
b

χbUba

U∗ab = U−1
ba ,

(C.12)

since the HF energy is invariant under such a transformation. This follows
immediately from the fact, that the transformed determinant changes only
by a phase factor
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Ψ′0(x1, ..., xN ) =
1√
N !

∑
σ

(−1)σ
N∑
b

Ub1χb(xσ(1))...
N∑
c

UcNχc(xσ(N))

=

N∑
b...c

Ub1...UcN
1√
N !

∑
σ

(−1)σχb(xσ(1))...χc(xσ(N))

=

[∑
σ

(−1)σUσ(1)1...Uσ(N)N

]
Ψ0(x1, ..., xN )

= det(U)Ψ0(x1, ..., xN ),

(C.13)

yielding

E′HF = 〈Ψ′0|HMB|Ψ′0〉 = 〈Ψ0|e−iφHMBe
iφ|Ψ0〉 = EHF. (C.14)

Since the Fock operator is invariant under the transformation (see equation
(3.13)), the transformed HF equations read

f |χ′a〉 =
N∑
b

ε′ba |χ′b〉 . (C.15)

We obtain the transformation behavior of the Lagrange multipliers writing
them as elements of the Fock matrix

〈χc|f |χa〉 =
N∑
b

εba 〈χc|χb〉 = εca, (C.16)

which yields in combination with equations (C.15) and (C.12)

ε′ab = 〈χ′a|f |χ′b〉 =
N∑
cd

U∗acUdb 〈χc|f |χd〉

⇒ ε′ = U †εU.

(C.17)

Since ε is Hermitian, we can always find a U that diagonalizes it, hence we
finally obtain the canonical HF equations by dropping the primes

f |χa〉 =
∑
b

εbδba |χb〉 = εa |χa〉 . (C.18)

C.3 Brillouin’s theorem

Brillouin’ theorem states, that the HF ground state does not interact with
singly excited determinants
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〈Ψ0|HMB|Ψr
a〉 = 0. (C.19)

On the one hand, we can evaluate the matrix element directly via the Slater-
Condon rules

〈Ψ0|HMB|Ψr
a〉 = 〈a|h|r〉+

occ∑
b

〈ab||rb〉 . (C.20)

On the other hand, we get the same expression as

〈χa|f |χr〉 = 〈a|h|r〉+
∑
b

〈ab||rb〉 . (C.21)

Since the non-diagonal Fock matrix elements vanish

〈χi|f |χj〉 = εj 〈χi|χj〉 = δijεj , (C.22)

and a 6= r per definition, we obtain equation (C.19).
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