
 

DISSERTATION / DOCTORAL THESIS 

Titel der Dissertation / Title of the Doctoral Thesis 

„A Vision of Orion“ 

verfasst von / submitted by 

Stefan Meingast, Bakk. MSc 

angestrebter akademischer Grad / in partial fulfilment of the requirements for the degree of 

Doktor der Naturwissenschaften (Dr. rer. nat.) 

Wien, 2017 / Vienna 2017

Studienkennzahl lt. Studienblatt / 
degree programme code as it appears on the 
student record sheet:

A 796 605 413

Dissertationsgebiet  lt. Studienblatt / 
field of study as it appears on the student 
record sheet:

Astronomie

Betreut von / Supervisor: Univ. Prof. Dr. João Alves 





Things are only impossible until they are not.
Jean-Luc Picard



The path to Orion

The Orion constellation has been a center of wonder, imagination, and scientific
exploration throughout the entire history of mankind. Here, the constellation
decorates the night sky above a dry riverbed in the rocky Atacama desert in Chile.
A bright moon is visible to the right along with the famous Hyades and Pleiades
open star clusters closer to the ground. Image credit: Yuri Beletsky.





VISTA

The Visual and Infrared Survey Telescope for Astronomy (VISTA) is part of the
European Southern Obersatory’s Paranal facilities and explores the southern night
sky in the Chilean desert. Above the telescope dome and the Orion constellation
to the right, the Milky Way majestically arches across the sky in this picturesque
panorama. Image credit: Yuri Beletsky/ESO.





The Orion constellation

The bright stars in Orion clearly outline one of the most prominent constellations
in the night sky. This picture brilliantly shows the giant stars Betelgeuse, Bellatrix,
Saiph, and Rigel in the corners of the image, as well as the Orion Belt stars in
the center. The red glowing hydrogen is witness to the remarkable star formation
history of this region, where today young stars are formed in the Flame Nebula to
the left of Orion’s Belt and in the Orion Nebula to the south. Image Credit: Wei-Hao
Wang.





Orion A

Located at a distance of about 1400 light years, the Orion A molecular cloud is
the nearest birthplace of massive stars to the sun. The northern end of the cloud
hosts the famous Orion Nebula where thousands of new stars are currently forming.
The cloud, however, extends for several degrees to the South and is home to many
other less well-known star-forming sites. Image credit: ESO/VISION survey.





The Orion Nebula

An infrared look into the heart of the Orion Nebula reveals a massive cluster,
composed of thousands of stars. This spectacular view is caused by stars ten-
thousand times more luminous than the Sun which illuminate the surrounding
interstellar medium. Image credit: Stefan Meingast/VISION survey.
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Abstract
Star formation is arguably one of the most fundamental processes in the observable
universe. It drives and regulates the energy budget of entire galaxies on both small
and large scales and so critically determines their evolution. New stars are born in
giant accumulations of gas and dust, so-called molecular clouds, but little is still
known about these intriguing objects. To expand our knowledge and understanding
of these complexes, it is therefore critical to investigate the properties of molecular
clouds in a homogeneous and self-consistent manner.

Much of our understanding of the formation of stars originates from the nearby
(<500 pc) star-forming complexes, most notably the Orion A molecular cloud.
There, stars and planets are currently forming in a variety of physical condition,
ranging from a dense massive cluster to dispersed groups and isolated young stars.
In this thesis, I study the Orion A molecular cloud complex as a whole from an
observational point of view and present the most comprehensive near-infrared
imaging survey of the region. This survey is unmatched in completeness and sensi-
tivity and called for the development of new methods and techniques to investigate
the gas distribution of the molecular cloud.

My approach to studying Orion A is based on the fact that light is extinguished
when traveling through the interstellar medium. Dust particles absorb and scatter
photons, and measuring this effect allows deriving physical properties of molecular
clouds. This includes, for example, the gas mass distribution and even properties
of the dust grain population. In contrast to dust emission or molecular line ob-
servations, dust extinction provides more reliable mass estimates because fewer
assumptions have to be made. I introduce a new method, PNICER, based on
machine-learning, to calculate the effects of dust extinction. This new method
avoids critical systematic errors found in other techniques, leading to more reliable
results when used in combination with deep photometric data. I also address the
decade-old question of the universality of the near-infrared extinction law and
find statistically significant evidence of its variability. Moreover, I compare dust
extinction with dust emission measurements which reveal previously unknown
issues affecting often-used tracers of the gas column-density.

I conclude the thesis with an outlook to future projects which will study other
nearby star-forming regions in similar detail. Specifically, the methods presented
here will be the basis for this future endeavor to finally build a complete picture
of the physical processes regulating the collapse of molecular clouds to form new
stars.
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1Introduction

1.1 Context and Motivation

The process of star formation remains one of the greatest astrophysical challenges
in the 21st century. Star formation in itself comprises a multitude of linked physical
processes. In the earliest stage, giant accumulations of gas and dust, so-called
molecular clouds, condense in the interstellar medium which can form filamentary
structures and dense pockets of gas and dust, so-called cores. These cores are
the precursors of new-born stars and can undergo gravitational collapse to form
protostellar objects. Within this protostellar environment an accretion disk forms
around the central pre-main-sequence object. While ongoing accretion in this Young
Stellar Object (YSO) builds up mass in its center, the disk can further undergo
fragmentation and thereby form a planetary system. During the evolution of such
YSOs the environment is gradually cleared, eventually leaving only a remnant disk,
which possibly harbor planets on which life may be able to develop.

The process of forming new stars spans orders of magnitudes in size scales, where
molecular clouds can range from a few parsecs to dozens or even hundreds of
parsecs. Dense cores, the birthplaces of single star systems (including binaries and
higher order multiples), are typically 0.1 pc in diameter, accretion disks extend over
several hundred au (1 pc = 206 265 au), and the resulting main sequence stars,
like our sun, may have diameters on the order of about 1% of an au. Figure 1.1
illustrates this development over various stages as a function of size and shows
that the formation of a new star can easily span ten orders of magnitude, or more.
This fact alone presents a difficult obstacle in understanding and creating a theory
overarching the entire evolution from a parental molecular cloud to single stars
with planetary systems. For this reason, research under the general heading of star
formation has fragmented into studying individual stages in the formation process.
Nevertheless, many questions remain unsolved and connecting individual stages
seems to be a logical step forward in the development of a comprehensive empirical
foundation.

Following pioneering work in the 20th century, which identified molecular clouds
as the birth sites of new stars, more and more discoveries about young stars have
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Figure 1.1. Stars and planets form from diffuse gas, accumulated into giant clouds
of mostly hydrogen, helium, and dust, in the interstellar medium. The
entire process spans typically more than ten orders of magnitude in
size.

been made. Largely thanks to technological advancements and the introduction
of radio and infrared astronomy in the second half of the 20th century, certain
empirical rules have been developed to describe the above outlined individual
stages. For example, we know that the majority of stars is not formed in isolation,
but rather in dense groups, so-called clusters (e.g. Lada and Lada 2003; Bressert
et al. 2010). These clusters dynamically evolve over time and, depending on their
stellar mass content, can remain bound, or slowly disperse into the galactic field
population.

Another, more controversial, example of such empirical rules is the initial mass
function (IMF), i.e. the number of stars per mass interval forming within one
star-forming complex. It is commonly assumed in modern astrophysics that this
initial mass function is invariant at least in our Galaxy (Bastian et al. 2010). Recent
results contradict this empirical rule (e.g. Dib 2014) and, in general, observational
evidence is often biased by completeness problems or low number statistics (or
both).

The issue of the IMF provokes the question of the origin of such a potentially
universal distribution. Naturally, one explanation leads to the origin of the stars
themselves: the molecular clouds. Some studies have shown an intimate connection
between the IMF and the gas mass distribution in the form of the core mass function
(CMF, the number of cores per mass interval). For example, Alves et al. (2007) find
a direct connection between the CMF and the IMF (for a similar example see also
Motte et al. 1998). In their analysis, the CMF takes the same shape as a typical
IMF, albeit an ubiquitous efficiency conversion factor of ∼30%. This result suggests
that the masses of the eventually forming stars are determined at an early stage in
the evolution of a molecular cloud.
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It therefore seems that the key to unlock some remaining mysteries, regarding the
development of young stellar systems, lies in understanding the parental molecular
clouds. These objects, however, are difficult to characterize due to the fact that most
of their mass content can not be observed directly. Similar to essentially all barionic
mass in the universe, the bulk of a molecular cloud is composed of hydrogen.
In these clouds, however, most of the hydrogen is (as their designation already
suggests) in molecular form. At the typical temperatures in such an environment
(10 to 20 K) hydrogen does not emit electromagnetic radiation because even the
lowest excited state of the molecule requires transition energies equivalent to
several thousand Kelvin (Stahler and Palla 2005). For this reason, the bulk of mass
in a molecular cloud is virtually invisible. Moreover, since the three-dimensional
structure of molecular clouds is practically not measurable without theoretical
assumptions, their mass and structure are typically explored via column densities
(volume densities integrated along the line of sight).

1.1.1 Measuring column-densities in molecular clouds

Since the H2 molecule can not be directly measured in molecular clouds, indirect
tracers need to be used to study their structure and mass distribution. To do
so, typically three different methods are employed which are conceptually very
different and rely each on a set of assumptions.

Firstly, dust extinction can be used to determine a molecular cloud’s structure
and mass. This method relies on the fact that dust in a molecular cloud absorbs and
scatters light of background sources, leading to so-called interstellar reddening (see
Sect. 1.1.3 for further details). Measuring this effect on sources in the background
of a molecular cloud allows to construct two-dimensional maps of the gas column-
density (Lada et al. 1994; Alves et al. 2001; Lombardi and Alves 2001). Here,
the measured dust extinction has been shown to be directly proportional to the
H2 column density (e.g. Reina and Tarenghi 1973; Güver and Özel 2009, and
references therein), connected via

NH2

AV
= 2.21× 1021 mag−1 cm−2, (1.1)

where NH2 refers to the column density of molecular hydrogen and AV to the
visual extinction in magnitudes. In contrast to other popular methods (i.e. via
dust emission and molecular lines; see below), dust extinction relies on far fewer
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assumptions and has been shown to be the most reliable tracer of column-densities
(Goodman et al. 2009). One obvious caveat, however, is the dependence on
available background sources to measure the reddening effect. Specifically, the
achievable spatial resolution depends on the location of the studied region in the
sky and the sensitivity and wavelength of the observations. As a consequence,
extinction mapping is far more efficient for regions projected against the galactic
bulge or the plane. In addition, the method works best for nearby molecular clouds
because of minimal contamination by foreground stars. Also, knowledge about the
extinction law is required, which, however, can be determined much more reliably
than the assumptions for the other column-density tracers. Since the original
work of Lada et al. (1994), several other techniques, exploiting dust extinction as
column-density tracer, have been developed. A more thorough overview of these
methods, including a brief history in the developments of this field, will be given in
Sect. 3.3.

Another popular method to estimate gas masses relies on molecular line emission.
While molecular hydrogen can not be directly observed in molecular clouds, other
molecular species appear in moderate abundances. Most prominently, carbon
monoxide (CO) and its isotopologues get excited mostly by collisions with H2,
thereby producing emission lines in the radio regime. Here, the so-called X-
factor relates the emission line brightness of CO to the molecular hydrogen mass
(e.g. Pineda et al. 2008). While this approach, in principle, allows to construct
high-resolution gas column density maps, it is also accompanied by a number
of issues. Molecular line excitation may occur only under certain environmental
conditions, where for example the CO emission profile depends on the density
of the environment. Also, maximum emissivity occurs at H2 volume densities
typical for the most compact parts of molecular clouds (nH2 ∼ 103 cm−3), but
emission rapidly drops for lower densities. Moreover, the abundance of the observed
molecule relative to H2 may not be constant and, most importantly, molecular line
emission can become optical thick1. The latter issue can be bypassed by using
CO isotopologues (or other molecules) which are thought to remain optically thin
across all environments of a molecular cloud (e.g. 13CO). Such isotopologues,
however, appear in even smaller abundances than 12CO.

The third popular method to determine a molecular cloud’s structure and mass is
based on dust emission. Here, thermal emission from dust grains can be modelled

1Optically thick media in reference to a certain emission line refers to the fact that the radiation is
steadily absorbed and reradiated. If this happens too often, emission and column density seize
to be proportional to each other.
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with a modified blackbody, with the temperature and the optical depth as free
parameters (e.g. Stutz et al. 2010; Galametz et al. 2012; Lombardi et al. 2014). This
method relies on the assumption that the frequency dependence of the optical depth
follows a power law, where the exponent β is referred to as dust emissivity index
and is determined to be β ≈ 2 in the Galaxy (Planck Collaboration et al. 2011a,b).
Using a combination of passbands, measuring the dust continuum emission, the two
free parameters (temperature and optical depth) can be constrained. Prominent
examples of such measurements are available from the PACS (Poglitsch et al. 2010)
and SPIRE (Griffin et al. 2010) photometers aboard the Herschel Space Observatory
(Pilbratt et al. 2010), providing several passbands from 70 to 500µm2. To obtain an
estimate of the gas mass in molecular clouds from dust emission measurements, the
obtained results on dust optical depth still need to be calibrated. Stutz et al. (2010),
for example, used a given dust model and fixed values for the grain size distribution
and the hydrogen-to-dust mass. With this setup, they calculated expected flux
densities and extinction and compared these to the emission measurements to
constrain the gas mass distribution. Lombardi et al. (2014), on the other hand,
directly used an extinction map (see below) and performed a linear fit between
dust optical depth and extinction to set the zero-point for the gas mass estimate.
Both variants are heavily relying on generous assumptions, giving rise to calibration
problems. This issue will be discussed in more detail in Sect. 4.7.3.

1.1.2 New opportunities

Most of our knowledge about molecular clouds, including their structure, and evo-
lution has its foundation in the technological advancements over the last decades.
In reference to dust extinction measurements, observations in the infrared have
proven to be invaluable because they allow to observe highly reddened background
sources which would be undetectable for visible light observations. Infrared cam-
eras on large telescopes have been used for about two decades, but only recently
large detector arrays have become available to the astronomical community. Such
large arrays allow to systematically observe considerable portions of the night sky
in unprecedented detail, opening a variety of new opportunities for observational
astronomy. With respect to the dust extinction technique, such large-scale observa-
tions offer unique opportunities to improve our understanding of the gas and dust
within molecular clouds and their spatial structure and evolution.

2The peak emission wavelength of a blackbody at a typical dust temperature of 10 K is ∼290µm.
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Figure 1.2. A wide-field extinction map constructed from near-infrared photometry
by Lombardi et al. (2011). Molecular clouds become visible at all
scales, revealing the complex structure of the interstellar medium.
Located at the center of this map, the Orion star-forming region is one
of the most intriguing objects for studying dust extinction.

The most notable among large infrared surveys in recent years is the Two Micron
All Sky Survey (2MASS, Skrutskie et al. 2006). This survey covers essentially the
entire night sky in the near-infrared (NIR) bands J (1.25µm), H (1.65µm), and
KS (2.16µm), with 10σ completeness limits of 15.8, 15.1, and 14.3 mag in these
passbands, respectively. Based on this enormous data set, already several studies on
dust extinction, including a series of manuscripts on nearby molecular clouds (e.g.
the series started by Lombardi et al. 2006), have been published. An example of an
extinction map is given in Fig. 1.2, which shows a 60×40 deg2 wide field centered
on the Orion star-forming region. Largely based on these dust extinction maps,
for example, theories on probability density functions have been developed which
are thought to be able to measure a molecular cloud’s physical characteristics, like
turbulence, and even predict star formation rates and efficiencies (Kainulainen
et al. 2009, cf. Lombardi et al. 2015). More recently, even larger observatories
and more sophisticated detector technologies have again widened the playing field.
These allow far more sensitive observations and provide yet again new possibilities
in the field of dust extinction.
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This thesis is devoted to investigating new opportunities in studying dust extinc-
tion with large-scale surveys, to review the practicality of well-established dust
extinction methods, and to provide solutions for unavoidable difficulties when
confronting existing ideas with the latest developments in observational astronomy.
Before continuing with the specific goals of this thesis, I will give a concise overview
of the most important aspects when studying interstellar extinction from an obser-
vational point of view. Moreover, I will put particular emphasis on the mathematical
and physical principles behind measuring extinction with astronomical photometry.
These concepts are an integral part of the work presented here and are furthermore
not included in the published papers because they are usually assumed to be a
prerequisite when reading manuscripts with astrophysical background.

1.1.3 Interstellar dust extinction

Dust accounts for about 1% of the mass of the interstellar medium in the Galaxy
(e.g. Draine and Li 2007). Nevertheless, dust plays a key role in shaping the struc-
tural and chemical characteristics of galaxies, it is fundamental to the formation of
stars and planets, and greatly influences the interstellar radiation field. Dust shields
interiors of molecular clouds, it absorbs UV and optical light which is re-radiated at
infrared wavelengths (e.g. Bernstein et al. 2002), it facilitates chemical reactions
to form molecules (e.g. molecular hydrogen, Hollenbach and Salpeter 1971), and
provides a cooling mechanism for dense clouds (e.g. Krügel 2002).

More than 200 years ago, the first observational account of the existence of
absorbing interstellar dust was given by William Herschel, who observed stars and
nebulae in the night sky with the best telescopes available at this time. He discov-
ered shapes and structures in the arrangement of celestial objects and published a
series of observational reports. In these reports, he recorded, among other things,
that fewer stars were visible in some directions, compared to other sightlines. In
1784, he published an account of his observations on nebulae in the Philosophical
Transactions of the Royal Society of London and noted:

In my late observations on nebulae I soon found, that I generally detected
them in certain directions rather than in others; that the spaces preceding
them were generally quite deprived of stars, so as often to afford many
fields without a single star in it. (Herschel 1784)
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The final proof of the existence of dark regions in the sky only came more than a
century later, when Edward Emerson Barnard cataloged and published photographs
of dark nebulae (Barnard 1919). Soon after, Wolf (1923) demonstrated an empiri-
cal connection between the total amount of extinction and the number density of
observed stars. By comparing luminosities and angular diameters of open clusters,
Trumpler (1930) finally demonstrated the physical nature of interstellar absorption,
where he also found that distant clusters are redder. He gave a first quantitative
estimate of interstellar extinction and attributed it to scattering processes due to
the presence of gas.

Today, we know that interstellar extinction is the sum of two physical processes:
absorption and scattering, where I will use the term extinction in this thesis to
specifically refer to the attenuation of electromagnetic radiation in the interstellar
medium3. Extinction is a fundamental characteristic which affects all flux mea-
surements of astronomical sources and is furthermore the main subject of this
thesis. The manuscripts, presented in Chapters 3 and 4, will give more insight into
practical applications of extinction measurements. In contrast to the content of the
manuscripts, in this section I will introduce the mathematical and physical concepts
with respect to interstellar extinction which are used in this thesis. In particular, I
will derive a quantity that can be measured by photometric observations to char-
acterize extinction along the line of sight toward point source measurements, i.e.
stars or galaxies.

I start by defining two fundamental parameters for astronomical photometry:

mλ ≡ −2.5 logFλ(d) + c (1.2)

Mλ ≡ −2.5 logFλ(d = 10 pc) + c. (1.3)

Here, mλ refers to the apparent magnitude of an object, Mλ denotes the so-called
absolute magnitude, while Fλ is the measured flux of an object, i.e. the energy at
wavelength λ per unit area per time. While the apparent magnitude depends on
the distance d to an object, the absolute magnitude measures its luminosity as if the
object was viewed from a distance of 10 pc. In this notation, the constant c includes
attenuation effects and generally also depends on the optical system that is used

3Attenuation of electromagnetic radiation not only occurs in the interstellar medium. In general,
absorption and scattering effects need to be taken into account whenever radiative transfer is
at work. This applies to the interior of stars and their atmospheres and also, for example, to
the Earth’s atmosphere which has an attenuation effect on measured fluxes, strongly depending
on the object’s altitude above the horizon. A full analytical description of the problem can be
given with the equation of radiative transfer, which, in contrast to the discussion here, also takes
emission effects into account.
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(and so requires a calibration of the measurements). With these two equations,
together with the fact that the measured luminosity of an object decreases with the
squared distance (F ∝ d−2), one can define the distance modulus µ

µ = mλ −Mλ = 5 log
(

d

10 pc

)
. (1.4)

To obtain a description of interstellar extinction, the monochromatic energy per
area per unit time which passes through a surface, is defined as

Fλ =
∫
IλdΩ, (1.5)

where Ω refers to the solid angle of the observed object (with Ω = πR2
?/d

2 for a
star’s disk with stellar radius R?) and Iλ refers to the specific intensity. The specific
intensity is the energy per frequency interval passing through a surface of unit
area from a cone with unit solid angle. Following radiative transfer, the intrinsic
intensity Iλ,0 and the intensity measured by an observer at distance d are connected
via

Iλ = Iλ,0 · e−τλ , (1.6)

where τλ is referred to as optical depth at wavelength λ and reflects attenuation
effects between the emitter and the observer.

The solid angle of a star, located at distance d, is sufficiently small to write
Equ. 1.5 as

Fλ = Iλ,0 ·
πR2

?

d2 · e
−τλ . (1.7)

Furthermore, the flux density for a similar, but nearby star (τλ ≈ 0, distance d0) is
given by

Fλ,0 = Iλ,0 ·
πR2

?

d2
0
. (1.8)

Dividing Equ. 1.7 by Equ. 1.8 eliminates the stellar radius and the specific intensity
and yields

Fλ
Fλ,0

= d2
0
d2 · e

−τλ . (1.9)

By rewriting this equation in logarithmic form

logFλ − logFλ,0 = log
(
d2

0
d2

)
+ log e−τλ (1.10)
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and by applying minor modifications

− 2.5 logFλ + 2.5 logFλ,0 = 5 log
(
d

d0

)
+ 1.086τλ, (1.11)

one obtains a similar form as given in Equations 1.2 and 1.3. Specifically, with
d0 = 10 pc

mλ −Mλ = 5 log
(

d

10 pc

)
+ 1.086τλ. (1.12)

In contrast to the above definition of the distance modulus in Equ. 1.4, this equation
includes another term which incorporates the attenuation of radiation between a
source and the observer. Specifically, the last term in the above equation connects
the optical depth τλ to the magnitude system in astronomical photometry and
defines the extinction at wavelength λ as

Aλ ≡ 1.086τλ. (1.13)

With Equ. 1.12 it becomes apparent, that measuring interstellar extinction requires,
in principle, knowledge about intrinsic source characteristics (i.e. its distance, or
equivalently its absolute magnitude). These parameters, however, are usually very
difficult to obtain. For this reason, the characterization of interstellar extinction is
often based on photometric colors, i.e. the difference of magnitudes at two different
wavelengths (different filters). Writing Equ. 1.12 for two different passbands m1

and m2, the distance to the star can be eliminated and one obtains

(m1 −m2)− (M1 −M2) = A1 − A2. (1.14)

Here, the term m1 −m2 can be measured and M1 −M2 refers to the intrinsic color
of the star, which can be easier estimated than a star’s luminosity. The reason for
this lies in the fact that stellar colors typically follow sequences and depend only
on intrinsic characteristics and extinction, while luminosities (magnitudes) are also
distance-dependent. This specific problem of estimating intrinsic colors of stars
(and galaxies) will be the main subject of Chapter 3. Furthermore, Equation 1.14
represents the so-called color excess Em1−m2 . This parameter is often found in the
literature to define the total to selective extinction ratio R. Specifically, for the V
band this ratio is defined as

RV ≡
AV
EB−V

. (1.15)

Other definitions of R at different wavelengths are also used. The wavelength
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Figure 2.7 Interstellar extinction curve. Plotted as a function of inverse wavelength λ−1 are both
the selective and total extinction. Note that the true wavelength λ is shown on the top horizontal
scale.

is indicated by the unit vector n̂ in Figure 2.8. We next define the specific flux Fν , also known
as the flux density. This is the monochromatic energy per area per unit time passing through a
surface of fixed orientation ẑ, and is given by

Fν ≡
∫

Iν µ dΩ . (2.17)

Here µ ≡ n̂ · ẑ is the cosine of the angle between the propagation direction and the surface
normal (Figure 2.8). Since light travels at the speed c, Iν/c represents the energy density prop-
agating in the direction n̂. The total energy density per unit frequency at a fixed location is
therefore

uν ≡ 1

c

∫
Iν dΩ . (2.18)

This quantity is closely related to the mean intensity Jν , i. e., the average of Iν over all direc-
tions:

Jν ≡ 1

4π

∫
Iν dΩ . (2.19)

Consider now ∆Iν , the change of Iν along the direction of propagation (Figure 2.9). Over a
small distance ∆s, dust grains can remove radiation from the beam through several processes.
One is absorption, in which the radiative energy is transformed to internal motion of the grain

Figure 1.3. The interstellar extinction curve, parametrized with the color excess
ratio (left axis) and the total extinction normalized by the EB−V color
excess (right axis). In general, the UV and optical spectral range
are much more attenuated than longer wavelengths, giving rise to
reddening. This figure was adopted from Stahler and Palla (2005).

dependence of extinction is shown in Fig. 1.3 where it becomes apparent that
shorter wavelengths are much more affected by the attenuation. This general trend
leads to the effect of reddening: Because shorter wavelengths preferably are subject
to more extinction, sources appear red (compare Equ. 1.14). An example of the
reddening of sources is given in Fig. 1.4 where the dark cloud Barnard 68 is shown
in composite images at different wavelengths. While background sources do not
appear at all in the visual bands, infrared light is able to penetrate through the
dense layers due to less attenuation.

Observations of diffuse and dense environments showed that the extinction curve
is characterized by large variations in the UV to optical wavelength range. Cardelli
et al. (1989) introduced a parametrization of the extinction curve from the UV
to NIR spectral range, which uses a total of seven variables. They furthermore
continued to show that all seven parameters are strongly-correlated with RV

(Equ. 1.15), allowing to predict the shape of the extinction curve with just one
single parameter. In general, a value of RV =3.1 is often taken to represent the
average extinction law in the Galaxy, but studies have reported value ranging from
2.1 to 5.8. Sightlines associated with molecular clouds typically show larger-than-

Context and Motivation 11



Figure 1.4. Interstellar reddening visualized in the dark cloud Barnard 68. The
left panel is a three-color composite made from observation in the
B (0.44µm), V (0.55µm), and I (0.9µm) bands. The image on the
right-hand side includes data from the B, I, and K (2.2µm) bands.
Image credit: João Alves/ESO.

average RV values, which is oftentimes interpreted as evidence for the presence of
large dust grains and consequently grain growth.

In contrast to UV and optical wavelengths, the situation in the near- and mid-
infrared is more controversial. Here, some studies report a rather uniform extinction
law between diffuse and dense environments, while others claim the opposite
(Sect. 4.3 lists detailed examples from the literature)4. An absolute key element to
estimating gas masses in molecular clouds is therefore to derive correct line-of-sight
extinction toward sources in the background of molecular clouds. For this purpose
it is necessary to (a) measure and understand the extinction law itself and (b) to
derive correct estimates of interstellar reddening via the above given equations.

1.2 Specific goals of the thesis

Interstellar extinction is a powerful tool to study the earliest stages of star forma-
tion by enabling the investigation of molecular clouds in an unbiased and robust

4More details on individual characteristics of the extinction curve (such as the 9.7µm absorption
feature) will be given in Chapter 4 where I present an investigation of the infrared extinction
law in Orion A molecular cloud complex.
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manner. Specifically, nearby molecular cloud complexes (d . 500 pc) are unique
laboratories to expand our knowledge in this research field. By studying the nearby
complexes, structures can be resolved in detail and their young stellar population is
observable down to the hydrogen burning limit and even below. Among the nearby
molecular clouds, one particular star-forming complex is unique in itself: Orion.
Situated near the galactic anti-center and well below the galactic plane, Orion
not only is home to the nearest massive star-forming region, but also harbors a
series of other star-forming environments comprising a range of physical conditions.
While other nearby regions form at the most only a few dozen new stars (Evans
et al. 2009), Orion hosts thousands of YSOs (Megeath et al. 2012), possibly up to
above 5000 (Megeath et al. 2016). Thus, the vast majority of new stars in the solar
neighborhood are forming in Orion.

The Orion star-forming complex spans several tens of degrees in the sky and com-
prises two major molecular cloud complexes: Orion A and Orion B (see Fig. 1.5),
where about 80% of the population of young stars in this region are associated
with Orion A. Moreover, Orion A is home to the famous Orion Nebula Cluster
(ONC) which reaches stellar surface densities well above 1000 pc−2 (Hillenbrand
and Hartmann 1998). Much of our current knowledge about star formation has
its origin in observational efforts in this region. A detailed overview of the most
important work and an outline of the importance of Orion as a star formation
laboratory in general are part of the introduction of the first manuscript included
in this thesis (Sect. 2.3).

Like many other pioneering studies in astrophysical research, also this thesis
is devoted to investigating the Orion star-forming region. Specifically, the work
presented here is dedicated to expand our understanding of interstellar dust ex-
tinction by using state-of-the-art instrumentation in combination with innovative
approaches and methods. The goals of the thesis can be summarized in four
individual points.

• The foundation of the thesis project are newly acquired wide-field NIR imag-
ing data of the largest star-forming molecular cloud complex within 500 pc.
The data were acquired with the ESO VISTA telescope (see Sect. 1.2.1 for
details) and constitute the most sensitive NIR observations of the entire re-
gion so far. Most observational studies of this region in the past concentrated
on the clustered environment, associated with the Orion Nebula, and often
ignore the fact that the cloud complex extends for several degrees toward the
south. Thus, in contrast to essentially all other preceding work, these new
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Figure 1.5. The Orion star-forming complex comprises two major molecular
clouds: Orion A and Orion B. The clouds are visualized in green
on top of an optical image. This figure was adopted from Lombardi
et al. (2011). Image Credit: Wei-Hao Wang.
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observations cover the entire Orion A molecular cloud complex and are not
restricted to specific sub-regions of the cloud. The first goal was to analyze
the telescope data, to implement a robust data reduction framework, and to
demonstrate the power of large photometric databases with respect to young
stellar populations.

• Traditional techniques to study the gas and dust distribution in molecular
clouds with extinction are based on methods that are designed mostly for
shallow photometry where the bulk of the detected sources are of stellar
nature. One particular problem arises due to the fact that new state-of-the-art
photometric observations can detect a significant amount of extra-galactic
sources. It is therefore far from obvious, whether these methods remain
applicable for next-generation surveys which offer a tremendous improvement
in sensitivity. Consequently, the second goal of this thesis was to investigate
and quantify such issues and develop and implement a new technique which
avoids problems of comparable methods and is robust and easily applicable
at the same time.

• The third goal of the thesis was to use the new Orion A photometric database,
together with new extinction tools, to investigate dust extinction in Orion A.
Specifically, I first characterize the NIR extinction law with respect to its
often-claimed universality. Moreover, also environmental differences in the
dust grain composition, possibly influenced by radiative feedback from the
massive cluster stars, were subject to a thorough investigation. Finally, also a
comparison between dust emission and dust extinction measurements was to
be done.

• The three items listed above constitute the major results of this thesis. In
addition to these goals, which solely address the Orion A molecular cloud, all
work was planned to prepare for even more extensive follow-up observations.
Here, the goal was to prepare for other large-scale observing projects to obtain
the best possible NIR photometric measurements for all other major nearby
star-forming regions. Thus, this thesis can also be viewed as a pioneering
study, before attempting to build a coherent picture of the star formation
processes by investigating not only one single cloud, but by including all
major nearby molecular cloud complexes.

To achieve these specific goals, highly sensitive, large-scale NIR observations were
planned and requested in the P90 ESO observing semester (October 2012 – March
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2013)5. Up to the point of offering large modern NIR survey telescopes to the astro-
nomical research community, such an undertaking would have been an immensely
large investment of observing time. This is because the entire cloud complex spans
several degrees on the sky and smaller telescopes, equipped with cameras with
limited fields-of-view, would have required several weeks (or even months) of ob-
serving time to homogeneously map the region as a whole with similar sensitivity.

Apart from the above outlined objectives, the observations were motivated by
several other science cases. These include, for example, the characterization of
YSOs in the cloud which can be done in unprecedented detail via a combination
of NIR and mid-infrared (MIR) photometry and visual indicators from the high
resolution imaging data. All efforts with respect to the Orion A observing project
were later aggregated under a unique project name: Vienna Survey in Orion, in
short VISION. VISION constitutes the running title for two manuscripts in this
thesis and further studies are planned to continue the series. Before outlining
the individual chapters in this thesis, I will introduce the employed telescope in
more detail. Similar to defining the fundamentals of interstellar dust extinction in
Sect. 1.1.3, also the detailed description of the telescope technology is not part of
the published manuscripts, but is included here for completeness.

1.2.1 The Visible and Infrared Survey Telescope for
Astronomy

Large parts of this thesis are based on data collected with the Visible and Infrared
Survey Telescope for Astronomy, in short VISTA. The telescope is located in the
Atacama desert in Chile (longitude 70° 23′ 51′′ west, latitude 24° 36′ 57′′ south,
2518 m altitude). There, it is integrated into the ESO Paranal facilities, along
with the Very Large Telescope array (VLT) and the VLT Survey Telescope (VST).
In contrast to the other facilities, VISTA is located on a separate mountain peak,
approximately 1.5 km northward of Cerro Paranal. Figure 1.6 shows the telescope
inside its dome structure with the VLT telescopes in the background. The telescope
itself is equipped with a 4.1 m f/1.0 main mirror. In combination with the secondary
mirror, the telescope features a very fast optical design with an effective f/3.25 focal
ratio in the Cassegrain focus. An active optics systems controls both the position of
the secondary mirror, as well as the figure of the primary mirror. Here, low-order

5The original submitted ESO proposal is included in the Appendix in Sect. A.4.
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Figure 1.6. The Visible and Infrared Survey Telescope for Astronomy, VISTA. The
telescope is located in Chile and integrated into ESO’s VLT facilities.
Also visible are the VLT Unit Telescopes in the background on top of
Cerro Paranal. Credit: G. Hüdepohl (atacamaphoto.com)/ESO

wavefront sensors, running in parallel to science observations, assure the correct
positioning of the secondary mirror. With the active optics, the optical system allows
for a theoretical image quality of 0.51′′, which will be degraded further by atmo-
spheric turbulence. Typical seeing conditions for this location are well below 1′′ with
a median of 0.66′′ (https://www.eso.org/sci/facilities/paranal/astroclimate.html).

Currently, VISTA is operated with a single instrument located in the Cassegrain
focal station: the VISTA Infrared Camera, VIRCAM (Dalton et al. 2006). As the
name suggests, VIRCAM is an imaging system which allows to take observations in
the infrared spectral range. It is equipped with 16 sparsely placed Raytheon VIRGO
2048×2048 pix detectors (for a total of 67 Mpix), which provide a nightly data-rate
of several hundred GB. In addition, the camera offers a series of filters. These
passbands6 allow to take imaging data from ∼0.9µm to ∼2.2µm, and specifically
include the broadband filters z, y, J , H, KS, and the narrowband filters NB980,
NB990, and NB118. The camera’s focal plane array is schematically displayed in

6Throughout this thesis, the terms passband and filter are used interchangeably.

Specific goals of the thesis 17

atacamaphoto.com
https://www.eso.org/sci/facilities/paranal/astroclimate.html


Figure 1.7. Schematic layout of the VIRCAM focal plane array. In total, 16 detec-
tors are arranged in a sparse pattern with large gaps between them. A
full contiguous image requires six exposures with different pointings.
Also visible in this layout are the detectors for the wavefront sensing
which are used to control the active optics of the telescope.

Fig. 1.7, where the sparse detector layout becomes apparent7. While each detector
has a field-of-view of ∼11.6′×11.6′, the gaps between them are relatively large
(∼10.4′ and ∼4.9′, in horizontal and vertical direction in this schematic view). A
single exposure from all 16 detectors is referred to as a pawprint. To fill the gaps
and build a contiguous full image, a so-called tile, a series of exposures is required.
Typically, a total of six individual pawprints are combined for a tile. While a single
pawprint has an on-sky footprint of 0.6 deg2, a full tile covers 1.64 deg2, which is
several times larger than the size of the full moon. First light observations of VISTA
together with VIRCAM were taken on December 11th 2009.

The unique and ambitious design of VISTA makes it the largest dedicated survey
telescope in the NIR wavelength range (Sutherland et al. 2015). The telescope’s
purpose is to systematically and efficiently map the sky in high image quality. The
majority of the available observing time with VISTA is dedicated to so-called public
surveys. These surveys are large community-driven projects which last over several

7This figure was adopted from the VISTA user manual available at
https://www.eso.org/sci/facilities/paranal/instruments/vircam/doc.html
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years and typically use hundreds of hours of telescope time. The first cycle of VISTA
public surveys started in P85 (April 2010) and has already been completed. In total
six programs were carried out: (1) UltraVISTA (McCracken et al. 2012); (2) VISTA
Kilo-Degree Infrared Galaxy Survey (VIKING, Edge et al. 2013); (3) VISTA Magel-
lanic Clouds Survey (VMC, Cioni et al. 2011); VISTA Variables in the Via Lactea
(VVV, Minniti et al. 2010); VISTA Hemisphere Survey (VHS, McMahon et al. 2013);
VISTA Deep Extragalactic Observations Survey (VIDEO, Jarvis et al. 2013). The call
for the second generation public surveys with VISTA/VIRCAM has been published in
2015, for which the selection process has already been completed and the observa-
tions commenced in April 2017. Seven new programs have been selected: (1) VISTA
Near-infrared Observations Unveiling Gravitational Wave Events (VINROUGE,
http://www.star.le.ac.uk/nrt3/VINROUGE/); Completing the legacy of UltraV-
ISTA (http://home.strw.leidenuniv.nl/∼ultravista/); The VVV extended ESO Public
Survey (VVVX, http://vvvsurvey.org/); The VISTA Extragalactic Infrared Legacy
Survey (VEILS, http://www.ast.cam.ac.uk/∼mbanerji/VEILS/veils_index.html);
Southern H-ATLAS Regions Ks-band Survey (SHARKS); VISTA Star Formation Atlas
(VISIONS, https://visions.univie.ac.at/). The last project mentioned here, VISIONS,
is led by a team at the University of Vienna. As part of my dissertation, I have
significantly contributed to its eventual success and give a detailed description of
the project in Sect. 5.2 of this thesis.

After the completion of these second generation public surveys, the VISTA tele-
scope is scheduled for refitting in the timeframe between 2019 and 2021. Specif-
ically, VIRCAM will be dismounted and replaced by the 4-meter Multi-Object
Spectrograph, 4MOST (de Jong et al. 2012). In contrast to the now-installed
infrared camera, VIRCAM, this new instrument will provide the ability for large-
scale spectroscopic surveys for more than 2000 objects simultaneously. Thus, after
VIRCAM will be decommissioned, there will no longer be large-scale NIR imaging
capabilities available from the ESO infrastructure. Nevertheless, the new instru-
ment will provide excellent follow-up observations for the previous generation of
public surveys (Sect. 5.2.7).

The telescope’s location on the southern hemisphere enables many synergies
with other state-of-the-art observatories in the area. Specifically, the large VLT Unit
Telescopes and the Atacama Large Millimeter/submillimeter Array (ALMA) provide
observations in many other wavelength ranges with a large variety in available
instrumentation configurations. Furthermore, VISTA observations will also play an
important role in the future, when ESO Extremely Large Telescope (ELT) becomes
operational in 2024. In particular, and with respect to the ELT, VISTA photometry
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will play a fundamental role in enabling the photometric calibration of imaging
observations with the ELT first-light imager MICADO (Davies et al. 2016; Leschinski
et al. 2016). Typical external calibrators, such as 2MASS do not have the dynamic
range to support a reliable calibration for such large telescope optics. For example,
the KS band saturation limit of typical MICADO observations will be at ∼15 mag,
which is approximately the completeness limit of 2MASS observations. Moreover,
other modern large-scale NIR survey facilities, such as those using the UKIRT In-
frared Deep Sky Survey (UKIDSS Lawrence et al. 2007), are located in the northern
Hemisphere.

1.2.2 Thesis Overview

The main results presented in this thesis are structured into four major chapters.
While the Chapters 2 and 3 represent already published manuscripts for which I am
the first author, Chapter 4 is a submitted manuscript which currently is subject to
the journal’s reviewing process. Chapter 5 summarizes the results and presents an
extensive outlook for follow-up work in the next few years. All manuscripts in the
Chapters 2 through 4 are included in their original form and are preceded by an
overview and publication details, including the full bibliographic reference. Finally,
Appendix A contains supplementary material. In the following lines, I will give a
short description of each chapter.

Chapter 2 – Paper I

The first publication in this thesis represents the VISTA Orion A survey paper which
also includes most of the original collaborators of the initial ESO observing proposal
(available in Sect. A.4). I introduce the Orion A complex as a major opportunity to
study star formation processes and continue to describe all major technical aspects
which were developed for the presented VISTA observations. The main product of
this paper is the, so far, largest photometric NIR catalog of the cloud complex, as
well as publicly available image data. To this end, I developed a new approach to
reduce the raw telescope data to avoid many caveats in the standard ESO pipeline.
Furthermore, I perform a basic statistical analysis of the young stellar population
of the cloud and demonstrate the data quality by identifying previously unknown
YSOs. I also show, that this dataset can be used far beyond star formation studies
by applying a simple algorithm to find new galaxy clusters.
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Chapter 3 – Paper II

The second chapter in this thesis builds on the photometric data as published in
the manuscript in Chapter 2. During my work on the Orion A NIR catalog release,
I performed preliminary tests which showed that well-established techniques to
derive line-of-sight extinctions to single source are not suited for an application
with deep photometry. I outline the main disadvantages of other methods and
continue to introduce a new method, PNICER, which is capable of overcoming many
of the mentioned difficulties. In the future, this method will be the baseline of
extinction studies, including follow-up observations with VISTA (see Sect. 5.2).

Chapter 4 – Paper III

With the developments from the first two manuscripts in Chapters 2 and 3, I use
the VISTA photometry, together with PNICER to study dust extinction in the Orion A
molecular cloud complex. The main findings of this chapter refer to a variable
extinction law, suggesting a changing dust grain composition across the cloud.
Furthermore, this trend seems to follow the picture that radiative feedback from
the massive cluster stars impacts general grain properties. Moreover, I find a flat
MIR extinction law, and uncover some previously unknown biases in the calibration
of gas surface density maps based on dust emission measurements.

Chapter 5 – Conclusions & Outlook

I conclude this thesis with a summary of the main findings in the presented
manuscripts from Chapters 2 through 4. I also briefly outline possible follow-up
work that could, in general, improve our understanding of star formation in Orion A
and, in particular, also our understanding of the dust grain population in the cloud.
Finally, I present a currently ongoing project which will be the main focus of my
time during my first post-doctoral appointment (Sect. 5.2). The project’s name
is VISIONS, which already hints at the intimate connection to my thesis work.
VISIONS will provide Orion A-like observations for other nearby cloud complexes.
Furthermore this project will measure, for the first time, dynamical properties of
embedded sources on large scales in the nearby star-forming clouds, opening up a
new parameter space to study the evolution of young stellar systems.

Appendix

Appendix A includes a German version of the Abstract (Sect. A.1), personal acknowl-
edgements (Sect. A.2), the reprint permission for published articles (Sect. A.3), the
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original ESO observing proposal for the Orion A VISTA project (Sect. A.4), as well
as my Curriculum Vitae (Sect. A.5).
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2VISTA Orion A survey

2.1 Overview

In the first publication presented in this thesis, I introduce the Vienna Survey in
Orion, in short VISION. In this manuscript I present the Orion A molecular cloud
as one of the most well-studied regions for research into fundamental questions
regarding star formation and highlight important work over the past few decades.
The main subject of the paper is a new ESO VISTA large-scale NIR imaging survey
of the entire Orion A molecular cloud complex. The introduction puts this survey
in context with other observational work in this region and clearly establishes the
observations as the most extensive NIR imaging observing program of the cloud
so far. The main body of the manuscript contains detailed descriptions on the
applied methods, where it was necessary to implement a new software package to
avoid several caveats in the standard ESO pipeline. Most notably, the new pipeline
improves the spatial resolution of the final data products by about 20% compared to
the reduction framework provided by ESO. This remarkable enhancement enables
better photometry and was also a key motivation for the VISIONS public survey (see
Chapter 5). Moreover, several other caveats in the original pipeline with respect
to the photometric calibration of the image data are discussed and solutions are
provided. The developed data reduction software environment is at the time of
writing this thesis not available for third parties, but is currently being ported to
Python for later publication.

After establishing all technical foundations for the data reduction recipes, I con-
tinue to describe the source detection and extraction methods and introduce an
effective technique to separate resolved from point-like objects (for star-galaxy
discrimination). This method is based on aperture corrections and uses machine
learning classification algorithms. Next, I continue with a statistical analysis of the
cloud’s YSO population by comparing the luminosity functions of the extincted pop-
ulation to an extinction-free control field. Furthermore, by simple visual inspection,
I identify several previously unknown YSO candidates. To further demonstrate the
quality of the photometry, I also investigate the stellar foreground population to
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the cloud, as discovered by Alves and Bouy (2012), and even identify new galaxy
cluster candidates with a simple source density algorithm.

2.2 Publication details

Title: VISION - Vienna survey in Orion. I. VISTA Orion A Survey
Authors: Stefan Meingast, João Alves, Diego Mardones, Paula Stella Teixeira,
Marco Lombardi, Josefa Großschedl, Joana Ascenso, Herve Bouy, Jan Forbrich,
Alyssa Goodman, Alvaro Hacar, Birgit Hasenberger, Jouni Kainulainen, Karolina
Kubiak, Charles Lada, Elizabeth Lada, André Moitinho, Monika Petr-Gotzens, Lara
Rodrigues, Carlos G. Román-Zúñiga
Status: Accepted for publication in Astronomy & Astrophysics, December 1st 2015
Bibliographic reference: Astronomy & Astrophysics, Volume 587, id.A153, 31 pp.
DOI: 10.1051/0004-6361/201527160
Online data: http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/587/A153
Own contributions: Literature research, pipeline software development, data
reduction, data analysis, source catalog generation, data distribution via VizeR,
image combination, Orion A population analysis, preparation of figures and plots,
paper writing.

24 Chapter 2 VISTA Orion A survey

http://dx.doi.org/10.1051/0004-6361/201527160
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/587/A153


A&A 587, A153 (2016)
DOI: 10.1051/0004-6361/201527160
c© ESO 2016

Astronomy
&

Astrophysics

VISION − Vienna survey in Orion

I. VISTA Orion A Survey?,??

Stefan Meingast1, João Alves1, Diego Mardones2, Paula Stella Teixeira1, Marco Lombardi3, Josefa Großschedl1,
Joana Ascenso4,5, Herve Bouy6, Jan Forbrich1,7, Alyssa Goodman7, Alvaro Hacar1, Birgit Hasenberger1,

Jouni Kainulainen8, Karolina Kubiak1, Charles Lada7, Elizabeth Lada9, André Moitinho10, Monika Petr-Gotzens11,
Lara Rodrigues2, and Carlos G. Román-Zúñiga12

1 Department of Astrophysics, University of Vienna, Türkenschanzstrasse 17, 1180 Wien, Austria
e-mail: stefan.meingast@univie.ac.at

2 Departamento de Astronomía, Universidad de Chile, Casilla 36-D, Santiago, Chile
3 University of Milan, Department of Physics, via Celoria 16, 20133 Milan, Italy
4 CENTRA, Instituto Superior Tecnico, Universidade de Lisboa, Av. Rovisco Pais 1, 1049-001 Lisbon, Portugal
5 Universidade do Porto, Departamento de Engenharia Física da Faculdade de Engenharia, Rua Dr. Roberto Frias, s/n,

4200-465 Porto, Portugal
6 Centro de Astrobiología, INTA-CSIC, Depto Astrofísica, PO Box 78, 28691 Villanueva de la Cañada, Madrid, Spain
7 Harvard-Smithsonian Center for Astrophysics, 60 Garden Street, Cambridge, MA 02138, USA
8 Max-Planck-Institute for Astronomy, Königstuhl 17, 69117 Heidelberg, Germany
9 Astronomy Department, University of Florida, Gainesville, FL 32611, USA

10 SIM/CENTRA, Faculdade de Ciencias de Universidade de Lisboa, Ed. C8, Campo Grande, 1749-016 Lisboa, Portugal
11 European Southern Observatory, Karl-Schwarzschild-Str. 2, 85748 Garching, Germany
12 Instituto de Astronomía, UNAM, Ensenada, CP 22860, Baja California, Mexico

Received 10 August 2015 / Accepted 1 December 2015

ABSTRACT

Context. Orion A hosts the nearest massive star factory, thus offering a unique opportunity to resolve the processes connected with
the formation of both low- and high-mass stars. Here we present the most detailed and sensitive near-infrared (NIR) observations of
the entire molecular cloud to date.
Aims. With the unique combination of high image quality, survey coverage, and sensitivity, our NIR survey of Orion A aims at
establishing a solid empirical foundation for further studies of this important cloud. In this first paper we present the observations,
data reduction, and source catalog generation. To demonstrate the data quality, we present a first application of our catalog to estimate
the number of stars currently forming inside Orion A and to verify the existence of a more evolved young foreground population.
Methods. We used the European Southern Observatory’s (ESO) Visible and Infrared Survey Telescope for Astronomy (VISTA) to
survey the entire Orion A molecular cloud in the NIR J,H, and KS bands, covering a total of ∼18.3 deg2. We implemented all data
reduction recipes independently of the ESO pipeline. Estimates of the young populations toward Orion A are derived via the KS-band
luminosity function.
Results. Our catalog (799 995 sources) increases the source counts compared to the Two Micron All Sky Survey by about an order
of magnitude. The 90% completeness limits are 20.4, 19.9, and 19.0 mag in J,H, and KS, respectively. The reduced images have
20% better resolution on average compared to pipeline products. We find between 2300 and 3000 embedded objects in Orion A and
confirm that there is an extended foreground population above the Galactic field, in agreement with previous work.
Conclusions. The Orion A VISTA catalog represents the most detailed NIR view of the nearest massive star-forming region and
provides a fundamental basis for future studies of star formation processes toward Orion.

Key words. techniques: image processing – methods: data analysis – stars: formation – stars: pre-main sequence

1. Introduction

One of the major obstacles since the beginning of star forma-
tion studies in the late 1940s is that stars are embedded in
molecular gas and dust during their formation and early evo-
lution, inaccessible to optical imaging devices. The deployment
of infrared imaging cameras on optical- and infrared-optimized

? Based on observations made with ESO Telescopes at the La Silla
Paranal Observatory under program ID 090.C-0797(A).
?? Image data and full Table B.1 are only available at the CDS via
anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/587/A153

telescopes during the past three decades has revolutionized the
field, providing astronomers with the ability to detect, survey,
and systematically study the earliest evolutionary phases of
young stars within nearby molecular clouds. Since then, tech-
nological advancements have allowed us to constantly improve
the sensitivity, resolution, and efficiency of infrared surveys
culminating in the all-sky near-infrared (NIR) 2MASS survey
(Skrutskie et al. 2006) and in space-borne observatories, such
as the Infrared Astronomical Satellite (IRAS, Neugebauer et al.
1984), the Spitzer Space Telescope (Werner et al. 2004), the
Wide-field Infrared Survey Explorer (WISE, Wright et al. 2010),
and the Herschel Space Observatory (Pilbratt et al. 2010). The
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Fig. 1. Composite of optical data (image courtesy of Roberto Bernal Andreo; deepskycolors.com) overlayed with Planck-Herschel column density
measurements of Orion A in green. Approximate positions of noteworthy objects and regions are marked and labeled. On top, a histogram (note
the logarithmic scaling) shows the number of references for all objects in the SIMBAD database at a given galactic longitude with a 3 arcmin bin
size. We see an extreme gradient in attention paid to the various portions of the cloud, with the peak coinciding with M42 and the ONC. Prominent
objects (e.g., the V380/HH 1−2 region) produce a local spike in the reference histogram whereas the bulk of the molecular cloud has been studied
in comparatively few articles. The coordinates of L1647 in the SIMBAD database (l = 212.13, b = −19.2) do not match the original publication
(l = 214.09, b = −20.04).

deployment of active- and adaptive-optics systems on 8−10 m
class telescopes, combined with advanced instrumentation, has
allowed ground-based NIR observations to match the supreme
sensitivity of space-borne observatories but reaching higher spa-
tial resolutions thanks to the larger apertures, which is critical to
star formation research.

Over the past 25 years, systematic NIR imaging surveys
of molecular clouds, in particular of the Orion giant molecular
clouds, have revealed much of what we currently know about the
numbers and distributions of young stars in star-forming regions.
For example, the early foundational NIR surveys (e.g., Lada
et al. 1991; Strom et al. 1993; Chen & Tokunaga 1994; Hodapp
1994; Ali & Depoy 1995; Phelps & Lada 1997; Carpenter 2000;
Carpenter et al. 2000; Davis et al. 2009) revealed the importance
of embedded clusters in the star-forming process. By combining
information on the distribution of young stars with surveys of
the distribution and properties of molecular gas, important in-
sight into how nature transforms gas into stars have been gained
(e.g., Lada 1992; Carpenter et al. 1995; Lada et al. 1997, 2008;
Megeath & Wilson 1997; Carpenter et al. 2000; Teixeira et al.
2006; Román-Zúñiga et al. 2008; Evans et al. 2009; Gutermuth
et al. 2009, 2011).

In the Orion star-forming complex, one finds a few of the
best-studied testbeds for star formation theories, such as the
embedded clusters NGC 2024, NGC 2068, and NGC 2071, as
well as the optically visible young clusters λ, σ Ori, ι Ori, and
NGC 1981. However, none of these regions have drawn nearly
as much attention as the famous Orion nebula cluster (ONC),
embedded in the Orion A molecular cloud. The ONC itself is
the closest massive star factory and therefore a prime laboratory

for addressing many open questions of current star formation re-
search. Many fundamental quantities regarding the formation of
stars have been tested against this benchmark cluster, but orders
of magnitude fewer studies have been published about objects
in other parts of Orion A, and even fewer have addressed the
molecular cloud as a whole, creating a biased view of the re-
gion. To help visualize this bias, we show in Fig. 1 a compos-
ite of an optical image overlaid on the Herschel-Planck column
density map from Lombardi et al. (2014). Here we marked sev-
eral objects and star-forming regions throughout Orion A, which
is mentioned later in this paper. On top of the image we plot a
histogram of the number of articles referenced in the SIMBAD
(Wenger et al. 2000) database1 for all objects at a given longitude
slice in bins of 3 arcmin.

While the ONC and its surroundings are subject to various
studies in thousands of articles, objects in the eastern region of
the cloud (in galactic frame2) receive considerably less attention
with a few tens of published studies. We note that the SIMBAD
database is not complete, nonetheless these numbers are a good
indicator of the bias in the astronomical community for some re-
gions of Orion A. Figures 2 and 3 show examples of prominent
objects observed in our survey of Orion A. Together, these ob-
jects alone have more than 5000 bibliographic references listed
in the SIMBAD database.

While previous NIR surveys of Orion A have given us im-
portant insights, they are limited in their depth and ensitivity

1 The references were extracted from the SIMBAD database on 2015
May 10.
2 During the rest of this paper, we always refer to the galactic coordi-
nate frame when using cardinal directions.
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Fig. 2. Detailed view of some prominent objects in Orion A as seen with VISTA. Here, the J, H, and KS bands were mapped to the blue, green,
and red channels, respectively. All images are in a galactic projection (north is up, east is left). The physical length given in the scale bars was
calculated with the adopted distance of 414 pc.
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Fig. 3. Same as Fig. 2.
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Table 1. On-sky coverage and relative gain in source counts for selected
NIR surveys toward Orion A.

Reference Coveragea Gainb Bands
(arcmin2)

Strom et al. (1993) 2772 ∼4−6c JHK
Ali & Depoy (1995) 1472 4 K
Carpenter (2000)d 65 857 9.3 JHKS
Lawrence et al. (2007)e ∼26 500 1.4 ZY JHKS
Robberto et al. (2010) 1200 1.4 JHKS

This work 65 857 JHKS

Notes. Our survey improves both coverage and sensitivity when com-
pared to the literature. (a) Refers to the common on-sky area of the given
survey with our VISTA coverage. (b) Approximate gain in source counts
when restricted to the same on-sky coverage. (c) Estimate based on com-
pleteness limits since no source catalog is available. (d) Study based on
the second incremental 2MASS data release. Source counts in this ta-
ble were taken from the final 2MASS all-sky data release. (e) Data from
UKIDSS DR10. Because of the many spurious detections of nebulos-
ity in the UKIDSS survey, we estimated the gain in source counts by
selecting a “clean” subregion.

and/or only cover a fraction of the entire molecular cloud. As
a fundamental step toward a complete picture of the star for-
mation processes in Orion A, we present the most sensitive
NIR survey of an entire massive star-forming molecular cloud
yet. Table 1 lists NIR surveys throughout the past two decades.
Compared to the ONC surveys from the 1990s, our survey is
about four times more sensitive (in terms of source counts) and
covers a ∼50 times larger area at the same time. Moreover, we
also increase source counts by about 40% compared to the more
recent dedicated NIR survey of the ONC by Robberto et al.
(2010). Compared to the Two Micron All Sky Survey (2MASS,
Skrutskie et al. 2006), which obviously has a greater coverage,
we gain almost a factor of 10 in sensitivity. For completeness
we mention here that a similar survey has been conducted of the
Orion B molecular cloud. These results are presented in Spezzi
et al. (2015).

The target of our survey, the Orion A giant molecular cloud,
extends for about 8 deg (∼60 pc) and contains several well-
studied objects and an extensive literature: we refer the reader
to the review papers of Bally (2008), Briceno (2008), O’Dell
et al. (2008), Allen & Davis (2008), Alcalá et al. (2008), Muench
et al. (2008), and Peterson & Megeath (2008). Here we only list
a selection of the many results for this important region, includ-
ing studies of the ONC (Hillenbrand & Hartmann 1998; Lada
et al. 2000; Muench et al. 2002; Da Rio et al. 2012), Herbig-
Haro objects (HH; for a historic overview, see, e.g., Reipurth
& Heathcote 1997), such as HH 1-2 (see, e.g., Herbig & Jones
1983; Lada 1985; Fischer et al. 2010) and HH 34 (e.g., Reipurth
et al. 2002), and variable FU Ori type pre-main-sequence stars
such as V883 (e.g., Strom & Strom 1993; Pillitteri et al. 2013).
Along the “spine” of Orion A, there are also multiple notewor-
thy minor star-forming regions, such as L1641-N (e.g., Gâlfalk
& Olofsson 2008; Nakamura et al. 2012), which are themselves,
however, much less prominent than the Orion nebula and its
surroundings.

Studies referring to the entire cloud are rare. Megeath et al.
(2012) present a Spitzer-based catalog of young stellar ob-
jects (YSO) for both Orion A and Orion B. They identify
2446 pre-main-sequence stars with disks and 329 protostars in
Orion A. Pillitteri et al. (2013) present an XMM-Newton sur-
vey of L1641 where they investigate clustering properties of

Class II and Class III YSOs. They find an unequal spatial distri-
bution in L1641, which suggests multiple star formation events
along the line of sight, in agreement with the interpretation of
Alves & Bouy (2012) and Bouy et al. (2014), and migration of
older stars. More recently, Lombardi et al. (2014) have used a
2MASS dust extinction map (Lombardi et al. 2011), along with
Planck dust emission measurements, to calibrate Herschel data
and construct higher angular-resolution and high dynamic range
column-density and effective dust-temperature maps. Stutz &
Kainulainen (2015) investigate variations in the probability dis-
tribution functions of individual star-forming clouds in Orion A
and suggest a connection between the shape of the distribution
functions and the evolutionary state of the gas.

Regarding the overall evolution of the Orion star-forming re-
gion and following Blaauw (1964), Gomez & Lada (1998) spec-
ulated on the presence of multiple overlapping populations in
the direction of the ONC with a possible triggered star forma-
tion scenario. As also mentioned by Bally (2008), recent stud-
ies by Alves & Bouy (2012) and Bouy et al. (2014) reveal a
slightly older foreground population associated with NGC 1980
with distance and age estimates of ∼380 pc and 5−10 Myr,
respectively. They find 2123 potential members for this fore-
ground population, which, however, is an incomplete estimate,
because they did not cover the entire Orion A molecular cloud
owing to lack of data in the eastern regions. Based on a shift
in X-ray luminosity functions across Orion A, Pillitteri et al.
(2013) also find evidence of a more evolved foreground popu-
lation near NGC 1980 at a distance of 300−320 pc. Proposing
an alternative view, Da Rio et al. (2015) find that sources near
NGC 1980 do not have significantly different kinematic proper-
ties from the embedded population, concluding that NGC 1980
is part of Orion A’s star formation history and is currently emerg-
ing from the cloud.

Early distance estimates from Trumpler (1931) placed the
ONC at 540 pc. Subsequent studies find distances of 480±80 pc
(Genzel et al. 1981), 437 ± 19 pc (Hirota et al. 2007), 389+24

−21 pc
(Sandstrom et al. 2007), 440±34 pc (392±32 pc with a different
subset of target stars, Jeffries 2007), and 371 ± 10 pc (Lombardi
et al. 2011). Based on optical photometry and a Planck-based
dust screen model, Schlafly et al. (2014) find a distance of
420 ± 42 pc toward the ONC, while the eastern edge of Orion A
appears to be 70 pc more distant. For the remainder of this paper,
we adopt the distance of 414 ± 7 pc from Menten et al. (2007).

The VISION (VIenna Survey In OrioN) data presented in
this paper (Orion A source catalog and three-color image mo-
saic) are made available to the community via CDS. In future
publications the survey data will allow us and the community
to refine, extend, and characterize several critical properties of
Orion A as a whole. This includes characterizing individual
YSOs with the improved resolution and sensitivity, searching
for HH objects and jets in a uniform manner, characterizing
YSO clustering properties, determining IMFs down to the brown
dwarf regime, and describing the gas mass distribution with re-
spect to YSO positions.

This article is structured as follows. In Sect. 2 we present
a survey overview, including its design and observing strategy.
Section 3 describes all our data-processing procedures from ba-
sic image reduction, co-addition, astrometric, and photometric
calibration to catalog generation and cleaning. In Sect. 4 we re-
view the main data products of our survey and provide a first
look at the resulting photometry, including the possibilities for
accessing both the generated source catalog and image data.
In addition, we present a catalog of interesting objects that in-
cludes some new YSO candidates based on their morphological
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Fig. 4. VISTA survey coverage. The lefthand side plot shows the wide-field extinction map from Lombardi et al. (2011) with both the control field
and Orion A coverage marked as red boxes. The righthand side figure shows a close-up of Orion A with the individual tiles labeled. The cutout
region of this figure is marked with a black dashed box in the left plot.

appearance and new candidate galaxy clusters. In Sect. 5 we
present first results obtained from this new database, where we
derive an estimate for the YSO population in Orion A and in-
vestigate the foreground populations. Section 6 contains a brief
summary, and Appendices A and B contain additional informa-
tion on the quality of the data products and supplementary data
tables, respectively.

2. Observations

2.1. Instrumentation

The observations of the Orion A molecular cloud have been
carried out with the Visible and Infrared Survey Telescope for
Astronomy (VISTA, Emerson et al. 2006), a 4 m class tele-
scope that is operated by the European Southern Observatory
(ESO) as part of its Cerro Paranal facilities. A single instru-
ment, the VISTA Infrared Camera (VIRCAM, Dalton et al.
2006), is attached to the telescope’s Cassegrain mount, which
offers a range of broadband and narrowband filters in the NIR
covering a wavelength range from about 0.85 µm to 2.4 µm.
VIRCAM features a set of sixteen 2k × 2k Raytheon VIRGO
detectors arranged in a sparse 4 × 4 pattern. Each detector cov-
ers about 11.6 × 11.6 arcmin on sky with gaps of 10.4 arcmin
and 4.9 arcmin between them in the instrument’s X/Y setup, re-
spectively. Working at a mean pixel scale of 0.339 arcsec/pix in
both axes, the instrument field of view in the telescope’s beam is
1.292 × 1.017 deg.

The detectors offer a quantum efficiency above 90% across
the J,H, and KS bands but suffer from significant cosmetic defi-
ciencies (e.g., bad pixel rows and columns, as well as bad read-
out channels) and nonlinearity effects, which need to be taken
care of during data calibration. The gaps between the individ-
ual detectors make it necessary to observe multiple overlapping
fields for a contiguous coverage. This is achieved by a six-step
offset pattern that can be executed in several ways. As a conse-
quence of this observing strategy, the effective coverage (hence
exposure time) over a single field varies with position. The stan-
dard offset pattern offers a coverage of as little as just one frame
on the edge of the field, two frames for most of the area and up
to six overlapping exposures for only a tiny portion of the final
frame. As is usual for NIR observations, a dither or jitter3 pattern
is usually executed at each offset position to mitigate saturation
effects and to increase the total frame coverage to facilitate bad
pixel rejection during co-addition.

3 Here we use the term dither for user-defined offset positions, whereas
jitter refers to random telescope positioning.

For the rest of this paper, we use VISTA terminology to
describe the telescope’s data products and its parameters: a
simultaneous integration from all sixteen detectors is called a
“pawprint”, and a fully sampled image resulting from the co-
added frames of the six-step offset pattern is called a “tile”. The
integration time for a single readout from all detectors is referred
to as DIT (detector integration time), whereas multiples of these
single integrations can be stacked internally before readout. The
number of integrations in such a stack is referred to as NDIT.

2.2. Survey design and strategy

The Orion A molecular cloud is centered at approximately l =
210◦, b = −19◦ and extends for about eight degrees, which is
well aligned with the Galactic plane. The spine of the cloud
(i.e., regions with high extinction) is very narrow with only
about 0.3 deg at its widest point. However, shallower extinc-
tion levels are observed much more widely, which did not allow
us to cover the entire cloud with only one series of pointings
along the molecular ridge. Therefore we designed the survey to
feature 11 individual pointings with two parallel sequences of
tiles aligned with its spine. For each tile we also included over-
laps with its neighboring field to ensure a contiguous coverage.
Figure 4 shows the final tile coverage on top of the extinction
map from Lombardi et al. (2011). Also shown are our designa-
tions for each tile labeled from N1, ..., N5, S1, ..., S6 indicating
row (north/south) and column position (west to east). An obser-
vation of a tile in one of the three filters defined an observation
block (OB). All 11 tiles were observed in J,H, and KS, where
all except the tiles N2 and S2 were executed with a standard jit-
ter pattern with a maximum random throw within a 25 arcsec
wide box centered on the initially acquired position. The N2 and
S2 tiles include the ONC and therefore a large amount of ex-
tended emission. These positions were observed with a separate
sky offset field centered at l = 209.272◦, b = −21.913◦. Because
the sky offset field had to be observed in addition to the science
fields, the total duration of these sequences was greater than the
maximum allowed OB length of one hour in the H and KS bands.
Therefore each of these four OBs was executed twice. Starting
in October 2012 and spreading out over about six months until
early March 2013, a total of 37 individual OBs were executed to
complete the observations of Orion A.

For statistical comparisons in the following analyses, we
also observed a control field (CF) in the same filters in addi-
tion to the science field, centered at l = 233.252◦, b = −19.399◦
(see Fig. 4). Table 2 gives a comprehensive overview of all col-
lected data of Orion A including basic parameters and statistics
of each observing sequence. For the H and KS bands, the DIT
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Table 2. Observing dates and basic parameters for the Orion A VISTA survey.

Tile ID filter Start time DIT NDIT NJitter Airmass range Image qualitya 90% Completenessb

UT (s) (#) (#) (arcsec) (mag)
S1 J 2012/10/02 08:38:24 5 8 3 1.074−1.088 0.78−0.92 20.47
S1 H 2013/02/27 02:09:44 2 27 5 1.308−1.657 0.68−0.83 20.06
S1 KS 2013/01/20 00:23:40 2 20 5 1.110−1.197 0.63−1.02 18.91
S2 J 2012/12/25 05:20:26 5 9 6 1.122−1.328 0.75−0.86 20.08

S2 (a) H 2013/02/08 01:17:15 2 17 5 1.058−1.136 0.72−0.89 19.58
S2 (b) H 2013/02/17 01:24:44 2 17 5 1.089−1.245 0.75−0.89 19.58
S2 (a)c KS 2013/01/25 00:35:11 2 15 5 1.060−1.125 0.87−1.06 18.85
S2 (b) KS 2012/10/04 08:07:02 2 15 5 1.058−1.112 0.62−0.75 18.85

S3 J 2012/10/05 08:39:35 5 8 3 1.054−1.064 0.61−0.69 20.87
S3 H 2013/03/02 01:12:20 2 27 5 1.137−1.319 0.70−0.84 20.01
S3 KS 2013/01/30 00:33:06 2 20 5 1.054−1.093 0.67−0.81 19.08
S4 J 2012/11/13 08:09:40 5 8 3 1.103−1.143 0.70−0.92 20.48
S4 H 2013/03/01 02:18:03 2 27 5 1.304−1.665 0.65−0.91 20.27
S4 KS 2013/02/09 01:30:51 2 20 5 1.048−1.093 0.63−0.88 19.13
S5 J 2013/02/24 02:53:52 5 8 3 1.352−1.461 0.66−0.92 20.41
S5 H 2013/03/06 00:30:46 2 27 5 1.072−1.189 0.62−0.82 20.25
S5 KS 2013/02/16 01:45:14 2 20 5 1.076−1.162 0.81−1.04 18.97
S6 J 2013/02/24 03:35:28 5 8 3 1.573−1.750 0.76−0.96 20.23
S6 H 2013/03/09 00:22:19 2 27 5 1.066−1.182 0.80−1.09 19.69
S6 KS 2013/01/31 00:30:20 2 20 5 1.037−1.080 0.72−1.00 18.95
N1 J 2012/11/13 07:48:48 5 8 3 1.108−1.141 0.72−0.86 20.55
N1 H 2013/02/27 00:09:19 2 27 5 1.072−1.135 0.65−0.86 20.26
N1 KS 2013/01/27 00:38:09 2 20 5 1.077−1.122 0.69−0.84 19.17
N2 J 2013/02/25 02:23:36 5 9 6 1.298−1.753 0.78−0.97 20.14

N2 (a) H 2013/02/28 01:07:48 2 17 5 1.125−1.337 0.66−0.84 19.69
N2 (b) H 2013/03/01 00:56:10 2 17 5 1.112−1.306 0.64−0.78 19.69
N2 (a) KS 2013/01/28 00:40:27 2 15 5 1.060−1.107 0.81−0.93 18.86
N2 (b) KS 2013/01/29 00:45:10 2 15 5 1.059−1.096 0.84−0.98 18.86

N3 J 2012/11/04 08:10:11 5 8 3 1.070−1.092 0.58−0.78 20.84
N3 H 2013/03/03 01:58:40 2 27 5 1.270−1.588 0.70−0.89 20.16
N3 KS 2013/02/01 00:31:35 2 20 5 1.056−1.093 0.66−0.88 19.20
N4 J 2012/11/15 07:41:11 5 8 3 1.075−1.103 0.64−1.03 20.70
N4 H 2013/03/03 23:58:43 2 27 5 1.050−1.111 0.60−0.79 20.16
N4 KS 2013/02/15 00:19:06 2 20 5 1.045−1.050 0.80−1.18 18.83
N5 J 2013/02/24 03:14:42 5 8 3 1.452−1.590 0.78−0.93 20.40
N5 H 2013/03/07 01:16:29 2 27 5 1.158−1.369 0.62−0.84 20.18
N5 KS 2013/02/16 00:33:10 2 20 5 1.038−1.073 0.88−1.02 18.92
CF J 2013/01/02 07:40:14 5 8 3 1.484−1.624 0.63−0.76 20.67
CF H 2013/02/15 03:48:50 2 27 5 1.216−1.489 0.65−0.95 19.78
CF KS 2013/02/18 04:08:35 2 20 5 1.339−1.609 0.67−0.87 18.99

Notes. (a) The image quality refers to measured FWHM estimates of point-like sources, which varies across each tile because of camera distortion
and variable observing conditions. (b) Completeness estimates are derived from the full combined Orion A mosaics and are calculated on the basis
of artificial star tests. Details on the method are described in A.1. (c) Rejected in co-addition due to large differences in image quality with respect
to Tile S2 (b).)

was chosen to be only 2 s owing to saturation issues and was
compensated by increasing numbers of NDIT ranging from 15
to 27 for these bands. In the J band we reached a more efficient
duty cycle with larger DITs since saturation is less critical at this
wavelength. The number of jitter positions at each of the six tele-
scope offsets to form a tile was chosen to be a minimum of 3three
for the J band to allow for reliable bad pixel rejection. For the H
and KS bands, we observed five jittered positions for each paw-
print. The total on-source exposure time is given by the product
of the minimum exposure time (DIT × NDIT) and the number
of observations taken at this position determined by Njitter and
the six-step offset pattern. For the large majority of sources in a
tile, this is given by DIT × NDIT × Njitter × 2.

In addition to the science and control fields, calibration
frames were also needed to process the raw files into usable data
products. Dark frames, sky flat fields for each band, and dome

flats to measure detector nonlinearity were provided as part of
ESO’s standard calibration plan for VIRCAM.

3. Data processing

A total amount of ∼280 GB of science data, along with ∼680 GB
of calibration frames, was obtained for the Orion A VISTA sur-
vey. Together with the complex observing routine and camera
setup, only a dedicated pipeline is able to handle the data re-
duction procedure. Calibrated science data products are avail-
able through the VISTA data flow system (Irwin et al. 2004)
provided by the Cambridge Astronomical Survey Unit (CASU).
However, since the pipeline is designed for stability and is op-
timized for reducing a much larger amount of data under many
different observing conditions, we identified several drawbacks
in this system. To achieve the best possible data quality of the
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Fig. 5. FWHM maps for both our reduction and the standard CASU pipeline of tile S1 in H band. Clearly a significant gain in image quality is
achieved in our reduction.

VISTA Orion A survey, we decided to implement all key data
reduction procedures ourselves. Details on the methods, includ-
ing a mathematical description of the CASU pipeline modules,
can be found in the VISTA data reduction library design and as-
sociated documents4.

3.1. Motivation

Below we list the specific points that motivated us to develop our
own customized reduction pipeline for the Orion A VISTA data.

– Owing to the observing strategy with VIRCAM, sources are
sampled several times not only at different detector positions
but also by different detectors. To optimally co-add all re-
duced paw prints, each input image needs to be resampled
and aligned with a chosen final tile projection. The CASU
pipeline uses a radial distortion model, together with fast bi-
linear interpolation, to remap the images for the final tiling
step. Bilinear interpolation, however, has several drawbacks.
Primarily it can introduce zero-point offsets and a signifi-
cant dispersion in the measured fluxes. Typically a Moiré
pattern is also seen on the background noise, and addition-
ally it “smudges” the images, leading to lower output res-
olution (see Bertin 2010 for details and examples). To test
for the absolute gain in resolution over the bilinear resam-
pling kernel, full width half maximum (FWHM) maps for
each observed tile were calculated with PSFex (Bertin 2011).
Figure 5 shows a FWHM map for the tile S1 in H band
for both the CASU and our reduction, as well as the gain
in resolution. We typically achieve 20% higher resolution,
i.e. a 20% smaller FWHM, by simply using more suitable
resampling kernels5 (for an interesting in-depth discussion

4 Accessible through http://casu.ast.cam.ac.uk, Lewis et al.
2010.
5 We observed a dependency of the resolution gain on observing con-
ditions. We get only 10−15% for bad seeing conditions (>1 arcsec) and
up to almost 30% for excellent conditions (∼0.6 arcsec)

of the importance of resampling methods, see, e.g., Lang
2014). We find that our resampling method recovers the
image quality of the pawprint level for the combined tiles,
which is not the case for the CASU reduction.

– The CASU pipeline only produces source catalogs for indi-
vidual tiles. As can be seen in Fig. 4, it would be beneficial to
co-add all input tiles to increase the effective coverage on the
tile’s edges and run the source extraction on the entire survey
region. The spatially correlated noise (which is not traced by
weight maps) and the necessity of yet another resampling
pass make this step highly undesirable for the CASU tiles.

– Even with such short integration times as in our survey, stars
brighter than ∼12th magnitude in J (11.5 and 11 mag in H
and KS, respectively) show saturation and residual nonlinear-
ity effects when compared to the 2MASS catalog. Replacing
these measurements with reliable photometry from 2MASS
requires that both catalogs are calibrated toward the same
photometric system. As already demonstrated by Gonzalez
et al. (2011), among others, this is not the case, and a com-
parison with 2MASS requires the recalibration of the pho-
tometric zero point. Reliable color transformations can be
found in Soto et al. (2013). We also tested this by produc-
ing magnitudes from the CASU tile catalogs via

mi, j = −2.5 log
(

Fi, j

t j

)
− apcor j + ZP j (1)

where mi, j are the calculated magnitudes for the ith source
measured on the jth tile, Fi, j the flux measurements given
in the CASU tile catalogs, t j the exposure times, apcor j
the aperture corrections, and ZP j the zero points as given
in the tile headers. We also applied the appropriate zero-
point transformation for the given atmospheric extinction
and used the recommended aperture radius. We then con-
catenated all original tile catalogs and cross-matched the data
with 2MASS. The comparison of the photometry is shown in
Fig. 6 where magnitude differences between both data sets
are displayed as a function of the 2MASS flux measurement.
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Fig. 6. Difference in the photometry between the CASU default re-
duction and the 2MASS catalog. The blue, green, and red data points
show the J, H, and KS bands, respectively. The color shading represents
source density in a 0.2 × 0.05 box in the given parameter space and the
gray solid line a running median along the abscissa with a box width
of 0.5 mag. Several processing steps contribute to the apparent offsets,
which are all avoided in our data reduction.

A systematic offset is visible with values around 0.1 mag in
H and 0.12 mag in KS.

– For the zero-point calculation of each observed field, the
CASU pipeline applies a galactic extinction correction to all
photometric measurements. To this end the pipeline uses the
Schlegel et al. (1998) all-sky extinction maps (with a resolu-
tion of a few arc-minutes), together with the correction from
Bonifacio et al. (2000). For each source, a bilinear interpola-
tion yields the extinction correction factor for the zero point.
This will also add systematic offsets with respect to photo-
metric data for which no such correction was applied. More
critically, for surveys covering multiple fields with variable
extinction, systematic offsets are expected between the tiles.
For studies concerned with the intrinsic color of stars (e.g.,
extinction mapping), however, it is critical not to be biased
in any way by such systematic offsets.

– The CASU pipeline by default stacks all frames of an entire
set to build a single background model for one tile. This only
works well if spatial sky variations across the detector array
are constant for the entire duration of the observations. In
the NIR this typically applies for small sets of data with rel-
atively short total exposure times, such as for the VISTA sur-
vey products (e.g., VVV, Minniti et al. 2010). However, since
our OBs were at the limit of the maximum allowed execution
time of 1 h, significant changes in atmospheric conditions are
expected for nonphotometric nights. This can lead to resid-
ual gradients across single detector frames, which can result
in cosmetically imperfect reductions and difficult sky level
estimates. This is especially the case for fields with separate
offset sky positions with large gaps in the sky sampling.

– In total there are two interpolation steps employed by the
CASU pipeline. The first generates stacks for each jitter
sequence, and the second is used during the tiling proce-
dure to correct for astrometric and photometric distortions
(the latter to account for variable on-sky pixel size due to
field distortion). Both of these steps use bilinear interpo-
lation, which can introduce spatially correlated noise. The
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Fig. 7. Noise rms maps of the CF in KS for our reduction and the
CASU pipeline. The bilinear interpolation and the radial distortion
model clearly leave spatially correlated noise in the tiled images. On
the other hand, the variance in our reduction is only dominated by de-
tector coverage and intrinsic detector characteristics. No sources were
masked prior to noise calculations.

difference between the original bilinear interpolation and our
data product, for which we use higher order resampling ker-
nels, is illustrated in Fig. 7, where the background rms maps
of the CF in the KS band are shown. The radial distortion
model, together with the fast interpolation, clearly leaves
its mark. These rms maps were generated with SExtractor
(Bertin & Arnouts 1996) and represent smoothed-noise rms
models with a background mesh size of 64 pixels. For reli-
able source detection, however, one has to keep track of the
variable noise throughout an image. As a consequence this
makes it difficult to reliably run external source detection
packages on the output CASU tiles in cases the pipeline does
not work satisfactorily, as in regions with extended emission
such as the ONC.

From all these points, only the photometric offset relative to the
2MASS system can be corrected for via color transformations.
Bias-free photometry and high resolution are both critical for all
further studies with the Orion A VISTA data. Therefore we have
written a semi-automatic data-reduction package that is com-
pletely independent of the CASU pipeline. All functionalities of
this package will be offered in open-source Python code in a fu-
ture paper. The implemented reduction steps are discussed in de-
tail during the following sections. In summary, the following ca-
pabilities have been implemented specifically for the VIRCAM
reduction package:

– calculation of all required master calibration frames and pa-
rameters: bad pixel masks (BPM), dark frames, flat fields,
and nonlinearity coefficients;

– basic image calibration: nonlinearity correction, removal of
the dark current, and first-order gain harmonization with the
master flat;

– accurate weight map generation for co-addition and source
detection;

– static and dynamic background modeling;
– removal of cosmetic deficiencies (bad pixel masking, global

background harmonization, etc.);
– illumination correction (second-order gain harmonization)

using external standards;
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– source detection, astrometric calibration, and co-addition via
external packages;

– robust aperture photometry using variable aperture
corrections;

– photometric calibration based on the 2MASS reference cat-
alog (Vega magnitude system).

Many of the techniques are similar to the methods used in the
CASU pipeline. However, the problems listed above are care-
fully avoided. All sequential data reduction procedures are de-
scribed in the following sections.

3.2. Master calibration frames

The basic image reduction steps include the generation of all
required calibration frames and parameters and their application
to the raw science data to remove the instrumental signature from
VIRCAM.

3.2.1. Bad pixel masking

Before any other calibration step can be performed, a BPM
is required to avoid introducing systematic offsets in, for in-
stance, dark current calculations or linearity estimations. This
step, however, has to be independent of any further calibration
steps. Therefore we used a set of dome flats with constant ex-
posure times that are first stacked at the detector level. The me-
dian of each detector served as a preliminary master flat and was
then used to normalize each input image. Good pixels in each
recorded flat field would then theoretically contain only values
around unity due to the constant exposure time. Then, all pix-
els that deviated by more than 4% with respect to the expected
unity value were marked. Finally, if a single pixel was marked in
this way in more than 20% of all images in the sequence, it was
propagated as a bad pixel to the final master BPM. Typical bad
pixel-count fractions were found between 0.1% and 0.2% for the
best detectors and around 2% for the worst.

3.2.2. Nonlinearity correction

To correct for detector nonlinearities, we used the same method
as for the CASU pipeline. For details on this method, the reader
is referred to the VISTA data reduction library design docu-
ment6. In principle a set of dome flat fields with increasing expo-
sure time was first masked, i.e. with the BPM and pixels above
the saturation level, and corrected for dark current with the ac-
companying dark frames. Then the flux was determined for the
detector as the mode of each masked frame. The increasing ex-
posure time should then provide a constant slope in the flux vs.
exposure time relation for a completely linear detector with a
given constant zero point (in double-correlated read mode used
for our observations this offset should be close to 0). A least-
squares fit to these data using a function of the form

∆I =

3∑

m = 0

bmtm
i
[
(1 + ki)m − km

i
]

(2)

was performed, where i indicates each detector, m indicates the
order of the function, ∆I are the measured nonlinear fluxes for

6 http://casu.ast.cam.ac.uk/surveys-projects/vista/
technical/data-processing/design.pdf/view

the reset-corrected double-correlated read output, bm are the co-
efficients to be solved for, tm

i are the integration times, and ki are
the ratios between the reset-read overhead and the integration
times. All least-squares fits in our reduction package made use
of the MPFIT IDL library described in Markwardt (2009). These
nonlinearity coefficients were stored in look-up tables and were
later applied to each input frame by a simple nonlinear inver-
sion. We also tested nonlinearity corrections on the channel level
(each of the 16 detectors of VIRCAM hosts 16 separate readout
channels) and found no significant differences in the output data
quality.

3.2.3. Dark current estimation

To estimate the dark current, a set of dark frames with the same
exposure time parameters (i.e., DIT and NDIT) as the science
frames was stacked at the detector level. The output of this pro-
cedure was a master dark pawprint that was calculated as the av-
erage of the pixel stack with a simple rejection of the minimum
and maximum pixel value. We favored this method over a me-
dian because of the small number of available dark frames (typ-
ically five per unique DIT/NDIT combination for the VIRCAM
calibration plan).

3.2.4. First-order gain harmonization

For photometric consistency across all detectors, one has to cali-
brate all pixels to the same gain level. We used a series of twilight
flats to correct for pixel-to-pixel gain variations. For camera ar-
rays, however, it is usually not enough to create master flats for
each detector separately since the detectors themselves also need
to be brought to the same gain value with respect to each other.
In a first step, all input flats were linearized, the dark current was
removed, and bad pixels were masked. We then normalized all
input pawprints by the median flux over all channels to account
for the variable illumination, preserving detector-to-detector dif-
ferences. The master flat field was then simply calculated as the
median of the stacked, calibrated, and scaled input pawprints.

3.2.5. Weightmaps

To accurately trace variable noise and bad pixels across the
frames, we used weight maps initially generated from the mas-
ter flat field. The normalized master flat field already accounted
for variable sensitivity across the focal plane introduced by vi-
gnetting from filter holders and other detector/camera charac-
teristics. We simply added bad pixels and rejected pixels with
an unusually low/high response. These weights were later used
for source detection to trace the spatial variations in back-
ground noise and during co-addition for an optimized weighting
scheme.

3.2.6. Saturation levels, read-noise, and gain

The saturation levels, read-noise, and gain of each detector are
important parameters for any source detection method and error
calculations. We determined the read-noise and gain following
Janesick’s method (e.g., Janesick 2001) on a set of dedicated cal-
ibration frames. Initial values for the saturation levels of each de-
tector were taken from the VIRCAM user manual7. These were
then checked during the calculation of the coefficients for the

7 https://www.eso.org/sci/facilities/paranal/
instruments/vircam/doc.html
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nonlinear inversion as described in Sect. 3.2.2. The saturation
level of Detector 6 had to be refined since we still saw significant
nonlinearity below the given threshold. We lowered the original
value of 36 000 ADU to 24 000 ADU. All calculated parameters
were stored in look-up tables for later processing steps.

3.3. Science data calibration

After producing all the necessary calibration master files and
parameters as described above, we consecutively applied the
nonlinearity correction, dark current subtraction, gain harmo-
nization, and bad pixel masking. In addition to these stan-
dard data reduction procedures, NIR data typically benefit from
the removal of the (highly variable) background signature and
detector-dependent cosmetic corrections.

3.3.1. Background model

Additional additive background signatures (e.g., atmospheric
emission, residual scattered light) can be removed by creating
a background model. For our observing sequences with only a
few individual exposures, we masked any contaminating sources
prior to calculating the residual background. As a first step, we
therefore created a static background model, calculated from a
simple median of all stacked data, to allow for a rough first-pass
source detection.

These temporary background models were applied to the sci-
ence data, which in turn were used to create source masks with
SExtractor. Very bright sources produced large halo structures
on the VIRCAM detectors, which were simply masked by plac-
ing a circular mask with a radius proportional to a preliminary
calculated magnitude:

mpreliminary = −2.5 log
(F

t

)
+ ZPVISTA, (3)

where mpreliminary is the preliminary adopted magnitude, F is the
measured flux from SExtractor, ZPVISTA is the zero point for
each band from the VISTA user manual, and t is the integra-
tion time (DIT × NDIT). By manually comparing some sources
to 2MASS, we typically found errors of only a few 10% for
these estimates ,which was sufficient for source masking. A star
of magnitude eight received a mask with a 50 arcsec radius r.
All other masks were calculated with ∆r/∆mag = −10 relative
to this value. In addition, we also manually produced masks to
cover regions of extended emission throughout Orion A.

Subsequently, dynamic background models with variable
window sizes, w, were calculated, where w corresponds to the
number of frames to include for each model. For our data, a com-
promise between accurate sky sampling and acceptable noise in
the background model was found for values of w around 15 to
20 in the H and KS bands, and w ≈ 10 for J. To this end we
first normalized the input data by subtracting the mode of each
frame and then calculated the median from the w closest input
pawprints in time. In all cases with separate offset sky obser-
vations, the background models were calculated from the offset
observations alone.

3.3.2. Cosmetics

As a last step in the basic reduction, some cosmetic flaws, which
were still visible after the preceding calibration stages, had to
be taken care of. Mainly, a residual horizontal pattern could be
seen on the background across all detectors. This, however, can

easily be removed by just subtracting the median of each detec-
tor row from all input frames and is referred to as “de-striping”
in the CASU reduction. Since de-striping only works for images
where regions of extended emission (if present) are smaller than
a detector, we skipped this step for all frames that included the
Orion nebula.

As a final step in the data reduction, bad pixels, as given in
the BPM, were interpolated. This was necessary for successfully
deploying our high-order resampling kernels owing to the large
number of bad pixels on the VIRCAM detectors. Running such
kernels on regions with bad pixels produces “holes” of the size of
the kernel in the resampled frames, which were more difficult to
reject in the final pixel stack and, in general, increased the overall
noise level. Bilinear interpolation kernels, such as those used by
the CASU pipeline, suffer considerably less from this problem,
however at the cost of introducing more systematic errors. Bad
pixel interpolation in general is not desirable since these should
naturally be rejected during co-addition. To keep the impact at a
minimum, we used a nonlinear bi-cubic spline interpolation code
where only pixels that have fewer than 20% “bad neighbors”
within a radius of four pixels were interpolated. For an overview
of the impact of different interpolation methods see Popowicz
et al. (2013), among others.

3.3.3. Remarks

A first inspection of the data did not reveal any strong contami-
nation by cosmic ray events. Also subsequent visual inspection
of the reduced combined images showed only very few artifacts
that might have originated in cosmic rays. Therefore, no attempt
to identify and mask those was made. Also, no fringe correction
was applied during any stage of the data processing. Fringes can
occur for various reasons, such as interference effects in the de-
tector or scattered light. If these patterns are not highly variable
on spatial scales, they can be mistaken for sky background emis-
sion. They differ from them by variable amplitudes and different
time scales and therefore, if present, must be removed in a sepa-
rate reduction step. After inspecting many of the science frames
in our survey, only very localized and low amplitude fringe pat-
terns could be found, which were mostly taken care of during the
background modeling and/or co-addition. Any attempts to cor-
rect for those small effects would have undoubtedly introduced
more systematic errors, so they were neglected.

3.4. Astrometric calibration

Before any co-addition could be performed, the frames needed
to be registered to a common reference frame. To calculate as-
trometric solutions, we used Scamp (v2.0.1, Bertin 2006). This
software package performs pattern matching of arbitrary source
catalogs with any available reference catalog, and subsequently
determines accurate astrometric (and to some extent also photo-
metric) solutions. From the reduced pawprints, relatively shal-
low source catalogs were generated with SExtractor to match
the 2MASS dynamic range, which served as the basis for the
astrometric calibration. Scamp offers several options for treat-
ing multi-extension Flexible Image Transport System (FITS,
Pence et al. 2010) files, in our case focal plane arrays, depend-
ing on the reliability and completeness of the initial input pa-
rameters in the FITS headers. We tried several combinations of
the available modes in Scamp, but only running the software in
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Fig. 8. Verification plots created by Scamp for all data on Orion A in the KS band. The two figures on the left show the 2-dimensional internal
and external dispersions in the astrometric matching procedure. The symmetry of the Gaussian-shaped distributions indicates that the remaining
systematic errors are negligible compared to other noise terms. The typical global errors (rms) were found around 40 mas internally and 70 mas
with respect to the reference catalog. The plot on the righthand side shows the derived distortion model of VIRCAM, where the color indicates
the variation in pixel scale across the focal plane. Only very small distortion levels are seen with an amplitude of ∼2% from the center to the edge.

LOOSE8 mode offered an unbiased global astrometric solution
without any systematics across the focal plane. In principle, the
FIX_FOCALPLANE9 mode was also employed successfully,
but in that case we observed systematic source clipping toward
the outer detectors, resulting in mismatches between individual
tiles.

All three bands were calibrated separately with a third-order
distortion model over the focal plane. Figure 8 shows the in-
ternal (VISTA source-to-source scatter) and external (VISTA-
to-2MASS scatter) astrometric errors along with the derived
VISTA/VIRCAM distortion model as generated by Scamp. The
dispersion (rms) for the global astrometric solution in all bands
was between 40 and 45 mas with respect to internal source
matches and about 70 mas with respect to external (2MASS)
matches. This compares very well to the CASU mean rms value
of 70 mas as given in the headers of the assembled tiles, which
also uses 2MASS as an astrometric reference.

In addition to the astrometric solutions, Scamp can be used
to derive photometric scaling factors to calibrate all input data
to the same zero point. This method, however, has two major
drawbacks: (a) Scamp only calculates zero-point offsets between
entire pawprints and does not take residual detector-to-detector
differences into account; and (b) Scamp requires single sources
to be visible in all input data. The observing strategy, together
the sparse focal plane coverage, provides only a tiny overlap-
ping field for all telescope pointings. For our jitter box width,
we found overlaps smaller than 1 arcmin across. Therefore in
most cases there would be no sources available in these overlaps.
For these reasons Scamp cannot be used for a global fine-tuned
gain harmonization based on relative internal source measure-
ments alone. We therefore adjusted the relative zero points by
comparing the source catalogs for each detector with 2MASS
reference stars (see Sect. 3.5.3 for details). The typical internal
photometric scatter at this stage was around 0.01 mag. For more
details on the astrometric properties of our VISTA survey, see
Appendix A.2.
8 In this mode each detector is treated individually without a global
focal plane model.
9 Here Scamp attempts to derive a common WCS projection followed
by computing the median of the detector positions with respect to the
focal plane.

3.5. Tile and Orion A mosaic assembly

Prior to assembling the final mosaics, additional processing steps
were required to produce science-ready data. These included re-
sampling onto a common reference frame, global background
modeling, and the fine-tuned gain harmonization. For quality
control and computational reasons, we chose to co-add each sin-
gle tile before assembling the final Orion A mosaic.

For all co-addition tasks during the data processing, we used
the method of Gruen et al. (2014), who implemented an algo-
rithm for optimized artifact removal while retaining superior
noise characteristics in the co-added frame. In principle this
method works in a similar way to a κ − σ clipping technique,
but allows for an additional degree of freedom to account for
variable point spread function (PSF) shapes. Not only did we
observe excellent artifact removal, but also the standard devia-
tion in the background was found to typically be 10−20% lower
than a median-combined mosaic. The photometric calibrations
referred to in the following sections are described in Sect. 3.6.

3.5.1. Resampling

With the focal plane model and astrometrically calibrated sci-
ence frames in place, the images were resampled onto a common
reference frame using SWarp (v2.38.0, Bertin et al. 2002) us-
ing a third-order Lanczos kernel (Duchon 1979). To avoid com-
plex flux-scaling applications across the tiles due to variable on-
sky pixel sizes, we chose a conic equal area projection (COE,
Calabretta & Greisen 2002) in equatorial coordinates with one
standard parallel at δ = −3◦ as the projection type, the field cen-
ter to be aligned with the center of each tile, and a pixel scale
of 1/3 arcsec/pix. Choosing an equal area projection over the
standard gnomonic tangential projection assured that every pixel
covered the same area on-sky, which avoids further flux adjust-
ments for the subsequent photometry.

3.5.2. Global background modeling

During resampling, SWarp can fit a user-defined background
model to each frame, but it neglects overlaps between the in-
dividual images. In cases of very crowded fields, particularly in
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the presence of extended emission, this method introduces dis-
continuities across the full tiles. To correct for these last remain-
ing offsets between overlapping images, we calculated a global
background model with the Montage software package10 while
using very large mesh sizes (a constant offset for the tiles N2
and S2 and 1/3 of a detector for all other fields) with SWarp. It
is important to note here that despite our efforts to apply as little
spatial filtering as possible in the background correction, minor
residuals are still visible throughout the assembled tiles. For this
reason we do not encourage measurements of nebulous emission
on our mosaics. We estimate that structures of few arcminutes in
size should mostly be preserved in our reduction.

3.5.3. Illumination correction

Up to this point any zero-point offsets between the detectors
were only corrected for during the calibration with the mas-
ter flat field. This, however, proved to be mostly insufficient.
Unaccounted-for scattered light in the optical train or imperfect
flat fields are two examples of effects that can create variable
photometric zero points over the field of view. As already men-
tioned above, it is not possible to attempt a gain harmonization
based on internal photometric measurements from the science
fields with VIRCAM owing to the nonexistent overlaps in the
offset pattern. The calibration plan offers standard field obser-
vations specifically for this correction, but since these measure-
ments could not be performed simultaneously with the Orion A
field and are carried out only once per night or upon user request,
it was safer to rely on external standard catalogs.

To this end, we defined subsets of the data for which we as-
sumed stable photometric conditions with respect to the zero
point and the PSF shape. Each of these subsets comprised
one detector for each jitter sequence (5 frames for the H and
KS bands, 3 or 6 frames for the J band; compare with Table 2).
Thus each tile was split into 96 subsets (16 detectors, 6 offset
positions). The jitter box width and the execution time for each
of these sequences were in a range where this assumption should
hold. This assumption only breaks down for the tiles with offset
sky fields (S2 and N2), where one of the six-step offset patterns
was completed before any jitter was executed.

The images in each of these subsets were co-added, and
for the resulting data we performed source extraction with
SExtractor to calculate zero-point offsets relative to 2MASS. We
then used the 96 determined zero points to calculate relative flux
scaling factors.

3.5.4. Observing parameters

For quality control purposes, we also calculated several ob-
serving parameters for each of the given subsets as defined in
Sect. 3.5.3. These include the local seeing conditions (FWHM;
estimated with PSFEx), effective exposure time, frame cover-
age, and the local effective observing time (MJD). Most im-
portant, aperture correction maps were also generated for aper-
tures with discrete radii of 2/3, 1, 2, 3, and 4 arcsec. The fluxes
were corrected to an aperture of 5 arcsec for which no variation
due to changing seeing conditions was expected. Only point-like
sources (as classified by SExtractor) with a high signal-to-noise
ratio (S/N) were included in the calculation of the aperture cor-
rections. Examples of the quality control parameters are shown
in Appendix A.3.

10 http://montage.ipac.caltech.edu/

3.5.5. Co-addition

Once the photometric flux scaling was adjusted with the cor-
rect zero-point offsets, the original resampled frames were co-
added to the final tiles with SWarp. We then again created shal-
low source catalogs and calculated relative zero-point offsets for
each tile, and we finally merged all tiles into the Orion A mo-
saic. The final mosaic constructed from all data for each filter
also features a COE projection with the same standard parallel
and pixel scale as the individual tiles. For easier data access and
three-color image assembly, we used the same projection for all
filters.

Unfortunately, the two separate observations in KS of tile S2
featured one of the best and one of the worst observing condi-
tions in terms of image quality (FWHM), respectively. As a con-
sequence, when co-adding these tiles, we saw a significant drop
in S/N after source extraction. For this reason we decided to only
include the data set taken during the better ambient conditions.

3.6. Photometric calibration

The recipes described in this section apply to all stages through-
out the data processing where photometric calibration was
performed.

3.6.1. Source detection and extraction

Source detection and extraction was performed with SExtractor
where we tested several different detection thresholds with re-
spect to the background noise level, σ. For the final source
catalog we chose a threshold of 1.5σ, requiring at least three
connected pixels above this level, while lowering the default de-
blending threshold by two orders of magnitude to also detect
sources in high-contrast regions. This combination proved to be
optimal because a visual inspection of multiple regions in the
mosaic showed only a few misdetections (<1%) of nebulosity
and residual artifacts. We interpreted the low threshold as a vali-
dation of the methods for creating the weight maps and co-added
the data. For zero-point determinations and astrometric match-
ing, the threshold was typically set to 7σ.

The resulting source catalogs were cleaned by removing
all bad measurements, i.e. sources with negative fluxes or a
SExtractor flag larger than or equal to four (essentially saturated
or truncated objects). For tiles and the final Orion A mosaic cat-
alog, we applied the previously determined aperture corrections
to all the extracted sources. In addition, each source was also
assigned an effective observing MJD, exposure time, frame cov-
erage, and local seeing value using the quality control data as
described in Sect. 3.5.4.

3.6.2. Photometric zero point

For reliably determining the photometric zero point, only a lim-
ited dynamic range was used since bright stars still showed signs
of nonlinearity, and for fainter stars we found a large dispersion
relative to 2MASS owing to low S/N in the reference catalog. For
the J,H, and KS bands, we used ranges of [12, 15], [11.5, 14.5],
and [11, 14] mag, respectively. Also, we required an A quality
flag in 2MASS for a reference source to be used in the zero-
point determination, a SExtractor flag of 0 (i.e., no blending,
truncation, or incomplete or corrupted data), and an error below
0.1 mag in our catalog. These requirements offer both good S/N
values in our survey and 2MASS, and typically also several thou-
sand available reference stars for a single tile. For the co-added
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subset described in Sect. 3.5.3, we typically find several tens of
sources matching these criteria. For cross-correlation between
the catalogs, we searched for matches within a radius of 1 arcsec
where, in cases of multiple possibilities, the nearest match was
always selected.

The zero point was determined by applying a one-pass 2σ
clipping in the 2MASS − VISTA parameter space and by fit-
ting a simple linear function with a forced slope of 1 to the data,
weighted by the sum of the inverse measurement errors. Typical
errors for the zero point were found to be around 0.01 mag. We
also decided not to include color terms in the photometric cali-
bration since (a) we did not see any significant dependency on
those within the measurement errors; and (b) we aimed for sep-
arate calibrations for each individual filter without the need for
detections in multiple bands.

3.6.3. Catalog magnitudes

In summary, magnitudes and errors were calibrated onto the
2MASS photometric system (in contrast to the CASU pipeline)
and calculated using equations of the form

mi,r = −2.5 log
(

Fi,r

ti

)
+ apcori,r + ZPi,r (4)

∆mi,r = 1.0857 ×
√

Ai,rσi,r + Fi,r/g

Fi,r
(5)

where r refers to each aperture size, Fi are the measured fluxes,
ti the exposure times, apcori the aperture corrections, ZPi the
determined zero point, ∆mi the calculated errors, Ai the area
of the aperture, σi the standard deviation of the noise, and g
the gain. We note here that magnitude errors calculated in this
way should only be taken as lower limits because (a) SExtractor
does not include a term describing the absolute background flux
in the aperture typically found in CCD S/N equations and (b)
we do not include systematic errors. Furthermore, we do not
include uncertainties from the determination of the zero point
(typically ∆mZP ≈ 0.01 mag.) for individual source magnitude
errors. Since the errors are calculated independently for each
source based on photon statistics alone, they can be considered
random and may only show spatial correlations due to variable
observing conditions and changes in the image quality across the
focal plane array.

Finally, the adopted catalog magnitude for each source was
chosen so that the selected aperture maximized the S/N among
all measurements. After extensive tests, we found that the best
overall measurement to represent fluxes for all sources can be
achieved by selecting the catalog magnitude from only the two
smallest apertures (2/3 and 1 arcsec).

3.7. Final catalog assembly

For the final source catalog, we applied the aforementioned
source extraction procedures to the entire Orion A mosaic. In
this way, we avoided the issue of multiple detections of the same
sources and at the same time increased the S/N in the over-
lapping regions. In contrast to all intermediate catalogs, we in-
cluded additional processing steps for assembling the final cat-
alog of the full Orion A mosaic. We focused on four remaining
issues:

1. morphological classification to distinguish between ex-
tended and point-like objects;

2. cleaning of spurious detections;
3. sources in the residual nonlinearity and saturation range;
4. source detection near the Orion Nebula due to significant and

highly variable extended emission.

During the following sections we address these supplementary
processing steps individually.

3.7.1. Morphological classification

SExtractor itself is able to distinguish between extended and
point-like objects on the basis of neural networks. The success-
ful application of this method, however, critically depends on the
input parameters; in particular, a correct guess of local seeing
conditions (FWHM) is crucial. Since the FWHM varies by more
than a factor of 2 across the entire Orion A mosaic, the classi-
fication with SExtractor shows residual systematics correlating
with the variable PSF sizes. To mitigate this situation, we ran
SExtractor several times on subsets of the mosaic with similar
seeing (see Sect. A.3).

The morphological classification for each source was chosen
among all three bands to minimize the effect of the local see-
ing. Despite all these efforts, systematic trends are still visible
with the SExtractor classification that correlates with observing
conditions. Nevertheless, for sources well above the detection
threshold, this method produced reliable results.

These issues led us to decide to implement an independent
method for distinguishing sources with point-like or extended
morphology. We found that a very robust parameter for de-
scribing the shape of a source was provided by the curve-of-
growth analysis calculated earlier. Since our aperture corrections
are only valid for point-like sources (only point-like sources
were allowed in its calculation), any elliptically or irregularly
shaped source should show a growth value different from 0 in
our aperture-corrected magnitudes. Among all available aper-
tures, the best parameter for the classification was the difference
between aperture corrected magnitudes for the 1 and 2/3 arcsec
apertures.

We then cross-matched (1 arcsec radius) all detected sources
with the Sloan Digital Sky Survey (SDSS) catalog (DR7,
Abazajian et al. 2009), which includes one of the most reliable
galaxy classifications in this field down to very faint magni-
tudes. From the cross-matched sample, we constructed a rela-
tively clean subset by selecting only those sources with mag-
nitudes brighter than 23 mag in all available bands (u, g, r, i, z),
which seemed to be a good compromise between acceptable S/N
and source counts. This subset contained about 47 000 objects,
among which about 80% were classified as stars.

Figure 9 shows the curve-of-growth parameter as a function
of KS magnitude, with color indicating the corresponding SDSS
morphology. Clearly, galaxies separate very well from stars. We
then used the cross-matched SDSS subset as a training sample
for a k-nearest-neighbor analysis (kNN, k = 30) applied to the
entire survey catalog. For details on the classification method
and the Python implementation we used, see Pedregosa et al.
(2011). In reference to Fig. 9, this method tends to favor point-
like sources for faint objects simply because the training set in-
cluded about four times more stars than galaxies.

For completeness, we mention here that we also attempted a
multivariate classification based on the available colors, (J − H)
and (H − KS). Unfortunately, the limited available color param-
eters were not enough to separate galaxies from point sources
reliably with these methods. Supplementary optical data of
equivalent completeness would aid tremendously in identifying
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Fig. 9. Magnitude growth when increasing photometric apertures from
2/3 to 1 arcsec as a function of KS band magnitude. The color in-
dicates the mean SDSS morphology in a box of ∆KS = 0.1 mag,
∆growth = 0.02 mag. In this parameter space, galaxies are well sep-
arated from point-like objects, which was used for a refined morpho-
logical classification.

background galaxies. Unfortunately, SDSS covers only a portion
of our Orion A field.

3.7.2. Spurious detections

SExtractor has its own, quite robust, implementation for clean-
ing spurious detections by assessing local detection thresholds
for each individual source. These were mostly picked up in the
vicinity of bright stars (<∼10 mag) and could be identified well
by their morphological classification. To remove these, we used
a cleaning radius proportional to the 2MASS magnitude to ap-
proximately fit the halo structures and simply removed all ex-
tended objects. In addition to this cleaning iteration, we also
found a few hundred detections associated with extended emis-
sion. This subset, however, was easily identified by large curve-
of-growth values, extended SExtractor morphology, and prox-
imity to the detection limit. A visual inspection of the remaining
sources only revealed very few spurious detections. We did not
attempt to remove those manually, since such a task could not
have been applied in a consistent manner for the entire mosaic.

3.7.3. Residual nonlinearity and saturation

Comparing the resulting catalog with 2MASS, as displayed in
Fig. 10, one can see that stars brighter than a wavelength-
dependent magnitude limit were either affected by residual non-
linearity problems or were saturated. We therefore replaced all
the sources in our catalog that were located in the immediate
vicinity of stars brighter than 13, 12, 11.5 mag in J, H, KS in
2MASS, respectively, with the corresponding single clean ref-
erence catalog measurement from 2MASS. All clean, high S/N
detections (quality flag A) were propagated from the 2MASS
catalog. A few remaining very bright sources (quality flag B or
worse) can therefore only be found in the 2MASS catalog. Most
of them are detections of nebulosity near the ONC and only very
few (∼15) are associated with saturated sources. In addition we
found about 20 sources in 2MASS with A quality flags across all
three bands that are fainter than the above-mentioned limits and
were not detected in the VISTA images. These sources were not
added to the final catalog.

Fig. 10. 2MASS vs. VISTA photometry. Clearly residual nonlin-
earity and saturation effects have an impact on the bright end of
the measured magnitudes. For this reason we decided to replace
VISION photometry with 2MASS photometry for sources brighter than
(13, 12, 11.5) in (J,H,KS), respectively. The shading indicates source
density in a 0.2 × 0.05 box in this parameter space. The gray line indi-
cates a running median with a box width of 0.5 mag, and the dotted hor-
izontal line marks the reference value of zero mag difference between
the 2MASS and VISTA catalogs.

3.7.4. Sources near the Orion nebula

Common source detection techniques unfortunately do not pro-
vide satisfactory results in regions where the background varies
significantly on very small scales (i.e., on scales smaller than
a few times the size of the core of the PSF). In this case the
modeling of the background fails even for advanced methods.
The SExtractor method (and also the CASU pipeline) fails for
the regions around the ONC where we find background vari-
ation on sub-arcsec levels, even when using specialized filter-
ing kernels. As a result some localized emission peaks get eas-
ily picked up as sources, producing a relatively large number of
false detections. We therefore decided to make a 2000× 2000 pix
(∼11 × 11 arcmin) cutout around the ONC for which we man-
ually cleaned the SExtractor catalogs, while also adding missed
sources. All sources in this subset were recentered by calculating
a Gaussian least-squares fit at the input coordinates with IRAF
(Tody 1986). From this new and cleaned coordinate list, we cre-
ated an artificial image with Skymaker (v3.10.5, Bertin 2009)
and used this image as input for SExtractor in double imaging
mode, while extracting the sources from the original cutout. We
note here, that this, of course, does not avoid the problems in
the photometry associated with such highly variable background
(e.g., flux over- or underestimations depending on aperture ra-
dius owing to imperfect removal of the extended emission and
systematic offsets in measured source positions). Compared to
automated 2MASS photometry that shows many misdetections,
we are confident that our source catalog in this region is among
the most reliable ones.

4. VISTA Orion A survey data products

In this section we describe the main data products of the VISTA
Orion A survey: Sect. 4.1 contains a concise overview on the
source catalog, together with the presentation of the resulting
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Table 3. Accessible data columns for our VISION survey.

Column name Description Unit
VISION_ID internal numbering #
RAJ2000 Right ascension (J2000) hh:mm:ss
DEJ2000 Declination (J2000) dd:mm:ss
(J/H/KS) corrected magnitude mag
(J/H/KS)_err magnitude error mag
Class_coga kNN-morphology {0, 1}
Class_sexb SExtractor-morphology [0, 1]
(J/H/KS)_mjd effective MJD d
(J/H/KS)_exptime eff. exposure time s
(J/H/KS)_fwhm source FWHM arcsec
(J/H/KS)_seeing local seeing arcsec
(J/H/KS)_coverage frame coverage # exposures
(J/H/KS)_aper aperture radius arcsec
(J/H/KS)_2mass_id 2MASS identifier
(J/H/KS)_origin original catalog

Notes. Apart from astrometric and photometric measurements, we also
include several quality control parameters and two morphological clas-
sification schemes. (a) Based on curve-of-growth (cog) characteristics
and a subsequent kNN analysis with SDSS classifications in the train-
ing sample. (b) Based on neural networks and delivered with SExtractor;
the published value is the one across all three bands for which the best
seeing conditions were measured.

color−magnitude and color−color diagrams for both the Orion A
and CF data. In Sect. 4.2 we present an L-RGB version of
the entire mosaic and a catalog of interesting objects extracted
from the provided image. This includes a selection of promi-
nent, already known YSOs and, based on morphology crite-
ria, an identification of five new YSO candidates. We also used
the catalog to identify probable new galaxy clusters. Details
on photometric, astrometric, and quality control properties can
be found in Appendix A. Appendix B contains supplementary
data tables.

4.1. VISTA Orion A source catalog

After all calibration, merging, and cleaning steps, the final
source catalog contained 161 parameters across all three bands.
Since most of the calculated parameters were only used for cali-
bration purposes and can only be fully understood with access
to all details of the data reduction recipes, we decided to re-
duce the load by including the 35 most important columns in the
published catalog. An overview of the available data is given in
Table 3, and a sample of the VISION data is shown in Table B.1.

For a total on-sky coverage (including the jitter sequences
and pixel rejection during co-addition) of 18.2935 deg2, we de-
tected a total of 799 995 individual sources across all three ob-
served bands; 505 339 of these were detected in all three fil-
ters, 653 888 in at least in two bands. For the individual J, H,
and KS bands, we detect 571 458, 747 290, and 640 474 sources,
respectively. In contrast, the 2MASS point source catalog con-
tains 86 460 sources in the area covered by our survey, and the
2MASS Extended Catalog (Skrutskie et al. 2006) only a few
hundred. For the CF we found a total of 93 909 sources with
65 665 detected sources in all three bands, and 80 526 sources
were detected in at least two filters. For both the Orion A obser-
vations and the CF, we classified about 30% as extended objects
with our curve-of-growth analysis. Above the residual nonlin-
earity and saturation limits, we added or replaced 7788, 6298,
and 5355 sources from the 2MASS catalog in J, H, and KS,

respectively. The mean image quality (FWHM) for the Orion A
data is 0.78, 0.75, and 0.8 arcsec with a standard deviation of
0.07, 0.08, and 0.1 arcsec in J, H, and KS. The survey catalog
for all sources will be made available through the CDS.

4.1.1. VISTA photometry

We estimate the completeness to be 20.3 mag for J, 19.7 mag for
H, and 18.7 mag for KS as determined by the histogram peaks in
the three luminosity distributions. This, however, is highly vari-
able throughout the mosaic because of unequal coverage, vari-
able extinction, and extended emission in the region (for details
see Appendix A.1). The median absolute deviations of the pho-
tometric errors are 0.056, 0.048, and 0.048 mag in J, H, and KS,
respectively.

As an example of the calibration and photometric properties
of the survey, we show color−color and color−magnitude dia-
grams for both Orion A and the CF in Fig. 11. The CF in the
color−magnitude diagram exhibits the typical early-type dwarf
sequence (J − KS ∼ 0.4 mag) and the fainter but very visible
branch of M dwarfs (J−KS ∼ 0.8 mag), together with the fainter
locus of galaxies at J − KS ∼ 1.5 mag. The color−color dia-
gram for the CF is very clean with a well-defined main sequence
that is not obviously affected by extinction and a good separa-
tion between the main sequence and the somewhat extended lo-
cus of galaxies. The clump in the CF near H − KS ∼ 0.1 mag,
J −H ∼ 0.3 mag shows bright early-type dwarf stars and appear
in overabundance here since these stars are visible at much fur-
ther distances than the fainter late-type stars (Alves 1998). Since
Orion A is not projected against the galactic plane or the bulge,
the CF lacks the typical giant sequence, which separates from
the dwarf sequence at H − KS ∼ 0.15 mag, J − H ∼ 0.7 mag
(Bessell & Brett 1988). In contrast to the CF, stars and galaxies
toward the Orion A cloud can be substantially affected by dust
extinction, introducing a color-excess due to reddening.

4.2. VISTA Orion A mosaic L-RGB

Supplementarily to the Orion A source catalog, we also created
a full resolution L-RGB image optimized for displaying the
whole dynamic range of the data. To this end we created an
artificial luminosity channel by co-adding all tiles including all
filters at once. Since the total mosaic size exceeded the data
limits for ordinary FITS conversion software, we converted each
individual band from FITS to TIFF via STIFF (v2.4.0, Bertin
2012). We then mapped the J,H,KS bands to the blue, green,
and red channels, respectively, and created a luminance channel
from the combined image in PhotoshopTM. Residual image
defects (saturated stars, imperfect background subtraction,
etc.) were modestly rectified for better artistic impressions.
We then extracted the three RGB channels and subsequently
built a Hierarchical Progressive Sky (HiPS, Fernique et al.
2015) with the Aladin Sky Atlas (Bonnarel et al. 2000; Boch
& Fernique 2014). In this way we were able to preserve the
optimized nonlinear curve stretch, together with the cosmetic
corrections from Photoshop. Aladin resamples the input data
onto a HEALPix grid (Górski et al. 2005), which only allows
for discrete tile orders (and therefore pixel scales). Even
though the original pixel scale of the reduced image was set
to 1/3 arcsec, we chose a grid with a slightly coarser scale at
402.6 mas to reduce loading times and disk use. Given that
the typical seeing of our survey is mostly around 0.8 arcsec,
we only undersample our data in a few cases (see Fig. A.6).
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Fig. 11. Color−magnitude and color−color diagrams for both the Orion A and the CF data. The colors indicate normalized source density within a
0.1×0.1 mag box in the J vs. J−KS parameter space and 0.02×0.02 mag in J−H vs. H−KS. The black arrows indicate the effect of an extinction
of 1 mag in KS. The presence of heavy dust extinction in Orion A pushes many sources toward redder colors when compared to the CF, which
itself has a clearly defined main-sequence (0.2 . J − KS . 1.2, 0 . H − KS . 0.4) and galaxy locus (1.2 . J − KS . 2.2, 0.5 . H − KS . 1.2) in
both diagrams.

The full L-RGB progressive sky map will be made available
through the CDS at http://alasky.u-strasbg.fr/VISTA/
VISTA-Orion-A-Colored. Until the integration of the data,
the HiPS will also be available through http://homepage.
univie.ac.at/stefan.meingast/Orion_A_VISTA_RGB/.
It will not be possible to perform photometry on these data.

4.2.1. Catalog of interesting objects

With the superior resolution and sensitivity of the Orion A
VISTA survey, it becomes possible to investigate the morphol-
ogy of some already known YSOs and even extend this view to
identify new candidates. We have compiled a representative list
of young stars associated with prominent features of scattered
light and outflows in different evolutionary stages as given in the
literature (e.g., Lada 1987; Andre et al. 2000; Evans et al. 2009).
Figure 12 shows examples of YSOs at different ages extracted
from the provided Orion A L-RGB. Class I and Class II iden-
tifications were taken from Megeath et al. (2012), and Class III
identifications from Pillitteri et al. (2013). While many Class I
and II sources show spectacular nebulous structure in their vicin-
ity, Class III sources are virtually indistinguishable from stars on
the main sequence in NIR colors. Based on a visual inspection
of the morphology of these known YSOs, we were able to iden-
tify five new YSO candidates not mentioned in previous studies
(e.g., due to the restricted coverage of the Spitzer survey). These
candidate YSOs are shown in the top row of Fig. 13, and all to-
gether they show the typical morphological characteristics of our
test sample.

In addition to the investigation of YSO morphology, we also
used the VISTA Orion A catalog to identify overdensities in
background galaxies, which are potential previously undiscov-
ered galaxy clusters. Here we evaluated the spatial density dis-
tribution of extended sources as given in our catalog with a
2 arcmin wide Epanechnikov kernel on a 1 × 1 arcmin grid.
The sample was restricted to class_sex ≤0.3, class_cog = 0,
J/H/KS > 15 mag, and KS < 18 mag. The last require-
ment filters most misclassifications for faint unresolved sources.

Significant overdensities (>5σ) were inspected visually. With
this method we selected ten outstanding overdensities and clas-
sify them as potential new galaxy clusters. Postage stamps of
these regions are displayed in the bottom matrix of Fig. 13. Cross
identifications, coordinates and magnitudes for all objects shown
in Figs. 12 and 13 are listed in Table B.2.

5. Young stellar populations toward Orion A

To discuss the stellar populations seen toward Orion A, we be-
gin by deriving an estimate of the young stellar population as-
sociated with the molecular cloud via the KS band luminos-
ity function (KLF). Here we use the term KLF for the general
KS band magnitude distribution of sources in our survey and do
not explicitly refer to the monochromatic luminosity distribu-
tion of a given sample (such as the YSOs associated with the
molecular cloud). In the second part, we discuss the foreground
populations.

5.1. Orion A population

Orion A shows a significant gradient in star formation activity
along its spine coinciding with the number of published articles
(cf. Fig. 1) with about twice as many YSOs near the integral-
shaped filament compared to the rest of the cloud (Megeath
et al. 2012). To the west we find − among others − the ONC,
the BN/KL region, and the OMC 2-3 complex, which are well-
studied regions. Toward the east of the ONC, however, the cloud
has drawn much less attention to itself. Here we attempt to sta-
tistically derive a complete census of the entire Orion A popu-
lation by means of the KLF. To rule out critical systematic er-
rors, we compared our survey data not only to the CF, but also to
source counts given in the Besançon model of the Galaxy (Robin
et al. 2003). Our analysis was split into the following consecu-
tive steps that will be discussed in more detail individually:

1. comparing the source counts given in the Besançon model
with our CF;

2. scaling the CF to fit the coverage of the Orion A survey;
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Class I
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k l m n o

Class II
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f g h i j

Class III

a b c d e

Fig. 12. Selected YSOs in our VISTA Orion A survey. Class I and Class II sources were taken from Megeath et al. (2012), Class III objects from
Pillitteri et al. (2013). Class III sources are virtually indistinguishable from more evolved stars in NIR colors, while Class I and Class II sources
very often show characteristic structures of scattered light. The labels in the bottom left corners refer to Table B.2.
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New YSO candidates

a b c d e

New galaxy clusters candidates

a b c d e

f g h i j

Fig. 13. Newly identified objects in the VISTA Orion A survey. The top row shows potential new YSOs based on similar morphology compared
to sources listed in the literature (see Fig. 12). The bottom matrix shows new candidate galaxy clusters near Orion A, identified as over-densities
in the galaxy distribution in the presented catalog. The labels in the bottom left corners refer to Table B.2.

3. dereddening the Orion A data;
4. calculating the excess population toward Orion A with re-

spect to the CF, as well as the Besançon model. This ex-
cess includes both the young populations associated with
Orion A, as well as the young foreground population unre-
lated to the galactic field;

5. estimating the total foreground population toward Orion A
(galactic field + young foreground);

6. estimating the young stellar population in the foreground to
Orion A unrelated to the galactic field;

7. estimating the total young stellar population of the Orion A
molecular cloud.

Ad 1. The Besançon model of the Milky Way plays a crucial role
in estimating the young populations Orion A and the foreground
because we can approximate the number of expected galactic
field stars up to the adopted distance of Orion A of 414 pc
(Menten et al. 2007). For this reason we wanted to verify that
the source counts measured in our CF and the ones taken from
the model match. The top lefthand plot in Fig. 14 shows the re-
sults of our comparison. Looking at the Besançon data we see an
offset in source counts relative to the measurements in the CF.
The CF histogram shows only about 85% of the source counts
in the model when considering the bins with 7 ≤ KS ≤ 15 mag
for which we have a reasonable number of source counts and,
at the same time, do not expect any problems from a morpho-
logical misclassification. For this reason we decided to scale all
model data with the scaling factor derived from the difference

between the observed CF KLF and the Besançon model in our
subsequent analysis. We split the data from the CF into extended
and point-like morphology since the Besançon model does not
include background galaxies.

Comparing the histograms we note a discrepancy in source
counts between the CF KLF and the model KLF at the faint end
(KS = 19 mag) where mostly galaxies are situated. This is read-
ily explained by our morphological classification, which tends
to classify sources as point-like for very noisy measurements.
The (scaled) background model also overpredicts sources at the
bright end of the spectrum (KS . 10 mag) relative to our mea-
surements. This can be explained by the absence of very bright
sources in our catalog since only sources with clean measure-
ments (quality flag A) were adopted from the 2MASS catalog.
For the further analysis we note that these potentially missing
bright sources do not critically influence our population esti-
mates because there are so few of them. Besides this seemingly
constant offset and the aforementioned excesses, we find good
agreement with respect to the shape of the two histograms.

Ad 2. To make statistical comparisons between the CF and
the Orion A surveys, we needed to scale the source counts of
the CF to match the survey coverage. We decided to scale based
on field coverage where we find that the Orion A survey covers
an area 10.149 times larger than the CF. Other scaling methods
(e.g., total source counts) were ruled out because of dissimilar
stellar populations and the presence of Orion A, which blocks
many background sources.
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Fig. 14. KS band luminosity functions (histograms; 0.5 mag bin width) for the various analysis steps to estimate both young foreground and the
total Orion A population. Top left: comparison of the CF KLF with the Besançon model of the Galaxy. We find that a slight adjustment to all source
counts in the model was necessary to fit the observations (see text for details). Top right: KLFs for the final survey catalog and the de-reddened
data. Sources are mostly pushed to brighter magnitudes, however, we also allow (for statistical reasons) negative values of AK and therefore find a
minor population at fainter magnitudes than in the original histogram (the last bin starting at KS = 20 in the de-reddened histogram). Bottom left:
comparison of the de-reddened data with the scaled CF KLF. We clearly see an excess of bright sources, as expected from the young populations we
find towards Orion A. Note here the good agreement of the CF and Orion A KLF for magnitudes fainter than KS = 13 mag up to the completeness
limit. Bottom right: comparison of the de-reddened Orion A KLF for point sources to the Besançon model. Also here we find a clear excess of
sources caused by the young populations seen towards the molecular cloud. Both comparisons deliver similar numbers which is interpreted as a
validation for our statistical approach.

Ad 3. The Orion A molecular cloud covers large parts of
our survey and therefore many sources in the background will
exhibit non-negligible NIR excess. Also, stars embedded within
the cloud will naturally show redder colors (compare Fig. 11).
Schlafly et al. (2015) do not find significant amounts of dust up
to 300 pc in this region, therefore all stars showing NIR color-
excess should lie in or behind the cloud. For statistical com-
parisons we therefore needed to estimate the NIR excess for
each source to get intrinsic KS-band magnitudes. To this end
we used the NICER method (Lombardi & Alves 2001) which
de-projects the measured colors using both measurement errors
and the color distribution of sources in the CF to derive line-
of-sight extinctions. This method, together with its extension,
NICEST, described in Lombardi (2009), has found many suc-
cessful applications showing its robustness (see, e.g., Lombardi
et al. 2006; Alves et al. 2014 for examples; and Goodman et al.
2009 for an independent comparison of different column density
tracers). We note here that NICEST has no effect on extinction
measurements for point sources since the method only attempts
to correct for cloud substructure in the subsequent construction
of extinction maps. The reliable determination of color-excesses
with NICER depends not only on the photometric quality, but
also on the intrinsic color distribution of the sources as measured
from the CF. Typically for stars in the NIR, this distribution is
very narrow (compare Fig. 11), however, when also including
galaxies the estimate of the color-excesses can be significantly

biased11 (Foster et al. 2008). This, however, is no problem here
since galaxies were not included in the determination of excess
source counts in Orion A, assured by a subsequent magnitude
cut at KS = 13 mag (see step 4). Also, the method itself allows
negative values for color-excesses. These are sources lying be-
low the adopted color zero point and comprise hot stars with
low foreground extinction. For this application of NICER, we
used the extinction coefficients from Indebetouw et al. (2005). A
comparison of the raw Orion A data and its dereddened KLF is
shown in the top righthand plot of Fig. 14.

Ad 4. We estimated the excess of young stars over the
Galactic field by calculating the differences between (a) the
dereddened Orion A KLF and the CF KLF and (b) the Orion A
KLF only for point-like sources and the Besançon KLF. For a
distance modulus of µ = 8.1 mag and an age of 1 Myr, we find
the assumed hydrogen burning limit of 0.08 M� at KS ≈ 13 mag
(Baraffe et al. 1998, 2002). Both methods clearly show an ex-
cess that is also readily visible in the histograms in the two
lower panels of Fig. 14. The Orion A KLF shows an excess of
∼2900 sources compared to the CF and ∼3200 sources compared
to the scaled Besançon KLF. To test for the statistical signifi-
cance of these results, we determined the error of the excess as-
suming Poisson statistics for the histograms. In both cases the er-
rors amount to ∼170 sources or approximately 5−6%. Including

11 NICER includes the intrinsic color distribution in the calculation of
the errors.
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Fig. 15. Density maps of zero-extinction sources restricted to an area above a given column density threshold taken from the Planck-Herschel
map. Kernel densities were evaluated on a grid with 1 arcmin resolution and a Gaussian kernel with 3 arcmin FWHM. Here we used the cloud
to effectively block background sources to assess the population size of true foreground stars. For low column density, clearly the background
contaminates the sample. Our final threshold of AK,Herschel is a trade-off between reliable filtering and area coverage. Also note here the preferred
clustering of sources towards NGC 1980 and the ONC.

the absolute difference between the two methods, we assume an
error of 10% on these estimates for the following analysis. The
comparison with the Besançon KLF also produces an excess of
bright sources when compared to the scaled CF data. While the
difference on the bright end between the VISION KLF and the
CF KLF can be explained by low number statistics (smaller on-
sky coverage of the CF), the VISION KLF overall is not com-
plete for these bright sources since only clean unsaturated mea-
surements from 2MASS were adopted (which leads to a lack of
bright sources when comparing to the Besançon model). This
difference, however, only has a negligible effect on our number
estimates. For the subsequent population estimates we adopt a
KLF excess of 3000 sources up to KS = 13 mag.

Ad 5. The Orion A KLF excess of 3000 sources includes not
only the population of Orion A, but also parts of the young pop-
ulations mainly associated with NGC 1980, which is claimed to
be a foreground population not emerging from the cloud (Alves
& Bouy 2012; Pillitteri et al. 2013; Bouy et al. 2014). To estimate
the number of foreground stars, we used the molecular cloud to
effectively block background sources. In principle, sources seen
in projection toward Orion A that at the same time show negligi-
ble extinction as determined via NICER (i.e., AK,NICER ≤ 0 mag),
can only lie in the foreground of the cloud. In Fig. 15 we show
zero-extinction source densities12 for different column density

12 The source densities were estimated with a symmetric 3 arcmin-wide
Gaussian kernel.

thresholds as given in the Herschel-Planck map from Lombardi
et al. (2014). Here we note some key characteristics:

1. For low column densities, background sources contaminate
the sample, whereas for large thresholds the background dis-
appears, however at the cost of reduced coverage.

2. At about AK,Herschel >∼ 0.3−0.4 mag, the background contam-
ination starts to become negligible because we cannot see
steep gradients toward the edges of the covered area.

3. We find significant substructure in the distribution of fore-
ground sources, which are discussed in Sect. 5.2.

Surely, not all the entire foreground population is captured with
this method. However, the bulk of the young foreground stars
are thought to be associated with NGC 1980, which mostly falls
on top of heavily extincted regions. For AK,Herschel > 0.4 mag, we
find a total zero extinction, i.e., a foreground population (galactic
field + young stars) of about 1200 sources with KS ≤ 13 mag.

Ad 6. To split the estimate from step (5) into young fore-
ground sources and galactic field we compared our findings
to the Besançon model of the Galaxy. For the area given by
AK,Herschel > 0.4 mag we counted all stars up to the adopted dis-
tance of 414 pc. Here we find about 500 stars brighter than KS =
13 mag. Given a total foreground population of 1200 sources
(within our constraints), we therefore estimate the young fore-
ground to comprise about 700 stars below the magnitude limit at
KS = 13 mag within our limited field.
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Fig. 16. Left: number of statistically derived foreground stars as a func-
tion of Herschel column density expressed in AK . The total foreground
was identified as stars seen in projection against areas above a given
threshold while showing negligible extinction. The field foreground was
extracted from the Besançon model of the galaxy. The difference be-
tween those denotes the young foreground stars unrelated to the galac-
tic field. The vertical dashed line indicates the optimal column density
threshold for which background contamination is still negligible. Right:
the given area on sky as a function of column density.

Ad 7. For a column density threshold of AK,Herschel > 0.4 mag
and taking the 3000 KLF excess sources in the KLF together
with the 700 sources associated with the young foreground, we
estimated ∼2300 sources comprising the Orion A stellar popula-
tion. We consider this number a lower limit for two reasons:

1. Our survey is not complete with respect to protostars. Using
Spitzer observations covering large parts of Orion A (and
also Orion B), Megeath et al. (2012) find a total of 2818
protostars and disk sources as defined in their paper in the
region of Orion A. Overall, we find 2751 out of these 2818
(98%) sources to have a detection in at least one band when
using a 2 arcsec cross-matching radius; here we are 99.6%
complete with respect to disks (10 out of 2446 missing) and
84% complete regarding protostars (53 out of 329 missing).
We checked the ten remaining undetected disks in the Spitzer
data, and about half of them turned out to be misdetections
of nebulosity. As a result, we are essentially complete with
respect to disks. Requiring a simultaneous detection in J,
H, and KS (as for our dereddening step), the Megeath et al.
(2012) YSO number count detected in our survey decreases
by about 10% to 2500 sources.

2. The estimate of 700 young foreground sources with KS <
13 mag can be biased by a population emerging from
Orion A. Such emerging stars would show negligible ex-
tinction and thus be included in our foreground sample. An
indicator of the magnitude of this potential contamination,
together with statistical errors, is derived in Sect. 5.2 and
amounts to ∼10%. We derive an additional indicator for
contamination in our foreground sample by comparing the
zero-extinction sample to the YSO catalog of Megeath et al.
(2012). We find that about 9% of our total foreground sam-
ple are associated with Spitzer–identified YSOs within our
selection criteria, which matches the above-mentioned error
estimate well.

Table 4. Identified groups of young foreground populations in this
work.

Group name RA (J2000) Dec (J2000) Reference
(hh:mm) (dd:mm)

NGC 1980 05:35.4 −05:54.9 1, 2, 3, 4, 5
OriA-Fore 1 05:35.3 −05:10.3 1, 5
BD-06 1235 05:35.07 −06:17.12 1, 5
405-010152a 05:41.93 −09:11.84 1
BD-09 1215 05:43.9 −09:01.99 1

Notes. The list below the separator indicates potential groups and re-
quire further analysis. The names of these potential groups refer to the
brightest star (optical) in the region. (a) UCAC4 identifier.
References. (1) This work; (2) Bally (2008); (3) Alves & Bouy (2012);
(4) Pillitteri et al. (2013); (5) Bouy et al. (2014).

In light of these arguments and including the 10% error indi-
cator of the KLF excess determination, we find an upper limit
for the young population toward Orion A of about 3000 YSOs
(excluding unresolved binaries).

The most critical problem with this deduction is the de-
pendency of our population estimates on the column density
threshold. In Fig. 16 we plot the dependency of the foreground
estimates as a function of the chosen threshold in the Herschel-
Planck column density map. Here, the total foreground refers
to step (5), the young foreground and galactic field foreground
to step (6). At about AK ∼ 0.35 mag, we see a sudden in-
crease in the slope in the foreground estimates. At about this
point, the background contamination becomes non-negligible,
and estimates significantly below this level would be biased.
This compares well to the appearance of the source density maps
in Fig. 15. Scaling our results to the size of the cloud is diffi-
cult owing to the anisotropic distribution of young foreground
stars (Bouy et al. 2014). Linearly extrapolating to the cloud size
would therefore not yield realistic results. We therefore settled
for the number estimates obtained with a column density thresh-
old of AK,Herschel = 0.4 mag. This threshold provides significant
shielding from background contamination and at the same time
encompasses most of NGC 1980 and therefore the bulk of the
young foreground sources.

5.2. Foreground population
Figure 15 shows substantial substructure in the distribution of
foreground sources. The peak associated with NGC 1980 con-
firms previous results from Alves & Bouy (2012) and Bouy et al.
(2014). The latter study also finds an overdensity near OMC 2/3,
called OriA-Fore 1, which is visible in our maps as well. We
find one additional overdensity to the southeast of NGC 1980
near HH 322 and HH 323. Here we can also spot a few very
bright and blue sources in the VISTA data, where BD-06 1235 is
the brightest star in this region. Only a few arcminutes south,
Bouy et al. (2014) speculate on a possible foreground popu-
lation in the vicinity of an overdensity in X-ray sources they
called L1641W. The other prominent peak associated with the
ONC and roughly centered on the Trapezium cluster does not
have a straightforward interpretation. It appears in Alves & Bouy
(2012), which uses NIR photometry, but it is barely present in
Bouy et al. (2014), which uses mostly optical data. Certainly
the error associated with the density estimations in this region
is by far the largest across the survey simply because of the
extreme surface density of stars toward the Trapezium clus-
ter. If the enhancement is not due to statistical errors alone,
the next interpretation would be that the enhancement repre-
sents the Trapezium young population emerging from the dusty
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molecular cloud. We can estimate the global bias due to sta-
tistical errors and potentially emerging stars by comparing the
source counts in our zero-extinction sample to the total number
of sources in the region near the ONC. Here about 10% of the to-
tal VISTA source catalog comprise the zero-extinction subsam-
ple. As a third alternative explanation for the ONC enhancement
one can consider the possibility of a real, yet undiscovered, fore-
ground population. But in light of the previous scenarios and
since no other study found any evidence of such a population,
this third explanation seems unlikely. In addition to these sig-
nificant overdensities in the western parts of Orion A we can
identify two new groups to the east when lowering the threshold
to AK,Herschel > 0.3. This map might already show minor back-
ground contamination, so we refer to the identified overdensities
as potential groups that require further analysis. Both regions
are marked in the top right plot of Fig. 15). The labels refer to
the brightest stars in the vicinity of the peaks, which are BD-
09 1215 and UCAC4 405-010152 (Zacharias et al. 2013). Since
SDSS does not cover the eastern parts of Orion A, newly ac-
quired deep optical data supplemented by our NIR survey would
greatly aid in the confirmation of these potential new foreground
populations.

By comparing the KLF excess with expected Galactic field
stars in Sect. 5.1, we found that about 700 sources are related to
the young foreground population. When limiting the ∼2100 fore-
ground sources identified in Bouy et al. (2014) to our constraints
(field and magnitude limit), their sample decreases to ∼650,
which agrees very well with our results.

Bouy et al. (2014) propose a star formation scenario toward
Orion A where the foreground populations in this region formed
5−10 Myr ago. Subsequent supernovae then could have trig-
gered episodic star formation leading to the formation of the em-
bedded clusters we see today. With our new results, we can ex-
tend this view. Both number estimates of the young foreground
from previous studies (∼2100, Bouy et al. 2014) and the em-
bedded population (∼2300) are incomplete. The number of fore-
ground stars suffers from incomplete data coverage, while our
estimate of the embedded population misses some of the deeply
embedded sources. The numbers, however, are similar, suggest-
ing that a comparable star formation event took place a few mil-
lion years ago. The formation of NGC 1980 with its massive
stars might even have been similar to what we see in the Orion
Nebula today. Furthermore, our data offers the first view of the
foreground population toward all parts of Orion A. That we only
see a substantial amount of young foreground stars in the direc-
tion of the ONC and the integral-shaped filament, where the bulk
of all star formation in Orion A occurs today, suggests a causal
connection. The star formation events that produced NGC 1980
and the other foreground groups are then not responsible for the
formation of the molecular cloud as a whole, but indeed seem
to have had an enhancing effect with respect to the formation of
new stars on the western parts of the cloud, which is the only
part where massive stars are forming in Orion A.

6. Summary
The VISTA Orion A survey provides the most detailed view of
this massive star-forming region in the NIR yet. In this paper we
presented survey strategy, data calibration, catalog generation,
the main data products, and first results with this rich data set.
Here, we summarize our main results.

1. Our survey of the Orion A molecular cloud in the NIR bands
J, H, and KS covered in total ∼18.3 deg2 on a pixel scale of
1/3 arcsec/pix.

2. We implemented independent data reduction procedures that
avoid some disadvantages in the standard CASU VIRCAM
pipeline. Most notably we improved the resolution on aver-
age by about 20% over the pipeline processed data.

3. The generated source catalog contains 799 995 sources, a
gain of almost an order of magnitude compared to 2MASS,
translating into a gain of three to four magnitudes. The 90%
completeness levels (i.e., 90% of the sources are detected
with our source extraction) are 20.4, 19.9, and 19.0 mag in
J,H, and KS, respectively. We also improved depth and cov-
erage of all previously available ONC catalogs in the NIR. In
contrast to the pipeline, our photometry is calibrated toward
the 2MASS photometric system. The source catalog will be
made available through the CDS.

4. In addition to the source catalog, we also provided optimized
three-color image data in HEALPix format, also available
through the CDS in the future.

5. Cross-matching with the YSO catalog from Megeath et al.
(2012) reveals that we are essentially complete (99.6%) with
respect to disks and 84% complete regarding protostars as
classified in their paper.

6. From these data we identified several notable YSOs associ-
ated with characteristic nebulosity. Based on the morphology
of this test set, we identified five new YSO candidates.

7. Based on the surface density of extended sources in the cat-
alog we identified ten new galaxy cluster candidates.

8. We estimated the entire young stellar population in Orion A
by means of the KS band luminosity function. We find lower
and upper limits of 2300 and 3000 sources, respectively,
which compares well to results from earlier studies.

9. Separated from the young population in Orion A, we can
confirm previous results regarding the young foreground
population toward Orion A. Here we find the same com-
plex pattern of foreground groups mostly toward the integral-
shaped filament, including the Orion nebula. Toward the
eastern parts of the cloud we could identify two new poten-
tial small foreground groups.

10. Given the asymmetric east-west projected distribution of
foreground sources it is unlikely that this population
played an important role in assembling the Orion A cloud.
Nevertheless, given the good correlation with the enhanced
star formation activity in the integral-shaped filament, it is
likely that the foreground population is responsible instead
for compressing the western part of the cloud via feedback
processes (winds, supernovas).
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Fig. A.1. Luminosity functions (histograms) for the three observed
bands with bin widths of 0.5 mag. The solid black lines represent the
2MASS histograms for sources with a quality flag of at least C for the
same coverage as the VISTA survey. The dashed lines show the com-
plete 2MASS histograms.

Table A.1. Tabulated completeness estimates from our artificial star
tests for the entire Orion A survey.

Completeness J H KS
(%) (mag) (mag) (mag)
99 19.06 18.74 18.5
95 20.38 19.87 18.97
90 20.56 20.09 19.11
80 20.74 20.29 19.26
50 21.04 20.58 19.51
10 21.45 20.94 19.85

Notes. The large gap between 99% and 95% is a consequence of the
variable observing conditions.

Appendix A: Data characteristics

Here, we want to provide additional information on the VISTA
Orion A source catalog, in particular on the photometric and as-
trometric quality of the data reduction, as well as present some
quality control parameters.

A.1. Photometric properties

The luminosity functions for all three bands are displayed in
Fig. A.1. Here we show both the complete 2MASS point source
catalog histograms, as well as only sources with a quality flag
of either A, B, or C since only these were added into the
VISTA Orion A catalog. At the bright end we closely match with

Fig. A.2. Magnitudes and their associated errors in our survey. The dis-
continuity at the bright end is due to the replacement with 2MASS mea-
surements. The shading indicates source density in a 0.1 × 0.02 mag
box in this parameter space.

2MASS since essentially all bright sources originate from the
reference catalog. The minor discrepancy between the VISTA
histogram and the cleaned 2MASS histogram at the bright
end mostly comes from the region around the ONC which we
cleaned from bad detections by hand. Depending on the band,
we gain between three and four magnitudes in dynamic range
over the reference catalog.

Magnitudes and their errors are shown in Fig. A.2. The mag-
nitude errors only start to increase significantly around 18 mag in
all bands. One can clearly see the discontinuity at the bright end
due to the catalog extension with 2MASS. There still are pure
VISION sources below the cut-offs since some sources lie above
the cleaning threshold in 2MASS (see Sect. 3.7.3 for details), but
have a brighter magnitude in our survey. At a given magnitude,
the error distribution does not follow a Gaussian, but naturally
has a longer tail towards larger errors. This effect is introduced
by unequal coverage and if we select those sources with errors
larger than the median error, we find that these indeed fall into
regions with low effective exposure time. We again note here that
these errors serve as lower limits only. In addition, we emphasize
that the errors in the public catalog come from two different data
sets (VISTA and 2MASS) which must be considered carefully
for any application involving them.

Figure A.3 shows the color−magnitude diagrams (J vs.
H − KS) of our survey in comparison to several other data prod-
ucts including the CASU reduction, UKIDSS (DR10, Lawrence
et al. 2007), and the 2MASS point source catalog. The errors of
the photometry in KS are shown in a discrete color-code. We note
several things here: (a) our dedicated survey goes much deeper
than UKIDSS and 2MASS; (b) VISION covers the largest dy-
namic range because we replaced the bright end of the lumi-
nosity function with 2MASS photometry; (c) The photometric
errors also seem to improve over the standard CASU pipeline;
(d) our optimized aperture photometry produces a narrower
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Fig. A.3. J vs. H − KS color−magnitude diagrams generated for four different data sets. Our data features the largest consistent dynamic range,
as well as the lowest photometric error overall. Also, due to our optimized aperture photometry, the stellar sequence is slightly narrower at the
faintest end. Note here, that UKIDSS and 2MASS data come from unoptimized surveys in this region and naturally do not reach equal depths.

stellar sequence for faint magnitudes (compare e.g. the blue
sources at J ∼ 20 mag).

The completeness of our survey is expected to be spatially
highly variable due to changing observing conditions. A reliable
completeness estimate can only be determined from the same
data on which source detection and extraction was performed.
Thus, any test can not be performed on the stacked pawprints,
but must be applied to the Orion A mosaics from which the final
source catalogs were generated. For this reason we performed ar-
tificial star tests on 10 arcmin wide sub-fields of the full mosaics
(the size of a VIRCAM detector amounts ∼11.6 × 11.6 arcmin).
For each of these fields we applied multiple subsequent process-
ing steps: we (1) constructed a PSF model with PSFEx; (2) per-
formed source extraction and profile fitting with SExtractor to
subtract all significant sources; (3) measured the source density;
(4) constructed a set of artificial stars from the given PSF (with
the calculated stellar density) with magnitudes ranging from 17
to 22.5 mag with Skymaker; (5) performed source extraction on
the artificial sources placed on the PSF-subtracted fields; (6) cal-
culated the completeness relative to the input source list of the
artificial stars. Steps 4−6 were repeated 50 times for statistical
reasons. The final completeness estimate (as a function of mag-
nitude) for each field was calculated as the mean of all itera-
tions. The completeness-magnitude distribution for these sub-
fields were very well fitted by a modified logistic function of the
form:

f (x) = − 1
1 + e−k(x−x0) + 1. (A.1)

We combined the results of these individual sub fields to estimate
the completeness for the entire survey. The results of this proce-
dure are displayed in Fig. A.4, where we show the completeness
as a function of source magnitude as well as its spatial depen-
dency (displayed at the 90% level) and tabulate the results in
Table A.1. We note here, that the completeness function for the
entire cloud is not well described by the aforementioned func-
tion due to the spatial variations. While for individual fields we
observe almost 100% completeness up to the point where the
function appears to drop, the distributions for the entire survey

show a small continuous decline towards this point. As a con-
sequence we see a large difference in completeness magnitude
between e.g. 99% and 95%, even though large parts of the sur-
vey are essentially complete at the latter limit.

The spatial variations of the completeness correlate well with
the observing conditions (compare with Fig. A.6) and the pres-
ence of bright nebulous emission near the ONC. For e.g. tile S6
(east-most tile) in H band we observe PSF FWHMs exceeding
1 arcsec, and at the same time a noticeably shallower complete-
ness. Tile S3 in J featured the best observing conditions in our
survey where we see an increase in sensitivity of ∼1 mag for this
region.

A.2. Astrometric properties

The overall astrometric calibration of our data was done with
Scamp using 2MASS as a reference catalog (see Sect. 3.4 for de-
tails). The global error budget resulted in an rms of about 70 mas
with respect to reference sources and about 40 mas when consid-
ering internal source matches only. The most important factors
contributing to this discrepancy are 2MASS S/N limits, general
catalog errors, unresolved multiple sources, and unaccounted
proper motions. To check for any remaining local systematic er-
rors in VISION we used the final catalog, cross-matched again
to 2MASS with a maximum allowed distance of 1 arcsec and
subsequently calculated the mean astrometric offsets in boxes of
15 × 15 arcmin. The result is displayed in Fig. A.5 which shows
the sum of all offsets in a given box including magnitude and di-
rection. No local systematic trend can be seen. The errors in this
figure are generally smaller than the given global error due to
the averaging in each given box. When decreasing the box size
to below 10 arcmin we still see no systematics trends across the
field, but the magnitude of the errors increase as expected.

A.3. Quality control parameters

As part of the data calibration we also generated several qual-
ity control parameters for the entire survey. The most important
among them are the image quality and survey coverage. Each
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Fig. A.4. Completeness estimates for the entire survey in all three observed bands. Left panel: the completeness estimate as a function of
source magnitude. The blue, green, and red points represent the J, H, and KS bands respectively. The errorbars correspond to a 99% boot-
strap confidence interval (α = 0.01) estimated with 105 samples. The vertical gray lines correspond to 90% completeness. Right panel: spatial
dependency of the completeness at the 90% level. Clearly, the bright nebula near the ONC has a negative impact on source extraction. Well visible
are the effects of observing conditions on the completeness. Clearly, better seeing (compare e.g. J band with Fig. A.6) results in more sensitive
observations.

Fig. A.5. Mean astrometric offsets relative to 2MASS for the final
Orion A source catalog in 15 × 15 arcmin boxes. No systematic trends
across the entire field for all three bands are visible. The colors indi-
cate the mean offset in the box which also is linearly proportional to the
arrow lengths.

source in the catalog is also supplemented with its associated
effective exposure time, frame coverage, observing date (MJD),
source FWHM and local seeing conditions. Figure A.6 visual-
izes effective exposure time and image quality for our survey.
The image quality here refers to the measured seeing value for
each photometrically stable subset (see Sect. 3.5 for details). In
the exposure time maps the overlaps between the detectors and
tiles are clearly visible. Note here tile S2 in KS for which we
only included one of the observed sequences due to the large
discrepancy in observing conditions. Fortunately the other se-
quence features one of the best image qualities of the entire sur-
vey and no obvious decrease in the completeness is observed
with respect to the other tiles (compare with Fig. A.4). We can
also see that the image quality can vary by a few tens of per-
cent even within tiles. This complex structure is simply a con-
sequence of the observing strategy with VISTA where the same
position is observed by multiple detectors spread out over the
entire length of the OB.

Most data were taken under excellent seeing conditions. The
mean seeing, determined as the FWHM from a bright, high S/N
subset, was 0.78, 0.75, 0.8 arcsec for Orion A, and 0.69, 0.77,
0.76 for the CF in J,H and KS, respectively. Figure A.7 displays
histograms of the image quality statistics. The KS data show a
bi-modal distribution which can (coincidentally) also clearly be
seen in Fig. A.6 in a roughly east-west oriented gradient.
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Fig. A.7. Seeing statistics for the entire Orion A survey. The bottom
row shows the normalized histogram for all three bands in bin widths of
0.05 arcsec whereas the top graph displays the cumulative histograms
with a refined resolution. Most data have been taken during very good
seeing conditions resulting in FWHMs measured on point-sources in
the range between 0.7 and 0.85 arcsec for J and H; only KS fea-
tures a significant amount of data with point-source FWHM values
>∼0.85 arcsec.
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Table B.2. Cross identifications, coordinates, and magnitudes for all the objects identified in Sect. 4.2.1.

VISION Labela Right Ascension Declination J H KS Sizeb IDc

(hh:mm:ss) (dd:mm:ss) (mag) (mag) (mag) (arcsec, pc)
Class I

05381810-0702259 a 05:38:18.10 −07:02:25.9 9.253 6.762 5.154 330, 0.66 670
05402745-0727300 b 05:40:27.45 −07:27:30.0 − − 9.694 180, 0.36 536
05424707-0817070 c 05:42:47.07 −08:17:07.0 15.998 14.158 11.063 33, 0.07 287
05413419-0835274 d 05:41:34.19 −08:35:27.4 16.232 14.430 12.103 68, 0.14 257
05352985-0626583 e 05:35:29.85 −06:26:58.3 14.957 14.491 12.302 68, 0.14 879
05363034-0432170 f 05:36:30.34 −04:32:17.0 15.496 13.641 12.648 50, 0.10 2748
05410201-0806019 g 05:41:02.01 −08:06:01.9 17.494 14.606 13.118 68, 0.14 362
05412474-0754081 h 05:41:24.74 −07:54:08.1 − 17.745 13.416 60, 0.12 439
05412398-0753421 i 05:41:23.98 −07:53:42.1 − 17.437 13.731 60, 0.12 445
05350554-0551541 j 05:35:05.54 −05:51:54.1 18.628 16.003 14.108 66, 0.13 1165
05344909-0541419 k 05:34:49.09 −05:41:41.9 − 16.780 15.240 53, 0.11 1294
05402095-0756240 l 05:40:20.95 −07:56:24.0 − − 15.540 57, 0.11 423
05325056-0534424 m 05:32:50.56 −05:34:42.4 19.486 15.958 16.066 45, 0.09 1433
05361721-0638016 n 05:36:17.21 −06:38:01.6 − 17.089 − 50, 0.10 823

− o − − − − − 53, 0.11 1504
Class II

05362543-0642577 a 05:36:25.43 −06:42:57.7 8.107 6.964 5.947 180, 0.36 796
05384279-0712438 b 05:38:42.79 −07:12:43.8 10.823 9.283 8.124 83, 0.17 618
05384322-0658089 c 05:38:43.22 −06:58:08.9 12.046 9.978 8.617 75, 0.15 726
05404806-0805587 d 05:40:48.06 −08:05:58.7 9.914 9.140 8.751 60, 0.12 364
05404662-0807128 e 05:40:46.62 −08:07:12.8 11.928 10.203 9.333 120, 0.24 351
05353163-0500141 f 05:35:31.63 −05:00:14.1 14.517 11.964 10.129 45, 0.09 2450
05362378-0623113 g 05:36:23.78 −06:23:11.3 15.377 13.225 11.111 60, 0.12 925
05410413-0923194 h 05:41:04.13 −09:23:19.4 13.497 13.033 12.637 27, 0.05 129
05363700-0614579 i 05:36:37.00 −06:14:57.9 16.731 14.379 13.258 45, 0.09 996
05384652-0705375 j 05:38:46.52 −07:05:37.5 16.978 15.933 13.550 45, 0.09 649

Class III
05350906-0614200 a 05:35:09.06 −06:14:20.0 9.612 9.292 9.188 30, 0.06 125
05375451-0656455 b 05:37:54.51 −06:56:45.5 10.704 9.916 9.697 30, 0.06 1040
05352974-0548450 c 05:35:29.74 −05:48:45.0 10.739 10.067 9.893 30, 0.06 765
05345803-0612238 d 05:34:58.03 −06:12:23.8 10.893 10.163 9.974 30, 0.06 137
05431072-0831500 e 05:43:10.72 −08:31:50.0 10.823 10.297 10.125 30, 0.06 289

New YSO candidates
05312709-0427593 a 05:31:27.09 −04:27:59.3 13.383 11.086 9.425 135, 0.27 −
05315171-0523082 b 05:31:51.71 −05:23:08.2 12.006 10.492 9.709 90, 0.18 −
05324165-0535461 c 05:32:41.65 −05:35:46.1 17.965 13.797 11.389 45, 0.09 −
05324165-0536115 d 05:32:41.65 −05:36:11.5 − 18.889 14.060 30, 0.06 −
05305155-0410348 e 05:30:51.55 −04:10:34.8 − − 14.415 45, 0.09 −
05305129-0410322 e 05:30:51.29 −04:10:32.2 − − 13.835 45, 0.09 −

New galaxy cluster candidates
− a 05:40:44 −09:57:56 − − − 150, − −
− b 05:47:05 −08:55:17 − − − 150, − −
− c 05:41:51 −09:06:33 − − − 150, − −
− d 05:39:46 −08:47:38 − − − 150, − −
− e 05:44:53 −08:03:58 − − − 120, − −
− f 05:42:36 −06:59:34 − − − 200, − −
− g 05:40:25 −05:59:36 − − − 160, − −
− h 05:32:06 −06:05:21 − − − 150, − −
− i 05:31:08 −05:30:48 − − − 160, − −
− j 05:30:28 −04:14:42 − − − 170, − −

Notes. These objects are also shown in Figs. 12 and 13. (a) Refers to the labels in the bottom left corners of the sub-figures in Figs. 12 and 13.
(b) Size of the postage stamp in Figs. 12 and 13. The physical sizes were calculated with the adopted distance of 414 pc. (c) For Class I/II sources
the ID refers to the internal numbering of Megeath et al. (2012), for Class III to Pillitteri et al. (2013).
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3Estimating extinction

3.1 Overview

With the obtained photometric database from the VISTA Orion A survey as pre-
sented in the previous chapter, the next goal was to investigate whether established
extinction tools can be used together with the latest deep photometric observa-
tions. The major concern here was, that these methods are conceptually based
on statistical approaches which can introduce significant biases in the extinction
measurements under certain circumstances. Initial tests quickly revealed that
traditional methods to estimate line-of-sight extinctions are not easily applicable
anymore to the new deep photometric data. The cause for this issue is a significant
amount of detected extragalactic sources for which statistical properties are not
properly taken into account by most previous published methods. These older
methods either require prior information on source characteristics, or deliver large
statistical errors in the determination of the line-of-sight extinction.

These issues called for the development of a new technique which is capable of
determining unbiased extinction measurements, regardless of the sensitivity limit of
the observations. This new method, named PNICER in reference to well-established
techniques, is based on machine learning principles and is capable of de-reddening
sources in arbitrary feature combinations and numbers of dimensions. Furthermore,
one major development goal was to make this tool accessible to large parts of the
astronomical research community. For this reason, two major additional goals were
(a) to offer publicly available, easy-to-install software with a simple interface and
(b) to provide suitable performance, even for cases of millions (or even billions) of
sources.

In this manuscript, I first present a short literature review on the available tech-
niques and continue to describe their properties and disadvantages when being
confronted with deep photometric data. I continue to explain the concepts of the
newly developed extinction tool and explain the methodology with a simple, yet
practical, example. Finally, I verify the method with an application to typical photo-
metric data where I construct a large extinction map and compare the results to
data available from previous studies. I also review the code performance for typical
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use-cases and outline the software prerequisites. I note here, that this manuscript
is not part of the VISION publication series, because its scope goes beyond the NIR
VISION observations of Orion A.

3.2 Publication details

Title: Estimating extinction using unsupervised machine learning
Authors: Stefan Meingast, Marco Lombardi, João Alves
Status: Accepted for publication in Astronomy & Astrophysics, February 24th 2017
Bibliographic reference: Astronomy & Astrophysics, Volume 601, id.A137, 12 pp.
DOI: 10.1051/0004-6361/201630032
Software availability: http://smeingast.github.io/PNICER/
Own contributions: Literature research, method development, software imple-
mentation and publication, testing and validation, application to VISTA and 2MASS
data, preparation of figures and plots, paper writing.
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ABSTRACT

Dust extinction is the most robust tracer of the gas distribution in the interstellar medium, but measuring extinction is limited by the
systematic uncertainties involved in estimating the intrinsic colors to background stars. In this paper we present a new technique,
Pnicer, that estimates intrinsic colors and extinction for individual stars using unsupervised machine learning algorithms. This
new method aims to be free from any priors with respect to the column density and intrinsic color distribution. It is applicable
to any combination of parameters and works in arbitrary numbers of dimensions. Furthermore, it is not restricted to color space.
Extinction toward single sources is determined by fitting Gaussian mixture models along the extinction vector to (extinction-free)
control field observations. In this way it becomes possible to describe the extinction for observed sources with probability densities,
rather than a single value. Pnicer effectively eliminates known biases found in similar methods and outperforms them in cases of
deep observational data where the number of background galaxies is significant, or when a large number of parameters is used to
break degeneracies in the intrinsic color distributions. This new method remains computationally competitive, making it possible to
correctly de-redden millions of sources within a matter of seconds. With the ever-increasing number of large-scale high-sensitivity
imaging surveys, Pnicer offers a fast and reliable way to efficiently calculate extinction for arbitrary parameter combinations without
prior information on source characteristics. The Pnicer software package also offers access to the well-established Nicer technique
in a simple unified interface and is capable of building extinction maps including the Nicest correction for cloud substructure. Pnicer
is offered to the community as an open-source software solution and is entirely written in Python.

Key words. dust, extinction – methods: data analysis – methods: statistical – techniques: miscellaneous

1. Introduction

Mapping the gas and dust distribution in the interstellar medium
is vital to understand how diffuse clouds evolve into stars and
planets, allowing for important insights on the physical mech-
anisms involved in processes such as cloud assemblage, evo-
lution of dust grains, core formation and collapse, cluster for-
mation, and the role of turbulence and feedback. Traditional
techniques to map large-scale column density distributions, rely-
ing on optical star counts (e.g., Bok & Cordwell 1973; Cambrésy
1999; Dobashi et al. 2005) are limited to low column-densities
and with the advent of near-infrared (NIR) cameras sensitive
to wavelengths where clouds become transparent and reddened
background stars are detected, new methods exploiting redden-
ing have been developed to systematically study dense gas in
the interstellar medium (e.g., Lada et al. 1994; Alves et al. 1998;
Lombardi & Alves 2001; Foster et al. 2008; Lombardi 2009;
Majewski et al. 2011). The classic methods using star counts
can still be applied to NIR observations (e.g., Dobashi 2011;
Dobashi et al. 2013) for greater dynamic range, but their gen-
eral limitations remain and more advanced methods making use
of reddening can deliver lower-noise and more robust results
for the same data set. Today, the most commonly used tech-
niques to trace column density in the dense interstellar medium
rely on: 1) measuring dust thermal emission at mm and far-
infrared wavelengths; 2) molecular line emission; or 3) NIR dust
extinction.

Each of these techniques has its own strengths but also disad-
vantages. While mapping the dust thermal emission can provide

large dynamic range and high-resolution maps particularly in re-
gions away from rich stellar backgrounds, the conversion from
the measured continuum emission to column-densities is far
from trivial as it requires assumptions about dust emissivity and
temperature. At least in regions of active star formation the tem-
perature varies widely due to feedback processes from early-
type stars. Molecular line emission can become optically thick
in dense environments and furthermore relies on local (constant)
conversion factors of the measured emission relative to the hy-
drogen abundance (the so-called X-factor; for a discussion on
its variations see e.g., Pineda et al. 2008). The NIR dust extinc-
tion method relies on measuring color excesses of sources in the
background of molecular clouds. These discrete measurements
are then used to reconstruct the smooth column-density distri-
bution (e.g., with Gaussian estimators). Goodman et al. (2009)
showed that NIR extinction is relatively bias-free and provides
more robust measurements of column density than the other trac-
ing techniques. Ultimately, however, NIR dust extinction mea-
surements are limited by the available number of background
sources in the region of interest. In particular this method is
limited in regions where even very sensitive observations will
not be able to “peer through” high column-densities of (AV >∼
100 mag) or where naturally fewer background sources are avail-
able (e.g., toward the galactic poles). Due to the declining dust
opacity toward longer wavelengths one could argue that going
beyond the NIR would provide further benefits. This is, how-
ever, not the case as beyond ∼5 µm dust emission starts to dom-
inate over the abrupt drop in stellar flux of background stars,
acting as a bright screen, and more complex dust absorption
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Fig. 1. Color–color diagram of the NIR data from Meingast et al. (2016) for different magnitudes limits. The red ellipses are the covariance
estimates drawn for one, two, and three standard deviations. We find a relatively small distribution width for the typical 2MASS magnitude limit
at KS ∼ 14.5 mag in both axes which allows for an efficient description of intrinsic colors via a mean and covariance estimate. By increasing the
magnitude limit, galaxies at H − KS ∼ 0.7, J − H ∼ 0.8 mag significantly broaden the distribution and introduce a large statistical error when
estimating intrinsic colors with a single averaged value. Also very well visible is the shift of the mean intrinsic color (i.e., the center of the ellipse)
even beyond the M-branch of the stellar main sequence toward galaxies.

and scattering processes play a role. Several empirical and the-
oretical studies have shown that there is relatively little varia-
tion in the NIR extinction law across different environments and
variable dust properties (Indebetouw et al. 2005; Flaherty et al.
2007; Ascenso et al. 2013), making it ideal for robust column
density measurements (and particularly for the dense gas mass
distribution) in the interstellar medium.

2. Motivation

In order to derive color excesses for individual sources it is nec-
essary to estimate their intrinsic colors. Color excess occurs as
a consequence of absorption and scattering processes when light
travels through the interstellar medium and is defined via

E(m1 − m2) = (m1 − m2) − (m1 − m2)0 (1)
= (m1 − m1,0) − (m2 − m2,0) = Am1 − Am2 , (2)

where the mi describe source magnitudes in different passbands
(e.g., H and KS). The first term on the right-hand side of Eq. (1)
refers to observed colors while (m1 − m2)0 are intrinsic colors
and the Am define the total extinction in the mi passband in mag-
nitudes. Accurate estimates of intrinsic colors are not trivially
derived and in principle require detailed knowledge about the
characteristics of each source. For example stars need to be dis-
tinguished from (unresolved) galaxies and different stellar spec-
tral classes show diverse intrinsic colors (e.g., main sequence
and dwarf stars need to be separated from giants). The situation
for main sequence stars becomes more relaxed for near, and mid-
infrared wavelengths as the spectral energy distribution flattens
and thus produces relatively narrow sequences in color–color
space. Therefore, inferring a single average intrinsic color for
all sources introduces only small statistical and systematic er-
rors as long as this assumption does not break down. Lada et al.
(1994) pioneered this technique using the H and KS bands to
map the dust distribution throughout IC 5146. Later, Alves et al.
(1998) improved the method and named it the Nice technique
(for Near-Infrared Color Excess) and applied it in the investi-
gation of the internal structure of the dark cloud Barnard 68

based on color excess measurements made with deep NIR data
(Alves et al. 2001). This method was then developed into the
multi-band technique Nicer (for near-infrared color excess re-
visited) by Lombardi & Alves (2001) which also offered an ex-
tended description of the intrinsic colors by measuring their dis-
tribution in an extinction-free nearby control field. Based on
a combination of calculated covariance estimates with photo-
metric measurement errors, color-excesses are calculated in a
maximum-likelihood approach minimizing the resulting vari-
ance. Several studies of nearby giant molecular cloud complexes
have used data from the Two Micron All Sky Survey (2MASS,
Skrutskie et al. 2006) in combination with the Nicer method to
study the dense gas mass distribution (e.g., Lombardi et al. 2006,
2008, 2011, Alves et al. 2014). In principle, the Nicer method
can be generalized and applied to any given set of color com-
binations as long as the interstellar reddening law at the corre-
sponding wavelengths is well determined.

With the description of intrinsic colors via a Gaussian dis-
tribution, characterized by the mean and covariance of the mea-
sured colors in an extinction-free control field, a particular prob-
lem affects applications of Nicer with very deep observations:
for 2MASS data the mean J−H and H−KS colors are well deter-
mined and show only a relatively small variance. For deeper and
more sensitive observations, however, a large number of galax-
ies enters the color space. The arising issue is illustrated in Fig. 1
where the NIR data of the control field from the Meingast et al.
(2016) Orion A observations are displayed at different magni-
tude cuts. For these data, the completeness limit is found at
KS ∼ 19 mag, while for 2MASS data this limit is typically found
at KS ∼ 14.5 mag. The covariance estimates of this color com-
bination are displayed as ellipses and are drawn for one, two,
and three standard deviations. We find that the 2MASS sensitiv-
ity limits conveniently occur at magnitudes where galaxies are
not detected in large quantities, resulting in a narrow distribution
with standard deviations of σJ−H = 0.14 and σH−KS = 0.07 mag.
Increasing the magnitude limit significantly broadens this dis-
tribution where for KS < 17 mag we find σJ−H = 0.19 and
σH−KS = 0.16 mag and for KS < 19 mag σJ−H = 0.32 and
σH−KS = 0.21 mag. For these data we therefore find that by
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increasing the sensitivity limit by about 5 mag, the width of the
distribution in the J − H vs. H − KS color space is tripled.

The variance in the estimated extinction with Nicer , how-
ever, depends on the size of the ellipse along the extinction vec-
tor. We have tested the impact of increasing magnitude limits
in the control field on the extinction error in the Nicer algo-
rithm by creating artificial photometry without photometric er-
rors. This ensures that the resulting errors are exclusively de-
termined by the covariance of the control field data. For the
magnitude limits of KS < {14.5, 17, 19} mag (as displayed in
Fig. 1), we find σAK = {0.1, 0.15, 0.2} mag. Hence, when the
covariance of the control field dominates the error budget (i.e.,
small photometric errors) the error in the extinction estimates
with Nicer is doubled when increasing the magnitude limit
from 14.5 to 19 mag. Moreover, the mean color (ellipse center) in
the rightmost panel in Fig. 1 falls between the stellar M-branch
and the galaxy locus and thus the extinction, on average, will be
underestimated for stars and overestimated for galaxies. We em-
phasize here that Nicer will still accurately reflect this behav-
ior by returning larger statistical errors. However, the calculated
(mean) extinction estimate will be systematically shifted for both
stars and galaxies.

In addition to the increased errors when dealing with deep
observations, Nicer is affected by a bias when estimating color
excess in highly extincted regions. In this case the populations in
the science field and the control field will be different from each
other as for the high column-density regions intrinsically faint
sources (preferentially galaxies) will be shifted beyond the pho-
tometric sensitivity limit of the observations. For observations
with a given sensitivity limit, the effect on the observed popu-
lation by applying a given amount of extinction is the same as
applying a magnitude cut. Looking at the KS < 19 mag panel
(right-most) in Fig. 1, one can imagine that by applying an ex-
tinction of AK = 2 mag, all sources in a magnitude range from
KS = 17 to 19 mag will be shifted beyond the sensitivity of
the survey. Thus, the observed population would be best rep-
resented by a magnitude-limited control field. In this particu-
lar example, of a sensitivity limit of KS = 19 mag and an ex-
tinction of AK = 2 mag, the optimal control field would be
limited to KS < 17 mag (the middle panel of Fig. 1). Simi-
larly, for an extinction of AK = 4.5 mag, the intrinsic colors
for the observed population in the science field should be de-
scribed as given in the left-hand side panel in Fig. 1. In its ba-
sic implementation, however, Nicer always refers to the same
(only sensitivity-limited) intrinsic color distribution, thus not op-
timally comparing observed populations. In other words, regard-
less of the amount of extinction, Nicer will always compare to
intrinsic colors as given in the right-hand side panel of Fig. 1 and
therefore compare different populations. We discuss this issue
further in Sect. 4.2 where we test Nicer with a set of magnitude-
limited samples.

As a solution to the problem of increasingly large uncertain-
ties Foster et al. (2008) proposed to use high-resolution NIR ob-
servations to discriminate between stars and galaxies based on
morphological information. They show that by including sep-
arate color excess estimates for galaxies and stars a decrease in
the errors of individual pixels in extinction maps can be achieved
while at the same time the resoluti method (Gnicer), however,
comes with the handicap that prior knowledge on source charac-
teristics is required, which is often unreliable or not available.

Majewski et al. (2011) implemented a variant of the
Lada et al. (1994) Nice technique (Rayleigh–Jeans color ex-
cess, RJCE) where the authors use a combination of NIR and
mid-infrared bands to minimize the intrinsic color distribution

width for stellar sources. Investigating different stellar popula-
tions (dwarfs and giants), the authors find that intrinsic colors
for such stars (e.g., H − 4.5 µm) show little degeneracy and can
in general be much better constrained than NIR colors. This as-
sumption, also breaks down in the above described case of de-
tecting a significant amount of galaxies. Furthermore, in its ba-
sic implementation the method does not combine multiple color-
combinations which, in principle, would be trivially achievable
using the Nicer minimum variance approach.

More recently, Juvela & Montillaud (2016) present an ap-
proach to estimate extinction based on discretized intrinsic col-
ors where the estimates are derived with Markov chain Monte
Carlo frameworks. For deep NIR observations their method de-
livers better results than Nicer since intrinsic colors are dis-
cretized and not described by a single parameter. Their method,
however, is extremely computationally expensive and also works
best when prior information about the column density distribu-
tion is available. The authors also did not investigate the possi-
bility of including more than the three standard NIR bands J, H,
and KS and only note that such an effort may come at an addi-
tional steep increase in computation time. Moreover, the method
does not offer the possibility to extend the parameter space be-
yond photometric colors.

In this manuscript we present a new method, Pnicer1, to
calculate extinction toward point sources. We characterize the
extinction with a probability density function (PDF) determined
by fitting Gaussian mixture models (GMM) along the extinc-
tion vector to extinction-free observations. Subsequently Pnicer
translates the determined intrinsic parameter PDF into extinction
by comparing the distribution to the observed parameters while
relying on a defined extinction law. The well-established tech-
niques to construct bias-free column-density maps from these
irregularly sampled “pencil-beam” measurements can still be
applied when the extinction is discretized via a specific metric
(e.g., the expected value or the maximum of this distribution).
Pnicer is exclusively data-driven, is applicable to any combina-
tion of parameter spaces (thus, not restricted to color-space like
the methods above), and does not rely on any prior information
on column-densities or on synthetic models. In the following dis-
cussion we will demonstrate that the method is computationally
inexpensive and our implementation is capable of statistically
calculating reliable intrinsic colors in multiple dimensions for
tens of millions of sources in a matter of seconds. The publicly
available Pnicer code is purely written in Python and is imple-
mented in such a way as to easily allow adaptation for individual
use cases.

To illustrate the Pnicer design concept, its algorithms, and
for subsequent verification we use data from the Vienna Survey
in Orion (Meingast et al. 2016, hereafter referred to as VISION).
These data include deep NIR observations of the Orion A molec-
ular cloud, as well as a nearby extinction-free control field. The
sources were additionally cross-correlated with the ALLWISE
source catalog (Wright et al. 2010; Cutri et al. 2013) to increase
the number of available parameters, but was restricted to the first
and second WISE bands (hereafter referred to as W1 and W2) at
3.4 µm and 4.6 µm, respectively. For the remainder of this article
we use the extinction law as given in Table 1. After describing
the essential functionality and design concept of Pnicer includ-
ing all key algorithms in Sect. 3, Sect. 4 will demonstrate the

1 The P in Pnicer is a reference to the calculated probability densi-
ties. We acknowledge that the original name of Nicer, Nice revisited,
specifically refers to NIR photometry (despite being applicable to any
other colors) and that we adopt a similar name only for consistency.
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Table 1. Extinction law used for the verification and test setup.

Band J H KS W1 W2
λ (µm) 1.25 1.65 2.15 3.37 4.62
Aλ/AK 2.5 1.55 1.0 0.74 0.54
Reference 1 1 1 2 2

References. (1) Indebetouw et al. (2005); (2) Ascenso, J. (priv. comm.).

improvements and reliability by comparing the new method di-
rectly to Nicer. In addition we will also briefly discuss the soft-
ware performance and availability. Section 5 summarizes all key
aspects of Pnicer. Information on the software structure and
its dependencies along with a simplified example are given in
Appendix A.

3. Method description

One of the main features and strengths of Pnicer over other
extinction estimators is that the method is easily applicable to
any combinations and number of parameters. For instance it is
easily possible to combine source colors with apparent bright-
ness information. For this reason we will refer to individual in-
put parameters as features. In practice these features will mostly
consist of magnitudes and colors, but in principle Pnicer can
be used with any parameter as long as the effects of interstellar
extinction on the given feature are known.

The main Pnicer algorithm can be summarized as follows:
for each source for which a line-of-sight extinction is to be calcu-
lated an intrinsic feature distribution is derived along the extinc-
tion vector in the same feature space of a given extinction-free
control field. The data in the control field are fitted with GMMs
to construct the PDFs which serve as a probabilistic description
of the intrinsic features (e.g., intrinsic colors). Due to the fact
that many sources will not have measurements in all available
features, Pnicer constructs all available combinations and au-
tomatically chooses the optimal (minimum variance) result. Put
into machine learning terms, Pnicer uses the intrinsic feature
(e.g., color) distribution from a control field to classify the in-
trinsic features of an extincted science field. We will now pro-
ceed to describe the details of this procedure and each individ-
ual processing step. For visual guidance, we provide a detailed
three-dimensional example and follow all processing steps for
two sources with artificial colors and symmetric errors in Fig. 2
which will be referred to in the following discussion.

3.1. The multidimensional feature space

Our example for this demonstration is limited to the four magni-
tudes J, H, KS, and W1 and for illustration purposes will further
be restricted to only allow the three color features J−H, H−KS,
and KS−W1 with the corresponding color excesses of 0.95, 0.55,
and 0.26 mag normalized to AK (see Table 1). We note here that
the extinction law is fixed for a single Pnicer application and
the same law will be applied to all input sources (the extinction
law needs to be specified upon runtime). However, in particular
in the optical and perhaps also at mid-infrared wavelengths the
extinction law is expected to vary with the level of extinction. It
is therefore the responsibly of the user to take any such potential
variations into account.

The three panels on the left-hand side of Fig. 2 only show
the available two-dimensional combinations of the selected color
features. To calculate color excesses Pnicer, however, also uses

all one-dimensional (univariate) parameter spaces, as well as all
available higher dimensional combinations. In the case of our
three features a total of seven combinations is available: The uni-
variate parameter spaces (J −H), (H − KS), (KS −W1), the two-
dimensional combinations (J − H,H − KS), (J − H,KS − W1),
(H − KS,KS −W1) and the three-dimensional case (J − H,H −
KS,KS − W1). Thus, the left-hand side panels of Fig. 2 can be
interpreted as projected views of the three-dimensional combina-
tion. If, in this case, one also allows individual passbands as fea-
tures, a total of 127 combinations would be available within the
seven-dimensional feature space. The practical limit of usable
dimensions depends on the sampling of the control field data
space: more dimensions require a proportionally larger number
of sources in the control field to have a statistically well sampled
feature space. In our test runs, we successfully evaluated up to
nine dimensions (511 combinations).

The solid black contours in the left panels of Fig. 2 represent
the number density in the control field feature space evaluated
with a 0.04 mag wide Epanechnikov kernel, where the levels
indicate 0.5%, 3%, 25%, and 50% of the maximum density in the
given parameter space. For comparison we also show all sources
from the (partly extincted) Orion A VISION data as gray dots
in the background. For this demonstration we created artificial
sources which we will follow in this example. These are marked
in red and blue and are denoted S1 and S2 respectively. Their
“observed” colors are (J − H)S1,S2 = {2, 1.7}, (H − KS)S1,S2 =
{1, 1.2}, and (KS − W1)S1,S2 = {0.5, 1.3} with a symmetric error
of 0.08 mag. These observed colors are marked as triangles with
the tip toward the bottom. The black dashed lines are parallels to
the extinction vector drawn through the original positions of S1
and S2 and the black arrow corresponds to the effect of 1 mag of
extinction in the KS band.

Already in this view it becomes apparent that estimates of
intrinsic features (as described in the control field feature space)
are degenerate along the extinction vector. For many sources the
extinction vector will pass through different regions in the intrin-
sic color distribution. For example when following the extinction
vector in the (J − H, H − KS) space through the observed col-
ors of S1 (red triangle pointing downwards), the vector passes
partly through the galaxy colors and then crosses the main se-
quence for late type stars as well as early type stars. From this
feature combination alone it is therefore not entirely clear which
intrinsic colors this source should be assigned. For the (J − H,
KS−W1) combination this degeneracy with respect to the galaxy
colors seems to be better resolved.

The control field is extinction-free and it is therefore
assumed to be an accurate distribution of intrinsic colors
(smoothed by the photometric errors). Ideally the data for the
control field should have similar completeness limits and com-
parable errors to accurately reflect the information in the science
field. Also, stellar and galactic populations populations and num-
ber densities should be similar in the control field and the science
field. These criteria are often met when dealing with data from
one set of observations.

3.2. Constructing probability density distributions

To estimate the intrinsic feature probability distribution, Pnicer
calculates the PDFs along the extinction vector (the dashed lines
in the left-hand side panels of Fig. 2) in the control field feature
space. Here, the number density of sources is directly interpreted
as the probability distribution of intrinsic features. In order to de-
rive this probability density along an arbitrary feature extinction
vector in any number of dimensions Pnicer initially rotates the
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Fig. 2. Pnicer method concept. Left: VISION Orion A data (gray points) and extinction-free control field number density distribution (black solid
contours, levels at 0.5%, 3%, 25%, and 50% of the maximum density) for the two-dimensional feature combinations in our test setup. For two test
sources S1 (red) and S2 (blue) the extinction is described with the PDF along the reddening vector (black dashed lines) in the control field. Right:
probability densities functions described by GMMs along the reddening vector for both sources (S1: red, left column, S2: blue, right column) for
all possible combinations of features. Individual combinations are shown in different rows and their labels are found at the right-hand side. The
individual Gaussian components are also displayed as dashed lines. The annotated extinction estimates refer to the expected value (also marked as
vertical dashed lines) of the PDF and its population variance. The PDF with the minimum population variance is chosen as the best approximation
for the line-of-sight extinction. In this example the extinction is estimated via the expected value of the PDFs and is marked with dashed vertical
black lines.

data space with the given extinction vector until only the first
feature component remains non-zero. In other words, in the ro-
tated feature space, the extinction vector has only one non-zero
component and is parallel to the first feature axis. We construct
the final n-dimensional rotation matrix via a sequence of appli-
cations of

V = û1 ⊗ û1 + û2 ⊗ û2, (3)
W = û1 ⊗ û2 − û2 ⊗ û1, (4)
R = In + V [cos(α) − 1] + W sin(α), (5)

where In is the identity matrix for n dimensions. Here the ro-
tation matrix R allows to rotate an n-dimensional feature space
by an angle α in the plane spanned by the unit vectors û1 and
û2 where û1 · û2 = 0 and |û1| = |û2| = 1. We apply these rota-
tions n − 1 times until only one component remains non-zero.
The rotation of the intrinsic feature space allows to directly fit
GMMs to the data on a discrete grid since the extinction vector
in this space is parallel to the axis spanning the first dimension.
The discretization of the grid is typically chosen to oversample
the data by a factor of two with respect to the average feature er-
rors. We found that GMMs with typically three components are
sufficient to model the density distribution along the extinction
vector. The total number of fitted components for the GMM de-
faults to three, but can be adapted by the user depending on the
complexity of the feature space.

It would also be possible to derive the underlying PDF with-
out the assumption that the distribution can be fitted with a lim-
ited number of Gaussian functions by directly calculating nor-
malized kernel densities. However, doing so would imply to

define a kernel bandwidth which may artificially broaden the
distribution. In our method, all Gaussian functions in the fitted
model use independent covariance matrices and thus optimally
describe the underlying PDF of the intrinsic feature distribution.
Furthermore, by modeling the probability density distributions
with GMMs one has to store only a limited number of param-
eters. This is particularly important when estimating extinction
for large ensembles.

3.3. Estimating extinction

The process of creating probability density functions is repeated
for all possible combinations of features. Using all combinations
ensures that always the optimal feature space is selected and
even a single feature can provide an extinction measurement2 for
cases where sources do not have measurements in all given fea-
tures. The final extinction estimate described by a PDF is then
chosen from the combination of features which minimizes the
population variance. In almost all cases the combination with
the largest dimensionality will be selected. Only when an addi-
tional feature has significantly larger errors than the other pa-
rameters, a reduced feature space may deliver better results. In
addition we require at least twenty sources in the control field
feature space to be present along the reddening vector, otherwise
the extinction estimate would be highly biased by the low num-
ber of control field sources and the model fitting process may

2 We only allow single features in color space, but not in magnitude
space as a single magnitude can not be taken as a reliable indicator for
extinction.
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not converge. This case affects mostly sources with large pho-
tometric errors or “uncommon” observed colors such as young
stellar objects (YSO) which may not be well represented in the
control field feature space. The process of estimating extinction
is illustrated in the right-hand side panels of Fig. 2 which show
the extracted PDFs (in this case constructed from three indepen-
dent Gaussian functions) for all seven possible combinations of
our test features. These panels also display the calculated ex-
tinction when the expected value of the PDF is used (vertical
dashed lines; see Sect. 3.3 for details). When using this estima-
tor on just one available feature, Pnicer reproduces the Nicer
results when applied to colors alone. In this case, the expected
value of the PDF is equal to the mean of the color distribution.
Hence, the data points are projected onto the same intrinsic color.
In reference to right-hand side panels in Fig. 2 we note several
characteristics here:

a) Clearly, some feature combinations are better suitable than
others because they show much narrower distributions. For
example in the J − H color alone (topmost sub-plot) all ob-
jects share a very similar color, making it ideal for extinction
determinations in our case3. On the other hand, for example
the H−KS and KS−W1 colors only poorly constrains the ex-
tinction since the intrinsic feature space shows a very broad
distribution. In fact, in this case we can see that all combina-
tions which include a J magnitude offer superior results.

b) For the one-dimensional parameter spaces (top three rows)
all colors share the same PDF shape for both sources (for
Ks − W1 this is not well visible due to the extreme width
of the mixture). We only observe a shift (depending on ob-
served color) in the PDF describing the extinction.

c) As expected, the best combination (i.e., smallest variance) is
found when all features are available (bottom panels).

d) For some combinations we observe a degeneracy in the prob-
ability density space. Consider source S1 in the (J − H,
H − KS) feature space. Moving along the reddening vector
we pass the outermost edges of the galaxy locus (J − H ∼ 1,
H − KS ∼ 0.4) and then cross both the M sequence dwarf
branch (J − H ∼ 0.6, H − KS ∼ 0.2), as well as an enhance-
ment caused by early-type stars (J−H ∼ 0.3, H−KS ∼ 0.1).
This is reflected by the asymmetric shape in the density pro-
file. The double-peaked nature of this degeneracy due to the
two stellar peaks is also apparent in the (J−H, KS−W1) fea-
ture space. The expected values for these PDFs place the in-
trinsic color of the source in the low probability valley be-
tween these peaks, demonstrating that such an estimator can
be sub-optimal. In this example, even a combination of three
colors does not break the degeneracy.

e) The source S2 is equally well constrained, though here most
distributions (those with J band) show only one single peak
clearly marking the source as a galaxy.

f) In the case of estimating the extinction and error with
the expected value and population variance of the distribu-
tion, we see a continuous improvement when using higher-
dimensional feature spaces. This trend is expected to con-
tinue when even more features are added.

We again emphasize here that this technique is not limited
to color space, but can be applied to any feature so long as
its extinction component is known. In fact, optimal results are
achieved when combining color and magnitude space since for
example, a bright source is unlikely to be a galaxy. Among all

3 For magnitude-limited samples without galaxies H − KS shows a
smaller variance compared to J − H.

available combinations we chose the PDF that shows the small-
est distribution width.

We note that the de-reddening process is the same for all
sources and the extinction PDFs are all drawn from a given in-
trinsic color distribution in a control field. Hence, any objects
that are not represented in the control field, for example YSOs in
star-forming regions, will also use the given intrinsic feature set
(e.g., main-sequence stellar colors or galaxy colors) for the ex-
tinction estimate. For a correct de-reddening of YSOs it is there-
fore necessary to use intrinsic features of such sources instead of
typical main-sequence or galaxy features. This issue is mitigated
to some degree because typical intrinsic NIR YSO colors for
classical T Tauri stars (e.g., Meyer et al. 1997) are found to be
very similar to intrinsic galaxy colors. Furthermore, for extinc-
tion mapping of star-forming molecular clouds, YSOs should be
removed beforehand from the input source list as they do not
sample the full cloud column-density.

If a single value for the extinction is desired, it is possible
to calculate the expected value (maximum probability, or any
other meaningful descriptor) of this distribution. The uncertainty
in the calculated discrete extinction can be estimated with the
population variance of the distribution:

µ f =

∫
x f (x) dx (6)

Var f =

∫
x2 f (x) dx − µ2. (7)

Here µ refers to the expected value of a probability density func-
tion f (x). In the case of a one-dimensional Gaussian mixture
model, the mean and variance of the mixture can be written in
terms of the means, variances, and weights of its components.

µmixture =
∑

i

µiwi (8)

Varmixture =
∑

i

wiσ
2
i +

∑

i

wiµ
2
i −


∑

i

wiµi


2

, (9)

where µi refers to the mean of the ith Gaussian component, the
wi are their weights with

∑
wi = 1, and σ2

i are the variances.

3.4. Creating smooth extinction maps

Pnicer derives PDFs for single sources which describe the line-
of-sight extinction. To create extinction maps it is therefore nec-
essary to construct the smooth column-density distribution from
these irregularly spaced samples. If a single value of the extinc-
tion is derived from the PDFs (e.g., the expected value or the
maximum probability) one can employ the well-tested approach
of the Nicer method (Lombardi & Alves 2001). Pnicer also
comes with built-in fully automatic solutions to create extinction
maps with valid world coordinate system projections.

The Pnicer software package offers a variety of estimators
for the smoothing process including nearest-neighbor, Gaussian,
and simple average or median methods. We note here that ex-
tinction maps constructed from discrete measurements can suf-
fer from foreground contamination and unresolved cloud sub-
structure which may introduce a bias in the column-density
measurement. For more distant clouds foreground stars may
represent the majority of detected sources in a pixel of the
extinction map. These issues are described in more detail in
Lombardi (2009) where the authors also introduce a new tech-
nique, Nicest, to minimize this bias. For discretized extinc-
tion measurements Pnicer optionally also includes this method.
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Constructing smooth column-density maps using the full prob-
abilistic description of extinction via GMMs will be the subject
of a follow-up study.

4. Method validation

To evaluate the new method we compared results from Pnicer
to Nicer by directly deriving extinction and associated errors
via the expected value and the population variance of the PDFs.
In this section we first analyze results when both algorithms are
applied to the VISION Orion A data. Subsequently we investi-
gate the intrinsic color distribution as measured in the VISION
control field and discuss the bias of comparing different observed
populations when the science field is extincted. This part will
also highlight the effects of using increasing numbers of param-
eters. In addition, we also compare wide-field extinction maps
calculated with both techniques from 2MASS data. Finally, we
also examined the software performance and describe where in-
terested users can access the source code and potentially even
contribute to the development. We will not discuss the relation
of the estimated errors for both methods, as they are derived in
different ways and are therefore not comparable.

4.1. Applying Nicer and Pnicer to real data

In a first evaluation of the Pnicer method, we applied the algo-
rithm together with Nicer to the photometric color data of the
VISION NIR observations (no magnitudes in parameter space,
only J,H,KS). For Pnicer we use the expected value of the
PDFs and their population variances to directly calculate extinc-
tion and errors (see Eqs. (8) and (9)). Taking the expected value
of the PDFs makes the methods directly comparable since Nicer
relies on a similar method (see Sect. 2 for details). The difference
in the derived color-excesses is shown in Fig. 3 where the data
are color-coded by source morphology. At first glance, the distri-
bution appears to be bimodal and we clearly see that for galaxies
(morphology ≈0) on average a much larger difference between
the methods is seen when compared to point-like sources. As
expected, Pnicer delivers a smaller extinction toward galaxies
when compared to Nicer , because the latter method places the
mean intrinsic color between the galaxy and M-sequence locus
(compare Fig. 1). At closer examination, however, we observe
a more complex structure: there is a distinguished distribution
at AK,NICER − AK,PNICER = 0 which is caused by sources hav-
ing only measurements in two photometric bands. In this case
(Pnicer has only access to colors) the results of Nicer and
Pnicer are identical. There is also an enhancement of sources
toward negative values in AK,NICER − AK,PNICER. This is caused
by sources which are de-reddened beyond the assumed mean of
Nicer, which in this case, are mostly stellar sources, since, as
already mentioned above, the mean of the intrinsic color distri-
bution is found between galaxy and stellar loci.

4.2. The intrinsic color distribution and population bias

For the Pnicer and Nicer methods an extinction-free control
field typically observed at similar galactic latitudes as that of the
science field, by assumption, holds the information for intrinsic
features. Therefore, when the techniques are applied to the con-
trol field itself, the measured extinctions should ideally be close
to 0. We test this hypothesis under a variety of circumstance:
we (a) vary the number of available parameters and (b) addi-
tionally apply magnitude cuts to the “science” field (for this test

Fig. 3. Direct comparison of Pnicer and Nicer extinction estimates
when applied to the NIR VISION observations. The mean morphology
was calculated with the SExtractor morphology class of the source cat-
alog in a 0.05 × 0.05 large box in this parameter space. As expected,
Pnicer delivers smaller extinction estimates for galaxies.

the control field itself) while always using the same (only sen-
sitivity limited) control field data. The idea behind point (b) is
to simulate the effect of extinction. While in an extincted field
intrinsically faint sources will be shifted beyond the photomet-
ric sensitivity limit (i.e., fewer faint stars and galaxies will be
observed), the control field does not suffer from these effects.
Furthermore, to increase the dimensionality for these tests we
combine the NIR VISION control field photometry with the first
two bands of the ALLWISE source catalog. Nicer, as usual, is
restricted to color information, but to highlight additional differ-
ences we allow Pnicer to construct the multidimensional fea-
ture space from both color and magnitude information simulta-
neously. Thus, Nicer has access to up to four dimensions (colors
only), while Pnicer has access to nine dimensions (five magni-
tudes and four colors) at most.

Figure 4 displays the results when applying both the Nicer
and Pnicer algorithms to the VISION control field itself. All
panels show kernel densities (histograms, bandwidth =0.04 mag)
for the distributions of the derived extinction (for Pnicer again
the expected value of the PDF), where the blue lines refer to
Pnicer results and the red lines to Nicer. The separate columns
in the figure refer to different parameter combinations with in-
creasing dimensionality from left to right. In the first column, the
analysis is restricted to J and H only, while in the last column we
show the results when using J, H, KS, W1, and W2 photometry.
The different rows in this plot matrix refer to different magnitude
cuts for the science field (the control field remains untouched).
Applying magnitude cuts to the data simulates the effects of ex-
tinction on the observed population. Consider an extinction of
AK = 1 mag and our sensitivity limit at KS = 19 mag. In this case
all sources which have intrinsic apparent magnitudes between
KS = 18 and 19 mag will shift beyond the detection limit, creat-
ing a different observed population with a different feature (e.g.,
color) distribution. Therefore, limiting our data to KS < 18 mag
(and the other bands according to Table 1) has the same effect as
1 mag of extinction in this band. In Fig. 4 the first row does not
apply magnitude cuts, while the second and third row simulate
the effects of having an extinction of AK = 1 and 2 mag, respec-
tively. We note here that the calculated extinction for individual
sources can become negative when the estimated intrinsic color
is “redder” than the observed color for the investigated source.
This is possible for unextincted sources and especially affects
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Fig. 4. Kernel densities for the derived line-of-sight extinction values for both Pnicer (blue) and Nicer (red) when applying the algorithms to
the VISION control field itself. In this case and since the entire control field is extinction-free, the calculated values for should be close to zero.
From left to right the number of features is incrementally increased, while from top to bottom we apply magnitude cuts to the “science” field. The
magnitude cuts simulate the effects of having an extincted science field, resulting in different populations when compared to the extinction-free
control field (e.g., galaxies will be shifted beyond the survey sensitivity limit). In the first row we use all data, while the second and third rows
simulate the effect of 1 and 2 mag extinction in the KS band (i.e., KS < 18 mag and <17 mag, respectively for our completeness of KS = 19 mag).
Clearly, Pnicer performs better for increasingly different populations and number of available features.

early-type stars. As a consequence, the kernel densities extend
both to the positive and negative side in this analysis.

For only two features (J and H; leftmost column) we obtain
very similar results for both methods across all magnitude cuts.
However, for increasingly strict magnitude cuts (more extinc-
tion) we can see that the peak in the distribution is shifted toward
negative values. This is expected, since in this scenario only stel-
lar sources remain in the science field while the mean color of
the full control field is calculated from data including galaxies.
In this case both methods are biased since there is not enough
information to break degeneracies in the intrinsic feature space.
The resulting extinction distributions are almost identical over-
all, but as it also allows magnitude information, the Pnicer ex-
tinction distribution can appear slightly different. Here we note
again that when considering only one color without magnitude
information the results from Pnicer and Nicer are identical.

When increasing the number of available features to
three (J,H,KS, second column) we already observe significant
differences. While Nicer still suffers from the bias of different
populations in the science and control field (the peak is again

shifted to negative AK), Pnicer starts to perform systematically
better. For a simulated extinction of AK = 1 and 2 mag (i.e.,
KS < 18 and 17 mag) the increased dimensionality helps to
break degeneracies in the intrinsic feature space and the extinc-
tion distribution shows a prominent peak at AK = 0 mag. This
effect is even more pronounced when including four or five pa-
rameters (third and fourth column) where Pnicer overall shows
systematically better results than Nicer. Especially in the case
of largely different populations in the science and control field
Pnicer manages to overcome this issue and delivers far bet-
ter results. We note here that for the case of similar observed
populations (top row), Pnicer is only marginally better than
Nicer (∼20–30% narrower distribution width when using five
features), but we expect that the remaining degeneracy in intrin-
sic colors could be better lifted by including one or two more
suitable passbands (e.g., Y at 1 µm). Including bands toward op-
tical wavelengths would particularly help in this case, since here
the stellar sequences are typically more pronounced than in the
NIR allowing Pnicer to better separate object types. The practi-
cal limit in the number of features here depends on the sensitivity
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Fig. 5. Comparison of Pnicer and Nicer when applied to 2MASS data. Both panels shows a pixel-by-pixel comparison of extinction maps
(5 arcmin resolution) calculated with both methods from the same data. As expected, within the statistical error the results are identical. Neverthe-
less we observe a small systematic shift toward larger Nicer extinctions in low column-density regions. The relatively large deviation toward the
center of the map is attributed to the Orion A and B molecular clouds where extinction estimates have even larger variance.

of the observations in the given passbands (higher extinction to-
ward bluer bands) and the sampling of the control field feature
space (more dimensions require more sources for accurate sam-
pling). We conclude that Nicer is biased in cases where the pop-
ulations in the science and control field are different, that is, in
regions with extinction. Pnicer on the other hand starts to break
the degeneracy in intrinsic colors when having access to more
than one color-feature and performs even better when including
more parameters.

4.3. Extinction maps

We also validated the new method’s functionality by compar-
ing wide-field extinction maps created with Nicer and Pnicer
based on 2MASS data only. As in the tests above, we calculated
the extinction toward each source as the expected value of the
associated PDF for Pnicer. Since the data are restricted to the
three NIR bands J, H, and KS and only include a negligible num-
ber of galaxies (if any) the color distributions are relatively nar-
row and we expect very similar results without considerable im-
provement in the quality of the extinction map. Nevertheless, this
test should demonstrate that under these simple circumstances
Pnicer works equally well as Nicer .

For this purpose we created extinction maps with a resolu-
tion of 5 arcmin for approximately the same region as the maps
in Lombardi et al. (2011) who studied a ∼40 × 40 deg2 field in-
cluding the Orion, Monoceros R2, Rosette, and Canis Major star
forming regions. The control field in this case was chosen as a
2 × 2 deg2 wide sub-region centered on l = 233.3, b = −19.4,
the position of the VISION control field. We note here that for
such a large region it would be more appropriate to use multiple
control fields located at different galactic latitudes to accurately
sample the galactic stellar population. This application, however,
only serves as a demonstrator and to verify the method. There-
fore variations in the field population can safely be neglected.

The results of this test are displayed in Fig. 5 where we show
pixel-by-pixel comparisons for both maps. The results can be

considered equal within the noise properties of the data, but we
also see a small systematic trend of Nicer giving slightly larger
extinction values for low column-density regions when com-
pared to Pnicer. The Orion A molecular cloud (approximately
located at the center of the map) is also well visible in this com-
parison in the right-hand side panel of Fig. 5. In this case we do
not interpret this behavior as systematic differences between the
methods since the noise levels also significantly increase in this
region due to high column-densities and fewer available back-
ground sources. This may be caused to some extent by the above
discussed population bias. Hence, we conclude that Pnicer and
Nicer work equally well for cases were only the typical NIR
bands are considered and galaxies do not contaminate the intrin-
sic color space.

4.4. Performance

We evaluated the performance of our Pnicer implementation by
generating several test scenarios with variable numbers of sci-
ence and control field sources. All performance tests have been
conducted on a machine with a 4 GHz CPU (Intel CoreTMi7-
6700 K) with 16 GB RAM. For all tests we used the VISION
control field for the intrinsic feature distribution and applied ran-
domly generated extinction to the sources (according to Table 1)
to simulate extincted science fields. From this data pool we then
randomly drew sets of variable size by (a) varying the number
of sources in the science field; (b) varying the number of control
field sources; and (c) increasing the number of available features.

The results of these performance tests are visualized in
Fig. 6. The individual panels represent different numbers of fea-
tures (two, three, and four from left to right). Each matrix el-
ement in the panels shows the results of a single Pnicer run.
For example the bottom right elements show the run time re-
sults of using 107 science field sources with a control field that
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Fig. 6. Pnicer performance results. For the tests displayed in the left-most panel two features were used (J − H, H − Ks), for the panel in the
center three features, and for the right-most results four features. The colors of each matrix element display the code execution time for a given
setup where the number of sources in the science field and the number of sources in the control field are incrementally increased. While for typical
applications for a few thousand to a few ten thousand sources the de-reddening process finishes in a fraction of a second, only for extreme (and
probably rare) use cases (107 sources) we measure execution times longer than a minute.

only contains ten sources4. The most extreme case in the top
right uses 107 sources in both the science and control fields. For
small sample sizes (<∼104), runtimes are mostly found well be-
low 1 s across all feature combinations. For a VISION-type use
case (106 science sources, 105 control field sources and using
only two colors) the execution time of Pnicer is 0.8 s. Only for
very extreme cases of 107 sources and more than two features,
the de-reddening process requires more than a minute. Extrap-
olating these results to cases using a combination of more than
four features, we recommend to keep the sample size below 106.
With these results we therefore conclude that the Pnicer per-
formance is highly competitive and that the application of the
method also remains practical in extreme cases.

4.5. Software availability

Pnicer is an open-source software and is accessible to all in-
terested users. The Python package and source code are avail-
able at https://github.com/smeingast/PNICERwhere also
the latest versions will be made available. Future upgrades
may include advanced treatment of photometric errors, support
for additional metrics beyond photometric measurements, and
weighted fitting of the Gaussian mixture models as soon as the
necessary libraries are updated or become available.

5. Summary

We have presented a new method, Pnicer, to derive extinction
probability density functions for single sources in arbitrary num-
bers of dimensions. Our findings can be summarized as follows.

1. The well-established Nicer method to calculate line-of-
sight extinctions suffers from increasing variance in intrinsic
color estimations for deep NIR observations when galaxies
enter the color space. As a consequence, the color excess es-
timates have large statistical errors. For details see Fig. 1.
Other methods do not implement satisfying solutions for

4 The minimum number of 20 sources along the reddening vector has
been disabled for this test.

this problem since they either rely on additional information
(e.g., morphology) or are restricted to few dimensions and
are computationally expensive.

2. We introduce a new method, Pnicer, which uses unsuper-
vised machine learning tools to calculate extinction toward
single sources. To this end we fit the intrinsic feature dis-
tribution from an extinction-free control field with Gaussian
mixture models. The resulting probability density distribu-
tion describes the probability of intrinsic features (e.g., col-
ors) and therefore also extinction. From these distributions
the extinction can be estimated with the expected value (or
maximum probability), its uncertainty with the PDF vari-
ance. Details on the method are visualized in Fig. 2.

3. Pnicer is entirely data-driven and does not require prior
information of source characteristics or the column-density
distribution. The intrinsic feature probabilities are automat-
ically constructed from the control field data with unsuper-
vised algorithms.

4. Pnicer works in arbitrary numbers of dimensions and fea-
tures (e.g., magnitudes or colors) can be combined in any
way as long as the corresponding extinction law is known.

5. We investigated the effects of the intrinsic color distribution
and compared the Pnicer and Nicer performance when
the observed populations in the extincted science and the
extinction-free control field are different (i.e., in regions of
significant extinction). We find that Nicer is biased when
different populations are observed and that Pnicer performs
significantly better in these cases. To break degeneracies in
the intrinsic feature space with Pnicer, more than one pa-
rameter is required (e.g., two colors). For details see Fig. 4.

6. Using 2MASS data (three NIR bands, no galaxies) Pnicer
reproduces the Nicer extinction mapping results within the
statistical errors (Fig. 5).

7. The Pnicer software is entirely written in Python and is
publicly available at https://github.com/smeingast/
PNICER. It includes simple interfaces to apply either the
Pnicer or the Nicer method to real data and subsequently
construct extinction maps. Furthermore, the algorithm re-
mains computationally competitive for large ensembles, cal-
culating extinction PDFs for millions of sources in a matter
of seconds.
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Appendix A: Software dependencies, structure,
and availability

One of the main method and software design goals for Pnicer
was to make it accessible and usable for as many people as
possible. For this reason we have kept the number of required
dependencies at a minimum and we additionally set a high
value for the computational performance. The entire software
is written in Python5 and its main dependencies are NumPy
(Van Der Walt et al. 2011) and SciPy (Jones et al. 2001) for
numerical calculations, Astropy (Astropy Collaboration et al.
2013) for I/O and world coordinate system support, and scikit-
learn (Pedregosa et al. 2011) for machine learning tools. In addi-
tion, the plotting methods make use of matplotlib (Hunter 2007)
and the Astropy affiliated wcsaxes package6. All of these pack-
ages are easily accessible through the Python Package Index7.

For high performance, some functions in Pnicer have
have been parallelized to offer even better results on modern
machines. The Python parallelization oftentimes works with
straight-forward code-blocks in Python, however, the multipro-
cessing library of our choice is (at the time of writing this
manuscript) not compatible with Unix-based operating systems
and Windows. Therefore, at the moment, Pnicer can only be
used on Unix machines. All essential tests have been success-
fully performed under macOS 10.12 and Ubuntu 14.04 LTS and
we do not foresee any major compatibility issues with future
operating system or Python versions. Using our software imple-
mentation and its functions only requires to instantiate for exam-
ple photometric data as ApparentColors or ApparentMagnitudes
objects. Once the instance is created running Pnicer or Nicer
only requires a single line of code. Subsequently running the

5 https://www.python.org
6 https://github.com/astrofrog/wcsaxes
7 https://pypi.python.org/pypi

discretization and creating an extinction map from the extinc-
tion estimates also only require an additional single line of code.
All customization and options for running the software are im-
plemented as keyword arguments in the Pnicer or Nicer call.

Future versions may offer enhanced construction of extinc-
tion maps and support for additional feature metrics. In its cur-
rent form the software only allows photometric data to be in-
stantiated, but in principle any metric can be used and combined
with other parameters as long as the extinction can be described
in the same way as for magnitudes or colors. Running the al-
gorithms returns ContinuousExtinction objects from which dis-
cretized DiscreteExtinction objects and subsequently extinction
maps can be created. In its simplest form a typical Pnicer ses-
sion may look like the following example.
# I mp or t PNICER c l a s s f o r a p p a r e n t c o l o r s
from p n i c e r i m p o r t A p p a r e n t C o l o r s a s AC

# I n s t a n t i a t e Co lo r o b j e c t s from o b s e r v e d d a t a
s c i = AC( c o l o r s =mag_sci , e r r o r s = e r r _ s c i , . . . )
con = AC( c o l o r s =mag_con , e r r o r s =e r r _ c o n , . . . )

# C a l c u l a t e e x t i n c t i o n PDFs
pdf = s c i . p n i c e r ( c o n t r o l =con )

# D i s c r e t i z e PDFs
e x t i n c t i o n = pdf . d i s c r e t i z e ( )

# C o n s t r u c t t h e e x t i n c t i o n map
emap = e x t i n c t i o n . bu i ld_map ( bandwid th =0 . 1 )

# Save t h e map wi th WCS p r o j e c t i o n
emap . s a v e _ f i t s ( p a t h=" / p a t h / t o / map . f i t s " )
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4Infrared Extinction in Orion A

4.1 Overview

This chapter is devoted to the investigation of infrared dust extinction in Orion A.
The work presented here is based on the Orion A NIR photometric database from
Chapter 2 and the new PNICER extinction tool introduced in Chapter 3. In contrast
to the previous manuscripts, this paper is currently undergoing the reviewing pro-
cess and is not yet accepted for publication.

I start with a literature review of the current state of research with respect to
infrared extinction. Here, I specifically highlight the recent findings of flat MIR ex-
tinction toward many different sightlines and also discuss the common assumption
of a universal NIR extinction law. Specifically, I stress some contradicting findings
on these topics in the literature and argue that many interpretations are difficult to
compare due to sample inhomogeneity. In contrast to many other studies in the
literature, my work is based on a single isolated molecular cloud, where biases are
expected to be minimal (e.g. due to physically separate, but overlapping regions
along the line of sight when observing toward the galactic center).

I continue to create a large photometric database, covering wavelengths from
∼1 to 25µm, for which the NIR Orion A VISTA observations constitutes the basis.
Together with refined statistical methods, this database serves as the foundation
to investigate the infrared extinction law in the cloud. This is done by fitting
color-color diagrams with a linear relation which, following the definition of the
color excess, can be used as a proxy for the extinction law. For this purpose, I
introduce a simplified, but effective framework to derive reliable linear fits with
meaningful errors. Reasonable error estimates are necessary since any variations
are expected to be only at the percent-level.

Using this framework, I determine an average extinction law for the entire cloud
and compare it to other regions and predictions of several dust grain models. Fur-
thermore, using the large number of detected sources from the VISTA survey, it
becomes possible, for the first time, to determine if the local environment impacts
the dust grain composition. Here, I find a clear signature that regions, which seem
to be affected by radiative feedback from the massive cluster stars, show a different
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extinction law, when compared to more quiet parts of the cloud. Furthermore,
I compare these findings to model predictions to set constraints on the origin of
the variable extinction law. However, even the most simple explanation of having
different grain sizes (e.g. the radiation from the massive cluster stars could prevent
grain growth) can not be confirmed by this comparison.

Finally, using the average extinction law for Orion A, I present a new high res-
olution extinction map. This new map is then compared to dust optical depth
measurements, where I find a clear bias in previous efforts to determine the gas
mass distribution from dust emission measurements.

4.2 Publication details

Title: VISION - Vienna survey in Orion. II. Infrared extinction in Orion A
Authors: Stefan Meingast, João Alves, Marco Lombardi
Status: Submitted to in Astronomy & Astrophysics, June 19th, 2017
Own contributions: Literature research, catalog combination, development and
implementation of methods, derivation of extinction law and its variations, interpre-
tation of results, extinction map, Herschel calibration and comparison, preparation
of figures and plots, paper writing.
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ABSTRACT

We investigate the shape of the extinction curve in the infrared up to ∼25 µm for the Orion A star-forming complex. The basis of this
work is near-infrared data acquired with the Visual and Infrared Survey Telescope for Astronomy, in combination with Pan-STARRS
and mid-infrared Spitzer photometry. We obtain color excess ratios for eight passbands by fitting a series of color-color diagrams.
The fits are performed using Markov chain Monte Carlo methods, together with a linear model under a Bayesian formalism. The
resulting color excess ratios are directly interpreted as a measure of the extinction law. We show that the Orion A molecular cloud
is characterized by flat mid-infrared extinction, similar to many other recently studied sightlines. Moreover, we find statistically
significant evidence that the extinction law from ∼1 µm to at least ∼6 µm varies across the cloud. In particular, we find a gradient
along galactic longitude, where regions near the Orion Nebula Cluster show a different extinction law compared to L1641 and L1647,
the low-mass star-forming sites in the cloud complex. These variations are of the order of only 3% and are most likely caused by the
influence of the massive stars on their surrounding medium. While the observed general trends in our measurements are in agreement
with model predictions, both well-established and new dust grain models are not able to fully reproduce our infrared extinction curve.
We also present a new extinction map featuring a resolution of 1′ and revisit the correlation between extinction and dust optical depth.
This analysis shows that cloud substructure, which is not sampled by background sources, affects the conversion factor between these
two measures. In conclusion, we argue that specific characteristics of the infrared extinction law are still not well understood, but
Orion A can serve as an unbiased template for future studies.

Key words. ISM: clouds - ISM: structure - dust, extinction - Methods: data analysis - Methods: statistical

1. Introduction

Extinction is the attenuation of electromagnetic radiation by gas
and dust. The term extinction combines the effects of absorp-
tion and scattering processes which lead to a loss in the mea-
sured intensity of a light-emitting source. The strength of this
effect is generally much stronger for shorter wavelengths, often
obscuring sightlines associated with large amounts of dust. In-
cluding the fact that much of the absorbed energy is re-radiated
thermally in the infrared, it is generally understood that these
processes play a fundamental role in the determination of the
radiation field of galaxies at both small and large scales. It there-
fore has long been recognized that measuring and understanding
extinction is crucial for a large variety of astrophysical problems
(e.g. Lada et al. 1994). At the smallest scales, measuring ex-
tinction allows to constrain dust properties, such as grain sizes
and element abundances (e.g. based on models from Weingart-
ner & Draine 2001; Draine 2003). In star-forming regions, dust
extinction shields pre-stellar cores from the surrounding UV ra-
diation. On galactic scales, dust converts a large fraction of the
absorbed starlight into thermal radiation (Bernstein et al. 2002)
and at the largest scales the extra-galactic distance ladder crit-
ically depends on our understanding of the extinction law (e.g.
Nataf 2015).

The shape of the extinction curve (i.e. how extinction varies
with wavelength) has been the topic of many studies in the last
few decades. Almost 30 years ago, Cardelli et al. (1989) pro-
vided the framework for the characterization of extinction curves

based on the fundamental work by Rieke & Lebofsky (1985),
Fitzpatrick & Massa (1986), and Fitzpatrick & Massa (1988).
They introduced a parameter family to describe the shape of the
extinction curve and furthermore showed that an approximation
is possible by using just one quantity: RV ≡ AV/EB−V , with AV
as the extinction in V band and EB−V as the color excess in B−V .
This parameter is nowadays widely used to describe extinction
characteristics in general, and in particular also to probe vari-
ations in the extinction law across large spatial scales. To this
day, several key characteristics of the extinction curve remain a
controversial topic. For example, at UV to optical wavelengths,
the extinction curve is relatively featureless with the exception
of the prominent bump at 2175 Å of which the origin still re-
mains under debate. (e.g. Fitzpatrick & Massa 1986; Mathis
1994; Bradley et al. 2005).

While in the UV and optical spectral range the extinction law
is generally found to vary by a large degree for different sight-
lines, the near-infrared (NIR) extinction law is widely believed
to show little to no variation at all. Even though there are stud-
ies reporting different extinction parameters for the three NIR
bands J, H, and KS , conclusive evidence of variations depend-
ing on dust characteristics is still missing. Numerous examples
on the determination of the NIR extinction law can be found in
the literature. Most of these are based on the Two Micron All Sky
Survey (2MASS; Skrutskie et al. 2006) where some results indi-
cate variability of the law (e.g. Nishiyama et al. 2006; Zasowski
et al. 2009; Gosling et al. 2009; Wang et al. 2013; Nataf et al.
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2016), while others do not (e.g. Stead & Hoare 2009; Majaess
et al. 2016).

Investigating an often-used power-law parametrization in the
NIR (Aλ ∝ λ−γ), Stead & Hoare (2009) further complicate the
situation by claiming, that the value of the power law index is
critically dependent on the choice of the filter wavelength. They
also continue to show that previously found variations can be
explained by systematic errors. Only recently, Wang & Jiang
(2014) used APOGEE (Eisenstein et al. 2011) data to select K-
type giants scattered across the galactic plane and presented con-
vincing evidence that the NIR extinction law does not vary with
color excess. As a result, and in contrast to their previous work
(Wang et al. 2013), this result indicates that the NIR extinction
law is constant from diffuse to dense environments.

In the mid-infrared (MIR), this picture drastically changes.
Here, many different absorption features - the most prominent
ones at ∼9.7 and ∼18 µm are caused by silicates - depend on en-
vironmental conditions. This has led to a variety of results, where
some sightlines are well explained by the standard silicate-
graphite model (Draine & Lee 1984; Draine 1989; Weingart-
ner & Draine 2001; Draine 2003), while other regions (including
the galactic center) show a particularly flat distribution between
4 and 8 µm. The origin of this flat extinction law between the
NIR bands and silicate features is still not well understood (e.g.
Wang et al. 2013, 2015; Voshchinnikov et al. 2017, and refer-
ences therein).

By far the most popular targets for extinction studies in the
NIR and MIR spectrum are found in the galactic plane, and in
particular also near the galactic center. Sightlines in these di-
rections naturally provide many advantages when studying ex-
tinction in the infrared. Not only are there orders of magnitudes
more sources compared to regions far away from the plane, but
also distinct stellar populations can aid in the determination of
the extinction law. Moreover, in recent year, the Spitzer Space
Telescope (Werner et al. 2004), and in particular the GLIMPSE

1 This manuscript contains some figures with the option to switch be-
tween different layers. The implementation uses JavaScript and there-
fore only works within Adobe R© Acrobat R©.

program (Benjamin et al. 2003; Churchwell et al. 2009), have
provided a large MIR database of the these regions.

There are many examples of studies inferring the MIR ex-
tinction law from Spitzer data. Most prominently, Indebetouw
et al. (2005) used the well-known intrinsic magnitudes of red
clump giants in the galactic plane for two different sightlines to
determine the absolute extinction law for the NIR JHKS and
the Spitzer/IRAC passbands. Furthermore, the regions near the
galactic center have been particularly popular to investigate the
origins of the often-observed flat MIR extinction law (e.g. Lutz
et al. 1996; Lutz 1999; Nishiyama et al. 2009; Fritz et al. 2011).
Variations in the MIR extinction law have been detected in the
Coalsack Nebula (l ∼ 301, b ∼ −1) by Wang et al. (2013)
in the sense of having more pronounced extinction in diffuse
regions compared to dense environments. In contrast, Ascenso
et al. (2013) studied the dense cores B59 and FeSt 1-457 in the
Pipe Nebula and do not find statistically significant evidence for
a dependency of the MIR extinction law on local gas density.

In light of these often-contradicting findings, it is rather chal-
lenging to draw final conclusions about the infrared extinction
law and the origin of potential variability. Most of the above
mentioned studies concentrate on regions in the galactic plane
and use one or another combination of photometric passbands
to determine color excess ratios as a proxy for the extinction
law. In the galactic plane, however, physical conditions of the
interstellar environment are rarely well-known and measured
color excesses can be influenced by multiple, physically sepa-
rate, stacked regions along the line-of-sight. To reach a full un-
derstanding of the extinction law and its characteristics in the
infrared, it is therefore crucial to provide observational data for
regions where environmental conditions are well-known and can
be factored into the result.

In the spirit of this series of papers, we will base our inves-
tigation on the Orion A giant molecular cloud (Fig. 1; for an
overview see the first paper in this series and references therein:
Meingast et al. 2016, hereafter Paper I). Orion A is located at a
distance of 414 pc (Menten et al. 2007) toward the direction of
the galactic anti-center, and far below the plane. Since the region
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Fig. 2. The passbands used in our analysis cover the infrared wavelength
range from just below 1 µm to about 30 µm utilizing the Pan-STARRS
(z, y), VISTA (J, H, KS ; calibrated against 2MASS), and Spitzer (I1,
I2, I3, I4, M1) photometric systems. The filter curves have each been
normalized to their maximum transmission and their relative spectral
response (RSR) is shown as a function of wavelength. The two solid
gray lines are 3000 K black bodies with a normalized intensity (Inorm).
The upper line is the unmodified black body, whereas the line at the
bottom shows the resulting spectral energy distribution with 5 mag ex-
tinction in the KS band and using the RV = 3.1 Draine (2003) extinction
law.

harbors many isolated star-forming events, as well as the massive
young Orion Nebula Cluster (ONC), it provides a unique oppor-
tunity to study different physical conditions in a self-consistent
way. Moreover, the cloud is relatively well isolated from other
star-forming regions in the vicinity. This isolation assures that
any characteristics with respect to extinction are only originat-
ing from the gas and dust associated with one single molecular
cloud.

In this manuscript we will investigate the extinction law in
the infrared from just below 1 µm up to about 25 µm. Based on
statistically significant variations of the color excess ratios in
several passbands, we will show that the extinction law in the
infrared varies with environmental conditions. In particular we
will show that the most likely explanation for these variations is
the influence of the massive stars in the ONC on the surround-
ing interstellar medium. Their intense radiative feedback seems
to impact the general dust composition and changes the over-
all extinction law for both NIR and MIR passbands. Comparing
our findings to model predictions, we furthermore conclude, that
popular dust models do not sufficiently explain the global in-
frared extinction law in Orion A. Based on these findings we
will construct a new extinction map of the region and demon-
strate that cross-calibration with Herschel dust optical depth data
can be biased by cloud substructure that is not sampled by back-
ground sources.

To arrive at these conclusions, we first introduce our data
sample in Sect. 2 before continuing to give an in-depth overview
of the applied methods in this manuscript (Sect. 3). Following
this technical overview, we separate our results into two major
parts. We first investigate the characteristics of the infrared ex-
tinction law in Sect. 4, followed by the results with respect to
our new extinction map in Sect. 5. Finally, we summarize our
findings in Sect. 6.

2. Data

This section will start with an overview of our data sources and
a general description of their properties. Subsequently, we will
describe how the data sets were matched, filtered, and finally
combined into a master catalog.
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Fig. 3. Comparison of VISTA and HAWK-I photometry in J band. The
panel at the top shows the difference in photometric errors as a function
of the apparent VISTA magnitude. Similarly, the bottom plot displays
the difference in the measured source magnitudes. The histogram to the
right shows the distribution of the magnitude difference as a kernel den-
sity. Assuming a Gaussian distribution, the differently shaded areas un-
der the curve represent the 1, 2, and 3-σ limits.

2.1. Overview

To study extinction in Orion A, we include a variety of pass-
bands at infrared wavelengths. To this end, we combined several
different sets of photometric data. The bluest bands under in-
vestigation are z and y, supplied by the Panoramic Survey Tele-
scope and Rapid Response System (Pan-STARRS DR1; Cham-
bers et al. 2016; Magnier et al. 2016; Flewelling et al. 2016),
for which the observations cover the entire molecular cloud. The
bulk of the NIR photometry is based on our work presented in
Paper I. In this study we introduced a large-scale imaging sur-
vey of Orion A with the Visible and Infrared Survey Telescope
for Astronomy (VISTA; Dalton et al. 2006; Emerson et al. 2006)
which encompasses observations in the J, H, and KS passbands.
The survey covers an on-sky area of ∼18.3 deg2 with average
90% completeness limits of 20.4, 19.9, and 19.0 mag in J,H,
and KS , respectively. These data are supplemented by the obser-
vations of Drass et al. (2016), who used HAWK-I (Kissler-Patig
et al. 2008) to study the ONC and its immediate surroundings.
With a coverage of ∼0.17 deg2, they only observed a small area
of the entire cloud complex. The completeness limits for these
data are 18 mag in J and H, and 17.5 mag KS in the innermost
parts of the surveyed area (the estimated VISTA completeness
limits in the same area are a few tenths of a magnitude brighter).
Our analysis also covers the MIR bands as observed by Spitzer
in the four channels of the InfraRed Array Camera (IRAC; Fazio
et al. 2004) and the first channel of the Multiband Imaging Pho-
tometer for Spitzer (MIPS; Rieke et al. 2004). These Spitzer data
for the Orion star-forming region were provided by Megeath
et al. (2012) and cover most parts of Orion A which are asso-
ciated with large gas column-densities (∼5.86 deg2 with IRAC
and ∼11.4 deg2 with MIPS). The survey borders of the JHKS
and IRAC data are shown in Fig. 1.

Since we include a total of 10 different passbands in the
infrared we will use a consistent convention when referring to
them throughout this manuscript. While for the bands z through
KS we will simply use the original filter name, the four IRAC
channels will be referred to as I1, I2, I3, and, I4. Furthermore,
we only have access to the first MIPS channel, which will be
denoted M1. We will also make use of the first two WISE bands
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(Wright et al. 2010) for calibration purposes, which will be de-
noted W1 and W2. Furthermore, we associate the passbands z
through KS (∼0.9 – 2.2 µm) with the NIR region of the elec-
tromagnetic spectrum, while the Spitzer channels I1 through M1
(∼3.5 – 24 µm) are placed in the MIR range. An overview of our
wavelength coverage is given in Fig. 2, where the relative spec-
tral response (RSR) curves of all passbands are displayed. The
figure also shows the typical effects of extinction on a 3000 K
black body.

2.2. Cross-matching and cleaning

All catalogs were combined with TOPCAT (Taylor 2005) using
a 1′′ cross-matching radius where we only kept sources within
the survey boundaries of the VISTA data (see Fig. 1). All de-
tected sources in any band of either the JHKS or the MIR cat-
alogs were retained, independent of whether a match in another
passband was found. Only for the Pan-STARRS data we required
a match in any of the other catalogs due a large number of de-
tections of nebulosity in regions with extended emission. With
these criteria, the mean separation between VISTA and Spitzer
sources was 0.3′′and between VISTA and Pan-STARRS sources
0.14′′. For sources which were detected in multiple catalogs, we
averaged their coordinates.

The JHKS catalogs from Paper I and Drass et al. (2016) did
not require photometric transformations between each other, as
they are both calibrated toward the 2MASS photometric system.
To minimize systematic errors, cross-matched sources between
the VISTA and HAWK-I data were only retained if the magni-
tude difference was smaller than 0.5 mag. For sources which are
in agreement with this criterion, we calculated average magni-
tudes weighted by their measurement errors. For a total of 4 340
sources in the HAWK-I catalog, we find 3 827 cross-matches
with the VISTA catalog (∼88%), thus 513 new sources. About
5% of the matched sources were then removed based on their
magnitude differences. Interestingly, most of the new sources are
found in a rim around the core of the ONC and are also quite
easily distinguishable from the background in the VISTA im-
age data. The fact that they were not detected in these data can
be explained by the source detection procedure: While for the

Table 1. Basic properties for all photometric bands used in this work,
as well as corresponding source counts in our master catalog for both
the Orion A region and the control field.

Band λeff
a FWHMa,b Orion A CF

(µm) (µm) (#) (#)
z 0.87 0.10 291 259 54 730
y 0.96 0.06 233 128 40 099
J 1.24 0.22 568 116 84 686
H 1.66 0.26 743 352 83 192
KS 2.16 0.28 636 388 70 750
I1

c 3.51 0.74 192 934 30 853
I2

c 4.44 1.01 125 951 25 567
I3 5.63 1.39 21 126 -
I4 7.59 2.83 19 324 -
M1 23.21 5.32 5 914 -

Notes. (a) All parameters for the photometric passbands were ob-
tained via the Spanish Virtual Observatory (http://svo2.cab.inta-
csic.es/theory/fps3/index.php). (b) FWHM of the filter bandpass.
(c) Spitzer photometry for the control field was obtained via linear trans-
formations from WISE (Equs. 1 and 2).

HAWK-I data, the entire mosaic has been searched for sources
by eye, for Paper I we only cleaned the very central region
(11′ × 11′) by hand. This also agrees well with the similar com-
pleteness limits stated above. Figure 3 shows a comparison of all
matched sources in J band (the distributions for H and KS look
almost identical). In general, we find negligible systematic off-
sets between the two JHKS data sets (∆mag ∼ − 0.02 mag). The
magnitude difference between the two catalogs shows a standard
deviation of ∼0.15 mag across all three bands. The measurement
errors, on the other hand, show discontinuities for bright sources
due to different criteria on how 2MASS data was incorporated in
the catalogs. As expected, for faint sources, the HAWK-I pho-
tometry features smaller errors.

As our objective was to explore characteristics of dust ex-
tinction in the molecular cloud, we are furthermore primarily in-
terested in background sources as probes of the gas distribution.
Therefore, we removed foreground stars near NGC1980, as iden-
tified by Bouy et al. 2014, and Young Stellar Objects (YSOs) in
the cloud as classified by Megeath et al. (2012) and Großschedl
et al. (in prep.). Furthermore, upon creating the final extinction
map, we found that several sources produced artifacts on the re-
sulting map. Essentially all of these were associated with very
bright stars (KS . 8 mag), or their point spread function halos
in the VISTA images and therefore were also removed from our
master catalog in an iterative procedure.

2.3. Control field data

For statistical comparisons of source populations we also re-
quired photometry in the same bands for an extinction-free field
at approximately the same galactic latitude. JHKS photometry
for a suitable control field (l = 233.3, b = −19.4) is available
in our data release from Paper I. Pan-STARRS data for the z
and y bands was acquired and cross-matched in the same way as
for the Orion A science field. Only Spitzer photometry was not
available in this field. Fortunately, the first two channels of IRAC
share very similar transmission curves when compared to the
two bluest WISE bands which enabled us to calculate a simple
linear transformation between them. Due to the lower resolution
of the WISE image data, we relaxed our cross-matching radius
to 2 ′′ between the NIR sources and WISE, but required a de-

Article number, page 4 of 20

76 Chapter 4 Infrared Extinction in Orion A



Stefan Meingast et al.: VISION - Vienna Survey in Orion

0 1 2
H KS (mag)

0 1 2
H KS (mag)

0 1 2
KS I1 (mag)

0 1 2
KS I1 (mag)

0 1 2
I1 I2 (mag)

0

1

2

J
H

(m
ag

)

0 1 2
I1 I2 (mag)

0

1

2

J
H

(m
ag

)

0

1

2

H
K S

(m
ag

)

0

1

2

H
K S

(m
ag

)

0

1

2

K S
I 1

(m
ag

)

0

1

2

K S
I 1

(m
ag

)

Fig. 5. A subset of color-color diagrams constructed from our master-catalog. The left-hand panels show data for the Orion A region, while the
panels on the right-hand side show the same combinations for the extinction free control field. Evidently, the Orion A field is heavily affected by
reddening due to dust in the molecular cloud. The Spitzer photometry for the control field was derived with a linear transformation from WISE
data and therefore shows a larger dispersion when compared to the high-sensitivity data of the Spitzer Orion program.

tection with VISTA. In addition we required a photometric error
smaller than 0.5 mag in each band. For the fit, we obtained All-
WISE photometry (Cutri et al. 2013) in the corresponding bands
and derived the linear transformation equations using the method
later described in Sect. 3.1. Using the profile-fitting photometry
in the catalog (columns w1mpro, w2mpro and their associated
errors), we find an almost perfect 1:1 correlation for both bands,
for which the transformation equations read

I1 = 0.999 ×W1 + 0.011 (1)
I2 = 1.003 ×W2 − 0.003. (2)

As an example of the well-behaved fit between the two systems,
we show the correlation between I1 and W1 in Fig. 4 (the corre-
lation between I2 and W2 looks almost identical).

2.4. Master catalog

With the criteria listed above we constructed our final master
catalogs for both the Orion A, as well as the control field. Num-
ber counts and basic passband properties of all bands under
consideration are tabulated in Table 1. Furthermore, a selection
of color-color combinations is displayed in Fig. 5 for both the
Orion A region (left-hand panels) and the control field (right-
hand panels). Clearly, the Orion A field is affected by a signifi-
cant amount of reddening when compared to the extinction-free
control field. In almost all diagrams a clear distinction between
extragalactic sources and main sequence stars is visible (e.g.
J − H ∼ 1, H − KS ∼ 0.8, KS − I1 ∼ 1.2). Another interest-
ing feature in the Orion A diagrams is the clearly discernible
changing extinction vector: the slope in the diagrams gets sig-
nificantly steeper from H − KS to I1 − I2 indicating decreasing
extinction differences in the two bands constituting each color.
For example, in the diagrams including I1 − I2, the extinction
vector is almost vertical.

A closer look at the control field diagrams, including
the transformed Spitzer photometry, reveals a non-negligible
amount of additional noise compared to the original Spitzer
Orion A photometry. Most prominently, the stellar main se-
quence at I1 − I2 ∼ 0 is significantly broader in the control field.
This presents a problem for statistical comparisons. We will ex-
amine this issue further in Sect. 5 where these diagrams are used
to construct an extinction map. For the remainder of this article,
all further analysis is based on this master-catalog and through-
out the individual sections we will refer to various subsets on
multiple occasions.

3. Methods

In this section we will give an in-depth overview of all methods
used in this manuscripts. In particular, this includes mathemat-
ical background on how we fit observed noisy data with linear
relations (Sect. 3.1), how to derive an infrared extinction law
(Sect. 3.2.1), and how to measure extinction for point-sources
(Sect. 3.2.2). Finally, we will also describe how to use these
point-source measurements to construct the smooth gas distribu-
tion in the ISM in the plane of the sky with extinction mapping
procedures (Sect. 3.2.3).

3.1. Linear fitting

Many results derived in this manuscript depend on reliable lin-
ear fitting procedures. Moreover, our interpretations and analy-
sis also depend on the statistical significance of the resulting fit.
For this purpose, we develop in this section a robust Bayesian
framework which takes errors in both dimensions into account
and ultimately enables us to derive reliable model parameters.
The resulting framework is then employed in combination with a
Markov chain Monte Carlo (MCMC) ensemble sampler. Specif-
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ically, we define a likelihood function which can be numerically
optimized and also can, in principle, take any form, but must
be an appropriate choice for the given data characteristics. The
MCMC algorithm derives suitable model parameters by sam-
pling the parameter space in a so-called “chain”. Individual po-
sitions in the chain are chosen based on the used samplers (e.g.
Metropolis; Mackay 2003) and at each position in the chain, the
posterior probability is evaluated. The probabilities at each step
constitute a “trace” and these traces allow statistical evaluations
for each parameter. Here, we always choose to use the mean
and the standard deviation of the traces to describe the model
parameters and its uncertainties. For reasons of simplicity and
reproducibility we chose the emcee2 MCMC ensemble sampler
(Foreman-Mackey et al. 2013; Hogg et al. 2010). This imple-
mentation allows to optimize model parameters with respect to a
given pre-defined model likelihood. Details on how emcee con-
structs the chains are given in Foreman-Mackey et al. (2013).

The MCMC approach requires to define a model for our data
and an associated likelihood. We start by defining a simple linear
relation between generic values on the abscissa and the ordinate
in a Euclidean space, which is given by

y(x | α, β) = α + βx (3)

where α is the intercept, and β the slope. Furthermore, we define
our generic observed dataset as

X = {xi, yi} (4)

where the xi and yi are the measurements with corresponding
errors σx,i and σy,i. We also define the unknown true values x̄i
and ȳi, which are connected to the above set via

xi = x̄i + εxi (5)
yi = ȳi + εyi . (6)

Here we a adopt a normal distribution for the errors ε in both
coordinates such that

εxi = N(0, σ2
xi

) (7)

εyi = N(0, σ2
yi

). (8)

Given these assumptions and our data set, we can derive a model
likelihood, for which the dispersions in x and y along the linear
relation are described by normal distributions, which in turn are
characterized by the measurement errors. Thus, the probability
for each data point, given α and β defining a model as in Equ. 3,
is

P(xi, yi | α, β, x̄i, σx,i, σy,i) =
1√

2πσyi

exp
− (yi − α − βx̄i)2

2σ2
yi

×

1√
2πσxi

exp
[
− (xi − x̄i)2

2σ2
xi

]
, (9)

where we already take the linear relation, described by the inter-
cept α and slope β, into account to eliminate the true values ȳi.
This definition, however, still includes the unknown true values
of xi, x̄i. For our application we therefore need to find a way to
eliminate them as well. In the following lines we will derive our
final model likelihood along which we will also deal with this
issue.
2 Description, documentation, and source code are available at
http://dan.iel.fm/emcee/current/

The full posterior probability distribution of the model pa-
rameters α and β, given the set of measurements X can be rewrit-
ten to include the true values x̄i.

P(α, β | X, σx,i, σy,i) =

∫
P(α, β, x̄i | X, σx,i, σy,i) dx̄i (10)

Following Bayes’ theorem, the term in the integral can be written
as

P(α, β, x̄i | X, σx,i, σy,i) ∝ P(X | α, β, σx,i, σy,i, x̄i) P(α, β, x̄i) (11)

The right-hand side of this relation splits up into the likelihood
function P(X | α, β, σx,i, σy,i, x̄i) and the so-called prior func-
tion P(α, β, x̄i). For simplicity, we assume a flat prior on x̄i, i.e.
P(x̄i) = 1. Also, the normalization (the denominator in Bayes’
theorem) can be ignored in our case since it is a constant and
would only become important if we attempted to compare dif-
ferent model definitions. Thus, Equ. 10 becomes

P(α, β | X, σx,i, σy,i) ∝ P(α, β)
∫

P(X | α, β, σx,i, σy,i, x̄i) dx̄i. (12)

The likelihood function for the data ensemble X, given by
P(X | α, β, σx,i, σy,i, x̄i), can be constructed by multiplying over
all i

P(X | α, β, σx,i, σy,i, x̄i) =
∏

i

P
(
xi, yi | α, β, x̄i, σx,i, σy,i

)
, (13)

which, together with Equ. 9 can be inserted into Equ. 12, giving

P(α, β | X, σx,i, σy,i) ∝P(α, β) ×
∏

i

∫
1√

2πσyi

exp
− (yi − α − βx̄i)2

2σ2
yi

×

1√
2πσxi

exp
[
− (xi − x̄i)2

2σ2
xi

]
dx̄i. (14)

This relation contains an integral over the product of two Gaus-
sians, i.e. a convolution, and thus can be rewritten as a single
normal distribution. Furthermore, by rearranging the argument
of the exponential term in the first Gaussian function, we are
also able to eliminate x̄i during this process. The integral in the
above equation then evaluates to
∫

P(X) dx̄i =
1√

2π(σ2
yi

+ β2σ2
xi

)
exp

− (yi − α − βxi)2

2(σ2
yi

+ β2σ2
xi

)

 . (15)

Defining

ξ2
i = σ2

y,i + β2σ2
x,i (16)

allows to rewrite our likelihood function which finally reads in
logarithmic form

ln P (X | α, β, ξi) ∝ −1
2

∑

i

ln
(
2πξ2

i

)
+

(yi − α − βxi)2

ξ2
i

 . (17)

This likelihood allows to efficiently derive optimized linear fit-
ting parameters, taking measurement errors in both dimensions
into account. Interestingly, Clutton-Brock (1967) also investi-
gated this issue and arrive at the same final likelihood definition,
using a more traditional approach.

For the posterior probability defined in Equ. 11 we also need
the prior function P(α, β). Here, we chose a uniform prior for
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our application and write the logarithmic prior for the intercept
α and the slope β in the form of a piecewise function:

ln P(α, β) =

{
0 αlow ≤ α ≤ αhigh ∧ βlow ≤ β ≤ βhigh

−∞ otherwise
, (18)

where αlow, αhigh, βlow, and βhigh are reasonable choices for the
given application. For instance, when fitting color-color dia-
grams, we know that the intercept must be close to 0. We will,
however, be very conservative with the choice of our priors,
which mostly are needed for faster convergence of the numer-
ical optimization process. Finally, with the prior given in Equ.
18 and the likelihood given in Equ. 17 we can calculate the pos-
terior probabilities of the model parameters α and β from Equ. 12
as

ln P(α, β | X, ξi) ∝ ln P(X | α, β, ξi) + ln P(α, β) (19)

We want to close this section on our linear fitting algorithm
by acknowledging that we are fully aware that our choice of a
Gaussian distribution is not always strictly true. However, for
most problems it is extremely challenging to define accurate
likelihood functions. For instance, when fitting color-color di-
agrams, the intrinsic distribution of stellar colors and the depen-
dence of this distribution on extinction (faint low-mass stars have
different colors than bright high-mass stars) produce a highly
complex spread in colors along the extinction vector, which is
very difficult to model without prior information on the intrinsic
source characteristics. Therefore, choosing a gaussian likelihood
presents a very good compromise between the actual distribution
and neglecting these errors in the first place, as is usually done
when facing such problems.

3.2. Measuring extinction

In the following sections we discuss our procedures to derive
an extinction law from photometric data, to extinction for single
sources, and to construct the smooth column-density distribution
from these measurements.

3.2.1. Deriving an extinction law

Many previous studies have derived extinction laws for a vari-
ety of different sightlines. In general, methods relying on spec-
troscopic data have proven to be very effective for determining
the line-of-sight extinction as a function of wavelength for in-
dividual sources. For these, the underlying procedure relies on
comparing spectra of the target of interest to an extinction-free
source. On the other hand, the availability of photometric sur-
veys, covering large spectral and spatial ranges, has also led to
the development of techniques to derive extinction laws for the
various available photometric passbands.

In general, these methods can be split into absolute deter-
minations of the extinction law with respect to wavelength, and
relative measurements. In the case of absolute determinations, a
direct calibrator is required. Noteworthy examples of such cali-
brations can be found in Indebetouw et al. (2005), Schlafly et al.
(2010), and Schlafly & Finkbeiner (2011). Indebetouw et al.
(2005) parametrized the apparent magnitudes of red clump gi-
ants to determine the interstellar reddening as a function of dis-
tance. Schlafly et al. (2010) measured the main-sequence turnoff
at the blue edge for various SDSS colors and then fitted this “blue
tip” with a reddening-dependent relation, whereas Schlafly &
Finkbeiner (2011) compared measured SDSS colors to model-
predicted source colors.

In contrast, studies determining only a relative dependence
of the extinction law require a zero-point to calibrate their re-
sults (e.g. Flaherty et al. 2007; Ascenso et al. 2013). In our case,
we will also only determine a relative extinction dependence,
mainly because it is very challenging to establish an absolute
law for the specific case of the Orion A molecular cloud based
on photometry. One can easily imagine that techniques relying
on a distinct population of red giant stars can not be applied here
due to the location of the cloud near the galactic anti-center and
∼20◦ below the plane. Also, our limited field-of-view which, to
a large extent, is heavily affected by dust-extinction, makes sta-
tistical determinations of features in color space (e.g. the blue
edge) unreliable without prior assumptions on the dust distribu-
tion. Another reason for our choice of a relative calibration is
that the interpretation of our findings does not depend on a di-
rect calibration.

Here, we will derive a wavelength-dependent extinction law
for a variety of photometric passbands based on the source distri-
bution in a set of color-color diagrams. The basis for this method
lies in the definition of a source’s color excess

Em1−m2 = (m1 − m2) − (m1 − m2)0 (20)
= (m1 − m1,0) − (m2 − m2,0) = Am1 − Am2 , (21)

where Em1−m2 is the notation for the color excess measured in
the passbands m1 and m2 (e.g. J and H). This excess is simply
the difference between the measured apparent color (m1 − m2)
and the intrinsic color (m1 − m2)0 of the same source, or the
difference in extinction in the two passbands (Am1 − Am2 ). Using
two color excesses in differently combined passbands the color
excess ratio βmλ

is defined as

βmλ
=

EJ−mλ

EJ−KS

=
AJ − Amλ

AJ − AKS

, (22)

and represents the slope in the diagram plotting the two parame-
ters against each other. Here, mλ denotes one of the several pass-
bands we investigate in this manuscript and Amλ

refers to the ex-
tinction in this particular band. Furthermore, for all applications
we will use J − KS as the baseline of this parameter. This choice
offers both a large range in measured colors (∆(J − KS ) > 8 for
many areas) and superior number statistics.

Upon extending the total extinction ratio Amλ
/AJ and substi-

tuting with a rearranged Equ. 22 we find

Amλ

AJ
=

AJ − (AJ − Amλ
)

AJ
= βmλ

(
AKS

AJ
− 1

)
+ 1. (23)

Using this equation, we see that the total extinction ratio for any
passband can be determined by measuring the slope βmλ

and as-
suming a value of AKS /AJ . For the remainder of this manuscript
we adopt AJ/AKS = 2.5 ± 0.15

(
AKS /AJ = 0.4 ± 0.024

)
as pub-

lished by Indebetouw et al. (2005). However, since this conver-
sion necessarily includes further systematic errors, we prefer to
make any comparisons directly with the fitted color excess ratio.

A closer examination of the equations 20, 21, and 22 reveals
that the determination of βmλ

requires knowledge about the in-
trinsic source colors. It is, however, possible to bypass this re-
quirement. Ignoring differences across the filter bandpasses due
to varying spectral energy distributions, all sources in a color-
color diagram are pushed in the same direction along the ex-
tinction vector in a diagram plotting the apparent colors of the
sources. Thus, the slope in the distribution of apparent source
colors equals the color excess ratio in Equ. 22.
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One caveat of this assumption is tied to the intrinsic source
color distribution in color-color diagrams. That is to say that the
intrinsic color distribution of the stellar main sequence is not
parallel to the extinction vector which can introduce a bias in
the measured slope. Ascenso et al. (2012) developed a technique
to fit color-color diagrams taking this effect into consideration.
However, preliminary tests with our data showed that the appli-
cation of this method is unreliable in our case because the intrin-
sic source color distribution rapidly changes for fields with vari-
able extinction. In other words, for large amounts of reddening,
only intrinsically bright background sources are visible through
the cloud, while for regions with low extinction, the full stellar
main sequence along with a set of galaxies are sampled in the
diagram. For example, when searching for a spatially variable
extinction law, this difference in the sampled source population
introduces a bias in the fitting results, because the intrinsic color
distribution will be different for the individual fields. In contrast,
when dealing with a spatially limited field with a well defined
background source population, this method minimizes the bias
introduced by the distribution of intrinsic source colors (for an
application, see Ascenso et al. 2013).

In our case, the influence of the intrinsic source color distri-
bution is minimal in the first place, since the fields we investigate
show a very large range of apparent source colors. Typically we
find ∆(J −KS ) > 8 mag for our fields, whereas changes in intrin-
sic stellar colors are mostly limited to ∆(J − KS ) < 1 mag. Thus,
the slope difference between intrinsic source colors and the dis-
tribution generated by pushing sources along the extinction vec-
tor only leads to a broadening of the source distribution along
the extinction vector. Using our linear model defined in Sect. 3.1
this broadening will be taken into account when fitting the vari-
ous color-color diagrams by introducing a systematic noise term
which will later be discussed in the relevant sections.

3.2.2. Estimating line-of-sight extinction with photometry

Over the last decades a number of methods have been developed
to derive extinction from point-source measurements including
the well-established techniques relying on measured stellar col-
ors (e.g., Lada et al. 1994; Alves et al. 1998; Lombardi & Alves
2001; Majewski et al. 2011; Juvela & Montillaud 2016). In this
work we use the recently published Pnicer method (Meingast
et al. 2017) to derive the extinction toward point sources us-
ing their measured colors with a given extinction law. Briefly
summarized, Pnicer builds on and extends some of the above
mentioned methods. The routine applies machine learning tech-
niques to photometric measurements of extincted sources, in
combination with reddening-free control field data, to determine
the extinction along the line of sight. In particular, Pnicer fits
Gaussian Mixture Models along the extinction vector in arbitrary
numbers of dimensions to derive probability densities describ-
ing the extinction for each source. This process also effectively
bypasses often-used simplifications of the reddening-free source
distribution. In this way, Pnicer circumvents many issues related
to the more traditional methods mentioned above when highly
sensitive photometric data are used. For example, the bias intro-
duced by comparing the source population of highly extincted
regions with extinction-free control field data can be eliminated
by choosing a large number of dimensions (see Fig. 4 in Mein-
gast et al. 2017). Pnicer does neither require any prior knowl-
edge of the projected gas density distribution, nor does it rely
on any model predictions. The method is strictly data-driven and
outperforms the above mentioned techniques when the observed
source population includes a significant amount of late-type stars

and galaxies which can introduce a complex pattern in the color
distribution of the observed sources. Furthermore, Pnicer also is
capable of reproducing results derived with the established meth-
ods for more simple setups (e.g. when using 2MASS data) and
is therefore applicable in a multitude of setups.

3.2.3. Extinction mapping

As with determining the line-of-sight extinction toward single
sources, there are also a number of mapping techniques avail-
able to construct the smooth projected gas surface density from
photometric measurements. Traditionally, methods relying on
the number density of sources have been used as a proxy for
the density-distribution of gas in the interstellar medium (e.g.,
Bok & Cordwell 1973; Cambrésy 1999; Dobashi et al. 2005)
and these continue to be useful to this day (e.g. Beitia-Antero
& Gómez de Castro 2017). Extinction measurements based on
stellar colors have also been widely used in the past. Based on
the work of Lada et al. (1994), Lombardi & Alves (2001) in-
troduced the multi-band technique Nicer which uses a weighted
average smoothing process to calculate an extinction map (see
also Alves et al. 2001). The pixel values in such extinction maps
are weighted averages derived from line-of-sight “pencil-beam”
measurements towards single sources. To combine this method
with Pnicer, we convert the derived extinction probability densi-
ties to discretized values with the expected value of the distribu-
tion (see Sect. 3.3 in Meingast et al. 2017).

Extinction mapping techniques based on discrete measure-
ments of line-of-sight extinctions all suffer from unresolved sub-
structure in the cloud: A given set of stars in a defined region
(e.g. a pixel of an extinction map) only provides a limited num-
ber of samples of the (presumably smooth) column-density dis-
tribution of a molecular cloud. Moreover, the measured back-
ground sources have a higher probability to sample the low-
column density parts of a cloud because larger extinctions push
more background sources beyond the sensitivity limit of the ob-
servations. To counter this effect, Cambrésy et al. (2002) intro-
duced a method which combines color-based reddening calcula-
tions with star counts. Later, Dobashi et al. (2008) introduced a
percentile-based method to minimize this bias and finally Lom-
bardi (2009) published the so-called Nicest method which has
already found many applications in recent years (e.g. Lombardi
et al. 2011; Alves et al. 2014). Nicest adds an additional weight-
ing factor - 10αNicestkmλAmλ - to the spatial smoothing process which
attempts to correct for the unresolved cloud substructure. Here,
αNicest refers to the slope in the expected number counts and
the factor kmλ

represents the extinction law in the passband mλ.
When combining higher numbers of dimensions, however, these
coefficients are not straight-forward to determine. We will there-
fore derive the best-fitting value in an iterative procedure.

4. The infrared extinction law in Orion A

In this section we present, discuss, and interpret our findings
with respect to the infrared extinction law in Orion A. Firstly,
we will derive an average extinction law for the entire survey re-
gion. Subsequently, we continue to investigate spatial variations
in our sample, by separately exploring the effects of the local
environment, as well as a potential dependence on gas (column-
)density.
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Fig. 6. Fitting results for the color excess ratio in H band. The panel on
the left-hand side shows the filtered source distribution in a greyscale
scatter plot, where the greyscale is proportional to the number density
in this parameter space. The thin blue contours refer to 0.5, 10, 40, and
80 % of the maximum source density. Also plotted is the resulting fit
as the orange dashed line. The panel on the right-hand side displays
the posterior probability distribution for the intercept αH and the slope
βH (the color excess ratio). The ellipses are the 1-, 2-, and 3-sigma co-
variances of the distribution. Projected to the top and to the right are
normalized kernel densities of the resulting distribution for each param-
eter. The differently shaded filled areas under the curve highlight the 1-,
2-, and 3-σ ranges.

4.1. Fitting color-color diagrams

As outlined in Sect. 3.2, we use a series of color-color diagrams
with various passband combinations to determine color excess
ratios as a proxy for the extinction law. By investigating Fig. 5 in
more detail, it becomes apparent that all such combinations show
a rather complex distribution in the multivariate color spaces.
Since we are interested only in the effects of reddening, ideally
only a well defined subset with sources of similar intrinsic col-
ors should be used to fit the relation (e.g. Wang & Jiang 2014).
As we do not have thorough source classifications for the en-
tire sample, we start by reducing the amount of contamination
with various filtering steps. To this end, subsets for each band
have been defined to reduce the dispersion, resulting from in-
trinsic source colors, as well as the contamination by galaxies,
nebulosity, and other spurious detections. Each band was treated
separately with the following conditions:

– Only sources with photometric errors smaller than 10 % were
considered.

– For the Pan-STARRS bands, each source had to have at least
10 independent detections (nz, ny > 10). This criterion sig-
nificantly reduced the amount of nebulous detections.

– For Spitzer data we only considered sources brighter than
(14, 13, 13) mag in (I1, I2, I3). The main purpose here was
also to reduce the amount of false detections (for I4, the error
criterion above was enough to create a clean subset).

– To effectively remove extended sources, which in general
have significantly different intrinsic colors compared to stars,
we used the flags from the catalog in Paper I (Class_cog = 1
∧ Class_sex > 0.9).

– In addition to the criteria listed above, a few dozen remaining
contaminating sources were removed by hand.

Applying the above criteria to our master-catalog resulted in a
remarkably clean selection of bright main sequence stars. Never-
theless, this reduced set still contained sources of different intrin-
sic colors. Intrinsic colors of stars show natural broad sequences,
which are, in general, not parallel to the extinction vector. Thus,
an additional systematic noise term is present in these data and as
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Fig. 7. Similar to Fig. 6, we here show the fitting results for H when
splitting the survey region in East-West direction along l = 210◦. Our
MCMC fitting method determines a significant difference in the color
excess ratios for the two sub-regions, indicating a variable extinction
law across the molecular cloud.

a consequence, the dispersion in both axes along the extinction
vector is not fully described by the photometric measurement
errors anymore. Due to these characteristics, extincted sources
along the reddening vector are affected by a systematic broad-
ening in addition to their photometric errors. For accurate linear
fitting, however, this term needs to be accounted for.

To include the above mentioned additional dispersion fac-
tor, we measure the natural width of the main sequence in the
extinction-free control field for each color. Here, we use the
previously defined filtering criteria (the list above) on the con-
trol field data and add the variances accounting for the natural
broadening to the corresponding squared photometric errors be-
fore running the fitting procedure. The variances of our dataset,
σ2

x,i and σ2
y,i (Equ. 4), therefore become

σ2
x,i = σ2

x,i,phot + σ2
x,i,intrinsic (24)

σ2
x,i = σ2

y,i,phot + σ2
y,i,intrinsic, (25)

where the subscript “phot” refers to the measured errors of the
photometry and “intrinsic” to the width of the intrinsic color dis-
tribution as measured in the control field. The resulting total vari-
ances become rather large due to this additional systematic term,
which, however, is well balanced by the large amount of avail-
able data points.

In addition to these modifications, we furthermore only in-
clude sources satisfying J − KS > 1 mag in the fit. This value
represents the typical red limit in this color for unextincted late-
type main sequence stars and therefore ensures that only sources
which are at least minimally affected by extinction are included
in the fit. Furthermore, we define the prior function (Equ. 18)
with generous limits for the slope and the intercept as

ln P(α, β) =

{
0 −5 ≤ α ≤ 5 ∧ −10 ≤ β ≤ 10
−∞ otherwise

. (26)

This definition allows very large ranges in both parameters and at
the same time helps to speed up the convergence in the Markov
chain.

We note here, that in our case for accurate determinations of
the color excess ratios, we also need to allow the intercept αmλ

to be a free parameter in the fit. This is necessary since each
color is characterized by a different intrinsic mean, leading to
asymmetric offsets in the color-color diagrams. Furthermore, we
also note that the actual dispersion along the reddening vector
is also a function of extinction: only intrinsically bright back-
ground sources (early spectral types) will be visible in regions
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Table 2. Fitting results for the color excess ratio (slope) βmλ
= EJ−mλ

/EJ−KS and the intercept αmλ
using all data for the entire Orion A molecular

cloud. Due to this definition, the values for J and KS are fixed. Tabulated are the average values for the cloud (Sect. 4.2), results from the literature
(βmλ ,lit) including the reference, as well as the fitting results when splitting the survey region at l = 210◦ into East and West parts (Sect. 4.3). Also
the relative difference in βmλ

between East and West regions (∆β) is given. The total extinction ratios relative to the KS band and the associated
errors have been calculated using Equ. 23 and adopting AJ/AKS = 2.5 ± 0.15 mag.

Band 〈αmλ
〉 〈σα〉 〈βmλ

〉 〈σβ〉 βmλ,lit 〈Amλ
/AKS 〉 〈σAmλ /AKS

〉 βmλ,East σβ,East βmλ,West σβ,West ∆β
(mag) (mag) (%)

z -0.306 0.009 -1.371 0.007 -1.5601 4.56 0.29 -1.372 0.009 -1.334 0.012 2.8 ± 1.1
y -0.410 0.008 -0.925 0.007 -0.9201 3.89 0.24 -0.930 0.009 -0.903 0.011 3.0 ± 1.6
J - - 0.000 - - 2.50 0.15 0.000 - 0.000 - -
H 0.094 0.002 0.636 0.002 0.6402 1.55 0.10 0.643 0.002 0.624 0.003 -3.0 ± 0.6
KS - - 1.000 - - 1.00 - 1.000 - 1.000 - -
I1 -0.070 0.014 1.239 0.008 1.2433 0.64 0.09 1.224 0.010 1.264 0.012 3.2 ± 1.2
I2 -0.096 0.023 1.297 0.012 1.3073 0.56 0.09 1.281 0.016 1.321 0.019 3.0 ± 1.8
I3 -0.059 0.023 1.335 0.012 1.3313 0.50 0.09 1.323 0.015 1.358 0.021 2.6 ± 1.9
I4 -0.052 0.021 1.324 0.011 1.3293 0.51 0.09 1.329 0.013 1.319 0.024 -0.8 ± 2.1
MS -0.172 0.089 1.364 0.044 1.3703 0.45 0.11 1.376 0.069 1.342 0.059 -2.5 ± 6.8

References. (1) Schlafly & Finkbeiner (2011); (2) Indebetouw et al. (2005); (3) Flaherty et al. (2007).

of high column-density, thus reducing this systematic dispersion
for increasingly redder colors. However, instead of introducing
more systematic errors by adding an additional model compo-
nent, we chose to be conservative and use the same intrinsic color
dispersion for all sources in a given color combination.

4.2. The average extinction law

After applying the filtering steps as listed above to the data col-
lection, we first derived an average extinction law for the en-
tire Orion A molecular cloud by fitting all available data in each
band. The results of this procedure are (among others) tabulated
in Table 2 for each band, where the measured color excess ratios
βmλ

are also converted to total extinction ratios Amλ
/AKS using

Equ. 23 and AJ/AKS = 2.5± 0.15 mag adopted from Indebetouw
et al. (2005). With this equation it also becomes trivial to convert
the measured slopes into total extinction ratios, in case a differ-
ent zero-point is desired. As a representation for all bands, Fig. 6
shows the fitting results for the H band. Also displayed are the
posterior probability distributions of the color excess ratio βH
(the slope) and the intercept αH . In the specific of case of H, we
find 〈βH〉 = 0.636±0.002, thus a statistical error well below 1%.
Upon converting this value to the total extinction ratio, we also
take the errors from Indebetouw et al. (2005) into account. We
then find AH/AKS = 1.55 ± 0.1.

Due to the introduction of this additional error component
when converting the fitted slope to total extinction ratios, it is
far better to directly compare the color excess ratios βmλ

to re-
sults available in the literature. For the Pan-STARRS bands z
and y, we convert the results of Schlafly & Finkbeiner (2011)
to βz,lit = −1.56 and βy,lit = −0.92. Compared to our values of
βz = −1.371 and βy = −0.925, only y band matches, while for
z we find a clear deviation. This, however, can be caused by the
different normalization as Schlafly & Finkbeiner (2011) list the
extinction for the other NIR bands in the UKIRT photometric
system. In contrast to our data, the UKIRT K band is slightly
different compared to VISTA KS .

In the NIR, literature results generally agree very well with
our value. Most prominently, the often-cited work by Indebe-
touw et al. (2005) and Wang & Jiang (2014) both find βH,lit =
0.64. Other results for this specific value are from Martin &
Whittet (1990): 0.63; Nishiyama et al. (2006): 0.64; Stead &

Hoare (2009): 0.65; Wang et al. (2013): 0.65. All of these are
in excellent agreement with our findings and reinforce our con-
viction that the chosen fitting model and the filtering procedure
accurately describe the color excess ratios. Also, we emphasize
here that the calibration toward total extinction ratios with the re-
sults from Indebetouw et al. (2005) is not in conflict with these
findings, because we derive the slope β prior to the conversion.

Flaherty et al. (2007) already derived the total extinction ra-
tios for Orion A in the IRAC bands with data from the Spitzer
Orion program. In contrast to our study, they used the less sensi-
tive 2MASS observations to fit the color excess ratios and there-
fore have fewer data points for their analysis. Nevertheless, also
here, our values are in excellent agreement with their result of
βI1,lit = 1.243, βI2,lit = 1.307, βI3,lit = 1.331, and βI4,lit = 1.329.
For M1, they did not derive the extinction for Orion A, but find
βM1,lit = 1.37 and 1.32 for Serpens and NGC 2068/2071, respec-
tively, which also agrees extremely well with our findings.

4.3. Spatial variations across the cloud

The results presented in this section are split into two parts.
Firstly, we investigate how the extinction law varies across the
projected surface of the molecular cloud and, in particular, be-
tween regions which are affected by the intense radiation from
the massive stars in the ONC. Secondly, we test whether the ex-
tinction law is constant when fitting regions with variable gas
densities.

4.3.1. Dependence on environment

Among all nearby star-forming regions, the Orion A molecular
cloud presents a unique opportunity to study variations in the ex-
tinction law across different environments. While the western3)
parts of the cloud are affected by feedback from the hot, ionizing
radiation of the massive stars, located in or near the ONC, to the
East we find much more quiescent regions with smaller groups
of YSOs and isolated star-forming events. Thanks to the supreme
sensitivity of the VISTA observations, it becomes possible to
systematically study changes in the color excess ratios for indi-

3 In this manuscript, we always refer to the galactic coordinate frame
when using cardinal directions.
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vidual regions. With about 10 times more detected sources than
previous surveys, the new JHKS data are generally a much bet-
ter match in sensitivity to the Spitzer data compared to 2MASS,
enabling us to cross-validate our findings with multiple bands.

Our selection of the sub-regions is displayed in Fig. 8 for
which we repeat the fitting procedure with the same setup as out-
lined before in Sect. 4.2. In order to investigate spatial variations
due to different environments, in a first step we split the survey
region in East-West direction into two parts along l = 210◦. This
border separates the relatively cold L1641/L1647 regions from
the ONC and its surroundings. The results for the color excess
ratios for both sub-regions are also tabulated in Table 2 and Fig. 7
visualizes the fitting results for the H band.

Despite sharing a visually very similar distribution, the
MCMC procedure finds a statistically significant difference for
the color excess ratio, implying a variable extinction law. For H,
we find a 3-σ significance in the differences of the two slopes,
while for z, y, I1, and I2 we find 1-σ differences. The other bands
(I3, I4, M1), unfortunately, do have have the necessary sample
sizes to infer a significant difference within the errors. Taking a
closer look at the left-hand side panel of Fig. 7, at first glance, it
seems that there is very little difference in the distribution. Look-
ing closer, however, it is possible to see a small difference in the
distribution. Even to the eye, the l > 210◦ sample (orange) shows
a trend towards larger J−H values with increasing J−KS as the
data systematically envelope the other sample at the upper edge
of the distribution (e.g. at J − KS ≈ 3, J − H ≈ 2 mag).

Nevertheless, even though our linear fitting setup is already
very conservative regarding statistical and systematic errors, at
this point one can still be very skeptical about our findings.

Therefore, as verification of this result, we compared the fitted
color excess ratios for all bands to a variety of model predic-
tions. For optimal comparison, we converted all model values
to our slope convention, βmλ

= EJ−mλ
/EJ−KS , by integrating the

available tables over the filter transmission curves.
Fig. 9 shows our fitted slopes as a function of wavelength

on top of the models from Weingartner & Draine (2001, here-
inafter WD01), Draine (2003, D03)4, and Voshchinnikov et al.
(2017, model 25; V17), as well as the data from Rosenthal et al.
(2000). These models represent a mixture of dust particle char-
acteristics and size distributions. The D03 models are based on
case A of Weingartner & Draine (2001) which consists of car-
bonaceous and silicate grains with sizes ranging from a few Å to
several µm. D03 adjusted the size distribution for these models
where for RV = 3.1 the grain abundance was reduced, while for
RV = 5.5 the abundance was increased. The WD01 RV = 5.5
model in Fig. 9 refers to case B in their work case B contains a
significant fraction of very large carbonaceous dust grains (1 –
10 µm), while case A stops at around 1 µm. The work by V17 is
based on laboratory measurements of optical properties of three-
layered spheres with the specific aim to understand the widely
observed flat MIR extinction law. The comparison to Rosen-
thal et al. (2000) is especially interesting as they measure an
infrared extinction curve toward OMC-1 which lies very close
to the ONC.

One particularly interesting observation of our results refers
to the difference in the color excess ratio between the East and
West region, which we also list in Table. 2 (∆β). Here, we find

4 The models from WD01 and D03 are available for download at
https://www.astro.princeton.edu/ draine/dust/dustmix.html
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Fig. 9. The infrared extinction curve of Orion A in terms of the color excess ratio βmλ
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on the right axis of the plot is the conversion of this ratio as given in Equ. 23 with values adopted from Indebetouw et al. (2005). The extinction law
as predicted from models by Weingartner & Draine (2001, WD01), Draine (2003, D03), and Voshchinnikov et al. (2017, V17) is displayed with
various lines. The red dotted line is the fit of Rosenthal et al. (2000) to their data for OMC-1 near the ONC (including the ∼3.1 µm ice feature).
The blue and orange circles show our measurements for the East-West split of the survey region.

that for the East-West split, all passbands up to I3 show a de-
viation of ∼3%. For the passbands z, y, I1, I2, and I3 we find a
positive difference, while for H this difference is negative. More
specifically, for the region including the ONC and its surround-
ings (l < 210◦), we see larger βmλ

values for the Pan-STARRS
and the Spitzer MIR bands, while in H βmλ

is smaller. In refer-
ence to Fig. 9, we note that the same characteristic is also present
in the dust models. Considering for the moment only the mod-
els of WD01 and D03, we can see a different behaviour of βmλ

when comparing the RV = 3.1 to the RV = 5.5 models: While
for z, y, and the MIR Spitzer bands, βmλ

is systematically smaller
for RV = 5.5 compared to the 3.1 models, in H this trend is re-
versed (note that due to our color excess ratio definition we have
fixed values of βmλ

for J and KS . Only for H band we derive
an independent estimate of the slope). Excluding the I4 and M1
channel with their much larger uncertainties, we see the exact
same behaviour in our fitted color excess ratios. This comparison
therefore serves as a critical reinforcing argument with respect
to the statistical significance of our linear fits. If our derived val-
ues were to be affected by an additional systematic noise com-
ponent (e.g. biased photometry near the ONC due to extended
emission), we would not expect to see such an agreement in the
trends, but rather a random distribution.

To investigate the origin of these variations in more detail,
we divided our dataset into even smaller sub-regions. These def-
initions are shown in Fig. 8 and are adjusted so that (a) regional
variations can be mapped and (b) there were still a reasonably
significant amount of sources available. Due to the latter crite-
rion, it was only possible to get reliable fits for H, I1, and I2.
The other bands did not have the necessary amount of measured
sources to support such an analysis. Also here we repeated the
fitting procedure for each sub-region with the same setup as be-
fore. The resulting color excess ratios for the three passbands
are displayed in Fig. 10. The order of the regions in the figure
is organized in such way that the galactic longitude overall de-
creases from left to right. In H band there is a clearly visible
trend towards smaller β for decreasing longitude. Starting with
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Fig. 10. Color excess ratios βmλ
in H, I1, and I2 for the sub-regions of

Orion A as defined in Fig. 8. From left to right, overall the galactic lon-
gitude of the regions decreases. The dashed horizontal lines represent
the averages across the entire cloud. The slopes for L1641/L1647 are
systematically larger than the average in H (smaller for I1 and I2), while
for regions near the ONC, we observe the opposite behaviour.

the ONC-S region and continuing toward the western parts, the
values of β are systematically smaller than the average value for
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the cloud (the dashed horizontal line). Furthermore, the values
for the L1641 regions are fairly constant and are near or slightly
above the average. Within the error bars this is also true for
L1647. The regions near the ONC, on the other hand, can be
associated with value of βH smaller than the average (with the
exception of ONC-NE).

For I1 and I2, three regions (ONC-NE, ONC-S, and ONC-
East) had to be omitted in this analysis, because these were only
partly covered by the Spitzer survey and did not include the nec-
essary number of sources to produce a reliable fit. Even though
the results for these two bands are not as convincing as for H,
the general trend persists. Moreover, in agreement with model
predictions, also here β increases for the regions near the ONC,
while for H the color excess ratio decreases. In light of all these
findings, we finally conclude, that our results are indeed reli-
able and significant, which show that the infrared extinction law
varies across the cloud. These variations are only of the order
of 3%, but this value is consistent across the six passbands z
through I3.

4.3.2. Dependence on column-density

Due to external environmental effects on local dust characteris-
tics, it is also reasonable to assume that embedded regions (i.e.
regions with large extinction) harbor different dust grains com-
pared to more exposed parts of a molecular cloud. To test this
dependency, we repeated the fitting procedure once again, but
this time on samples with variable amounts of extinction. As ex-
tinction is directly proportional to a source’s color, we performed
this test by restricting our samples with a series of color thresh-
olds in J − KS . Because of our previous result on the variable
infrared extinction law in East-West direction across the survey

region, we need to take extra precautions here. Therefore, for an
unbiased result, we performed this test only for the sub-region
defined by l > 210◦ (L1641/1647), which shows a relatively
constant behaviour in the color excess ratio. The results of the
fit are visualized for H in Fig. 11, where the posterior probabil-
ities for the intercept and the slope are shown. The distributions
for I1 and I2 look almost identical with the exception of larger
errors.

Across all passbands and sub-regions, and within the statisti-
cal significance of our fits, we are not able to determine a varia-
tion in the color excess ratio as a function of J − KS color. How-
ever, the regional variations determined above are of the order
of only a few percent. The smaller sample sizes with increas-
ing color threshold lead to increasingly large errors in this de-
termination for high extinction thresholds. Therefore, our sam-
ple size may not be large enough to make a final assessment on
an extinction-dependent color excess ratio in Orion A. Never-
theless, these results agree with the findings of Wang & Jiang
(2014) who also concluded that the NIR extinction law does not
vary with gas density.

4.4. The shape of the Orion A infrared extinction curve

Studying Fig. 9 in more detail, reveals several interesting find-
ings with respect to the general trend in the infrared extinction.
Overall, we find that our fitted color-excess ratios are well traced
by the various models. In particular, we see a flat MIR extinction
curve, very similar to the ones that have been observed toward
the galactic center (e.g Wang et al. 2015, and references therein).
This contrasts to the findings of Rosenthal et al. (2000) for the
OMC-1 region. Compared to our measurements of a relatively
flat MIR extinction law in the IRAC channels, their data suggests
a continued decline in the extinction toward the 9.7 µm feature.
The same trend is seen in both D03 models. Our interpretation
of this discrepancy is, that the work by Rosenthal et al. (2000)
traces only very local conditions within OMC-1, which are not
representative for the extinction law on larger scales in this re-
gion. However, they also state, that their derived extinction min-
imum at 6.5 µm is not very well constrained. On the other hand,
the WD01 RV = 5.5 (case B) model along with the new results
from V17 are a much better match to our results in the MIR.

Agreements between a measured flat MIR extinction and the
WD01 RV = 5.5 case B model are often interpreted as an indica-
tor of the presence of very large grain sizes (up to 10 µm). The
comparison to the model by V17, however, shows, that this must
not necessarily be the case. The V17 size distribution is based
on work by Hirashita & Voshchinnikov (2014), who investigate
dust grain growth over several hundred Myrs. Their initial distri-
bution is taken from case A of WD01, thus only featuring smaller
grain sizes. Even after a few Myrs, dust particle sizes do not ex-
ceed 1 µm, yet the new models of V17 are able to explain the flat
MIR extinction curve.

In H, the situation is reversed. Here, the Rosenthal et al.
(2000) and D03 RV = 3.1 models fit much better to our color
excess ratios and the models that fit best to our MIR findings
(V17 and WD01) are by far the worst matches for this passband.
Even worse, for both M1 and the Pan-STARRS bands z and y,
yet another set of models seems to reproduce our findings better.
It therefore seems, that these dust models are not able to fully
reproduce the infrared extinction law from ∼ 1 to ∼30 µm, but
are tuned to fit a narrower range. In conclusion for the overall
infrared extinction law in Orion A, we argue that grain sizes are
not the only necessary factor to explain variations, but more so-
phisticated models are required.
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Fig. 12. Comparison of source densities for consecutive passbands. The
individual panels show the ratio of source densities for two particu-
lar passbands (e.g. J and y in the topmost panel) evaluated with a 1′
Epanechnikov kernel. The color scale indicates the gain (or loss) of
the redder band over the bluer. Clearly, the JHKS VISTA observations
show overall the best sampling of sources in the region and even red-
der bands include more extincted sources in the cloud. Due to the small
difference in the extinction between I1 and I2, the source density gain
is negligible for I2. The apparent large-scale pattern for the second and
third panel from the top is caused by the variable completeness of the
VISTA observations.

Our analysis also revealed a variable extinction law in East-
West direction across the survey region: Toward the East of the
ONC we find a systematically different extinction law as in re-
gions near the cluster. Because of the above mentioned caveats
when comparing our color excess ratios to dust models, it is al-
most impossible to arrive at a conclusion with respect to a vari-
ation in specific dust characteristics. As disappointing as it is,
for the moment we can only conclude that the grain population
in general changes across the cloud. Whether this is due to grain
sizes, different particle structures, or abundances, we can not say.

We can however, speculate on the origin of these variations.
The bottom panel of Fig. 8 highlights the dust temperature de-
rived with black body fits to Herschel and Planck dust emis-
sion measurements. In this figure it is clearly visible that the
L1641/L1647 regions have a significantly lower dust tempera-
ture (10 – 15 K), while the other parts are apparently heated by
the hot stars in the cluster. Even in the ONC-East region, which
is spatially clearly separated from the cluster region, it seems
that cold dust is surrounded by a layer of much warmer mate-
rial. In contrast, the L1641W region, which is (in this projected
view) closer to the cluster, does not have such an apparent layer
of warm dust. It therefore seems, as if L1641 sits in the shadow
of the cloud and is shielded from the intense radiation originat-
ing in the massive cluster stars. Therefore, the conclusion here

is, that the radiative feedback from the hot stars significantly im-
pacts the dust grain population.

Considering that we found variations in the color excess ra-
tio of the order of only 3%, we furthermore argue that research
into variations of the infrared extinction law (in particular for the
NIR) should be carried out in environments where systematic er-
rors, or external effects can be controlled to at least some extent.
For instance, when determining the extinction law for various
sightlines near the galactic center or in the plane, it becomes
very difficult to control the influence of physically separate re-
gions along the line of sight, potentially diluting signals of the
order of only a few percent. Thus, such studies should ideally be
carried out in isolated environments, such as the Orion A molec-
ular cloud.

5. Orion A extinction map

Following the determination and discussion on the extinction
law in the previous sections, this section concentrates on cre-
ating a new extinction map for Orion A.

5.1. Preparations

From our analysis of the variability of the color excess ratio it
is not entirely clear which regions exactly are characterized by a
given infrared extinction law. We were able to determine a trend
in East-West direction which is most likely caused by the feed-
back from the massive cluster stars. However, drawing an exact
border is not possible. For this reason we construct an extinc-
tion map for the entire survey region with the average extinction
law determined in Sect. 4.2 (see Table 2). To calculate the indi-
vidual color excesses for each source in our catalog, we use the
Pnicer method (see Sect. 3.2.2 for details) which is able to com-
bine photometric measurements in arbitrary numbers of dimen-
sions. Usually, including more dimensions (i.e. more passbands)
helps to decrease the statistical noise in the extinction calcula-
tions. However, the more bands included, the more susceptible
the method becomes to systematic errors. For example, in our
case the Pan-STARRS photometry is often affected by extended
emission, leading to systematic offsets in the measured magni-
tudes which are not accounted for by the statistical error from the
photometry. Furthermore, in the case of our combined photomet-
ric master catalog, it may not even be necessary to include some
bands due to very different sensitivity limits and the number of
available sources in general.

To find an optimal compromise, we investigated the source
densities across the survey area for each band. The results for a
subset of these is shown in Fig. 12, where the gain in number
density is plotted for consecutive passbands. Easily visible is the
tremendous source density gain between the Pan-STARRS y and
the VISTA H band. Not only do the NIR VISTA bands suffer
much less from extinction (Fig. 2), but also the survey in general
is tuned to observe much fainter objects. Another significant gain
in the entire region is achieved when using H over J band. For
KS over H and I1 over KS we find significantly more sources in
the highly extincted regions. From the first to the second IRAC
channel there is almost no gain due to the very small difference
in extinction in these two bands (see Fig. 9).

In light of these findings, we chose to include only the NIR
bands J, H, and KS , as well as I1 in the MIR. We specifically
chose to not include I2 due to the small length of the extinction
vector in I1 − I2, which can lead to large systematic errors when
determining the color excess with just these two bands. More-
over, I2 does not add sources to the highly extincted regions
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compared to I1. The Pan-STARRS bands are omitted, because
they include significantly fewer sources than the VISTA obser-
vations and do not sample the high column-densities in the first
place.

Pnicer relies on intrinsic color determinations in a control
field. As outlined in Sect. 2, we do not have access to suitable
Spitzer control fields data and therefore use transformed WISE
photometry (equations 1 and 2). However, as the WISE data are
associated with larger uncertainties, the intrinsic color distribu-
tion is expected to be significantly broader compared to Spitzer
data. This is readily visible in the comparison of the Orion A
data to the control field in Fig. 5. Furthermore, it would also be
beneficial to reduce the scatter in the NIR data due to photomet-
ric errors for a better description (i.e. narrower sequences) of the
intrinsic colors.

For this purpose we fit Gaussian Mixture Models to the den-
sity distributions in the three-dimensional color space (J − H,
H − KS , KS − I1) incorporating the measurement errors. In
Bayesian statistics in astronomy, this process is commonly re-
ferred to as extreme deconvolution (Bovy et al. 2011). We use
the astroML5 Python implementation (Vanderplas et al. 2012;
Ivezić et al. 2014) of this method and apply it to the control
field data in all three dimensions simultaneously. The number
of model components (Gaussians) is chosen by minimizing the
Bayesian Information Criterion (BIC; Schwarz 1978)

BIC = −2 ln L + k ln N, (27)

where k is the number of model parameters, N the number of
sources, and L the likelihood of the data under the given model.
This is necessary because, one common caveat of such meth-
ods is that in principle it is possible to artificially increase the
likelihood of models by increasing the number of components.
The BIC definition attempts to correct for this fact by introduc-
ing a penalty term which includes this number (k). In our case
the BIC showed a very flat distribution starting with about 5 –
10 Gaussians. However, by visually inspecting the fitting results
we found that some features of the distribution were only repro-
duced by relatively high numbers of Gaussians (20 – 30). The
5 Source code and description available at http://www.astroml.org and
https://github.com/astroML/astroML.

fitting results of our final choice of 25 Gaussians is shown in
Fig. 13. The cloned distribution of the XD resampling provides a
very clean sample of the color space. Moreover, the resampling
process of the data space successfully produced a distribution
which reduces the influence of photometric errors in the control
field. We used this resampled distribution of the color space to
draw 106 randomly selected sources to construct a model control
field. Using Pnicer we then calculated line-of-sight extinctions
for all sources which had independent measurements in at least
two bands.

5.2. The extinction map

Before creating an extinction map one further complication was
to select the correct density correction scaling factor αNicest
(Sect. 3.2.3). This parameter represents the slope of the lumi-
nosity function and depends on the used bands. For NIR JHKS
data this value typically is 1/3 (Lombardi 2009). Here, however,
we also include the Spitzer I1 channel which complicates the sit-
uation. Instead of trying to empirically derive the correct factor,
we created a series of preliminary extinction maps with variable
correction factors (αNicest = [0, 1] in steps of 10−2). The goal
of this exercise was to calculate the extinction-corrected source
density map and minimize the dispersion therein. The minimum
value was found at αNicest = 0.25.

One major disadvantage of extinction mapping with discrete
line-of-sight samples is the method’s dependency on the num-
ber of available background sources. The number density of the
sources in highly extincted regions ultimately restricts the reso-
lution of the map. Here, the case of the Orion A molecular cloud
is one of the more difficult regions with respect to extinction
mapping. This is because the cloud is located toward the galac-
tic anti-center and also well below the galactic plane, thus of-
fering intrinsically very few background sources. For essentially
all other nearby molecular clouds (e.g. the Ophiuchus molecu-
lar cloud or the Pipe Nebula) many more background sources
are available, since they are projected against the galactic bulge.
For these regions it is rather common to achieve much better
extinction map resolutions compared to Herschel dust emission
maps. To determine this limit for the given data, we created a
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Fig. 14. Orion A extinction map constructed with VISTA and Spitzer data. At the top, panel (a) shows the extinction map in KS magnitudes with a
resolution of 1′. Panel (b) displays the associated 1-σ errors and (c) the number of sources used for each pixel to calculate the average extinction.
The bottom panel (d) shows the source density when adjusted with the Nicest technique, which applies a correction factor to account for a bias
due to cloud substructure.

series of extinction maps with a variety of resolutions following
the method described in Sect. 3.2.3. We found that the limit in
resolution lies at about 1′. With this value only very few pixels
could not be sampled in the high density regions of the cloud
due to a lack of background sources. Well-sampled pixels are
only achieved at lower resolutions of about 1.5′– 2′. We there-
fore provide a series of extinction maps calculated at different
resolutions which will be made available to the community via
CDS.

Figure 14 shows the final Orion A extinction map at 1′ res-
olution in units of KS band extinction. In particular, we used
a gaussian kernel with FWHM = 1′ which was truncated at 5
standard deviations and a pixel size of 0.5′ for sufficient sam-
pling. The figure also includes further statistics for each pixel:
the extinction error (1-σ), the number of sources (N), and the
corrected sources densities resulting from Nicest (ρ). The ex-
tinction map offers a large dynamic range at much better res-
olutions than the previously available map of Lombardi et al.
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Fig. 15. Relation between Herschel-Planck dust optical depth at 850 µm
(τ850) and dust extinction in KS . The orange solid line is our linear fit
with the slope γ = 3042 mag. The dashed orange line is the previous
fit of Lombardi et al. (2014b, γ = 2640 mag) who used an extinction
map based on 2MASS data. They also limited their fit to τ850 < 2 · 104,
as indicated by the vertical dashed line, while we use the entire range
displayed in this figure. We find a ∼ 15% larger slope in the relation due
to much better sampling of the cloud’s substructure.

(2011) and traces the dense gas structure of the cloud very well.
The map tracing the number of the used sources (N) clearly out-
lines the regions of high extinction. In contrast, the flat corrected
source density map indicates a reliable substructure correction
with Nicest. Only very localized prominent features are visible
which are caused by parts in the VISTA image and the source
catalog where the correction factor is not applicable. This can
be either due to extremely bright stars with halos on the images
(ρnorm ∼ 0), or due to stellar clusters in cloud (ρnorm & 0.2). For
such regions a density correction based on the expected number
of sources not valid and leads to the residual pattern across the
density map.

5.3. Herschel-Planck re-calibration

The final maximum resolution of our extinction map of 1′ is still
well above the resolution of the dust emission measurements by
Herschel (∼36′′). Thus, for the case of Orion A, it is practical to
use the higher-resolution Herschel dust thermal emission mea-
surements and convert them to column-density estimates. This
procedure has been performed a number of times in the recent
past for various cloud complexes (e.g. Stutz et al. 2010), but here
we will use the method introduced by Lombardi et al. (2014b).
To convert the far-infrared dust emission to column-density esti-
mates, the authors used Herschel and Planck data to estimate the
dust optical depth at 850 µm (τ850) in the cloud by fitting mod-
ified black bodies to each pixel in the various channel maps. In
a subsequent step, the resulting map of dust optical depth was
converted to extinction (and therefore column-density) by cross-
calibration with an extinction map. Here, the assumption was
made that the dust optical depth and extinction share a linear

correlation described by

AK = γτ850 + δ. (28)

For a reliable fit, an upper limit in the parameters is necessary,
because a linear correlation is expected to be only valid up to the
point where the extinction map is unbiased. With typical 2MASS
extinction maps this limit can be set to τ850 = 2 · 104 (Lombardi
et al. 2014b; Zari et al. 2016). With our new extinction map,
which features a much larger dynamic range, this limit is ex-
pected to be pushed to higher values.

For fitting the relation we also use the MCMC-based method
outlined in Sect. 3.1. In this case our prior function (Equ. 18)
takes the form

ln P(δ, γ) =

{
0 −1 ≤ δ ≤ 1 ∧ 0 ≤ γ ≤ 104

−∞ otherwise
, (29)

where now δ is the intercept, and γ the slope. In this case, how-
ever, we are not able to estimate additional systematic uncer-
tainties in the correlation and rely only on the statistical errors
derived for the extinction map and the dust optical depth. For
this reason, the error in our fit is severely underestimated.

In Fig. 15 we plot the relation between extinction in the KS
band against the dust optical depth at 850 µm along with our
fitting result. Clearly, the linearity of the relation seems to per-
sist beyond the previously adopted value and we fit the entire
range up to τ850 = 105. We find a slope of γ = 3042 mag,
which is about 15% steeper when compared to the previous fit
of Lombardi et al. (2014b), who derived γ = 2640 mag. In light
of additional unknown systematic errors, we round this value to
γ = 3050 mag.

We now continue to investigate and discuss the origin of the
discrepancy in the correlation of dust optical depth and extinc-
tion between the results of Lombardi et al. (2014b) and our fit. A
detailed comparison of the extinction maps from 2MASS (Lom-
bardi et al. 2011) and our new map reveals the reason. Figure 16
shows a comparison of the pixel values for 3′ extinction maps
(the resolution of the 2MASS map) created from 2MASS and
VISTA data, respectively. This comparison is shown for three
different magnitude limits, in the sense of only including sources
brighter than the given limit to create the map. For the typical
2MASS sensitivity limit of 14.5 mag in KS , the map values share
a 1:1 correlation. However, when including more sources in the
VISTA map (2MASS tops out at ∼14.5 mag), a clear trend to
higher extinctions in each pixel becomes visible. The most likely
reason for this is that individual pixels have significant cloud
substructure which only gets sampled when enough background
sources are available. In the case of the typical 2MASS magni-
tude limit, only relatively few background sources are available
per pixel. Thus, structure with a size smaller than the resolution
of the map is partly not being sampled. In contrast, the VISTA
data offer an order of magnitude more background sources which
significantly increase the sampled area.

The maps, for which we display the pixel values in Fig. 16
have been created using the Nicest substructure correction (Sect.
3.2.3). This correction is in principal designed to minimize such
an effect, however, a certain bias will still remain if structures are
not sampled by background sources in the first place. It therefore
seems likely, that the 2MASS observations were apparently not
sensitive enough to provide a full sampling of the cloud substruc-
ture. This trend continues for even higher magnitude limits but
changes become less significant when approaching the sensitiv-
ity limit of the VISTA data (KS ∼ 19 mag). Still, we can not say
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with absolute confidence that the new data sample the substruc-
ture up to a point where no more improvements could be found
by including even more background sources.

Other values for γ between extinction and dust optical
depth in the literature are published for Orion B (∼3460 mag;
Lombardi et al. 2014b) and for the Perseus cloud complex
(∼3900 mag; Zari et al. 2016). Also here the authors used
2MASS extinction maps, and both clouds share a similar un-
favourable position compared to Orion A with respect to the
number of available background sources. Orion B lies at about
the same distance as Orion A but is closer to the galactic plane.
The Perseus cloud, on the other hand lies significantly closer
(240 pc), which reduces the problem with structure not being
sampled by background sources. Nevertheless, for these clouds
it seems reasonable to assume that they are also affected by this
problem to a certain extent. Furthermore, we also can not ex-
clude the possibility that the different calibrations of the Her-
schel dust optical depth measurements are also affecting this re-
lation.

The value of γ, in principle, can be correlated with physi-
cal conditions of the dust since it is proportional to the opac-
ity at 850 µm, and the extinction coefficient in the KS passband
(∼2.2 µm). In light of our findings with respect to cloud sub-
structure and the consequential introduced bias in the slope, we
conclude, that at the moment it is difficult to make decisive phys-
ical interpretations, given a particular value of γ. More studies in
regions, where extinction maps convincingly sample the entire
cloud structure are necessary to arrive at a better understanding
of the slope γ. Similar to what we found with the new VISTA
data for Orion A, future observations will provide better insight
into this problem. In particular, the VISTA Star Formation Atlas
6 will performs high-sensitivity, wide-field JHKS observations
of major nearby star-forming complexes. The NIR photometry
will enable the construction of high resolution extinction maps,

6 VISIONS - The VISTA Star Formation Atlas is an ongoing ESO pub-
lic survey and is based on this paper series. More information is avail-
able at http://visions.univie.ac.at.

with well-sampled pixels and therefore will provide further in-
sight into this problem.

6. Summary

In this second publication in the context of the Vienna Survey
in Orion, we have investigated infrared extinction properties in
the Orion A molecular cloud complex. The main results of this
paper are as follows.

1. We combined several large-scale photometric databases,
covering a wavelength range from just below 1 µm to about
25 µm. Our master catalog includes NIR data from Pan-
STARRS, as well as HAWK-I and the VISTA observations
presented in Paper I. The MIR is covered by Spitzer IRAC
and MIPS photometry. A detailed description of our final cat-
alog is given in Sect. 2.

2. Our results critically depend on the reliability of linear fit-
ting procedures. For this reason, we have developed a two-
dimensional Bayesian framework which is used together
with a Markov chain Monte Carlo algorithm. Specifically, we
have derived a model likelihood which takes measurement
errors in both dimensions into account. This framework can
be adapted to include more complex models and therefore
can be used in a multitude of additional aspects far beyond
the general scope of this publication. The final model likeli-
hood is given in Equ. 17, for which a detailed derivation can
be found in Sect. 3.1.

3. We derived the infrared extinction law in Orion A by fitting
color excess ratios in a variety of color-color diagrams. Here,
we first measured the average extinction law (Sect. 4.2), and
continued to investigate spatial variations across the molec-
ular cloud complex (Sect. 4.3). Fitting results and the total
extinction ratios for all included passbands are available in
Tab. 2. The results for the fitting procedures are visualized
for the H passband in Figs. 6 and 7. For the average extinc-
tion law we find excellent agreement compared to results in
the literature.
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4. For the passbands up to about 6 µm we find statistically sig-
nificant spatial variations in the color excess ratios of the or-
der of 3%. We investigated the origin of these variations by
splitting the survey into distinct sub-regions (Fig. 8). Here,
we find a clear signature, that those regions, which seem to
be affected by radiative feedback from the massive stars in
the ONC, show a different extinction law when compared to
other star-forming sites in the cloud (Fig. 10).

5. To support and interpret our results on the spatial variations
from the linear fitting procedure, we compared our findings
to various model predictions (Fig. 9). Here, we found that the
general trends can be reproduced by the models, reinforcing
our claim with respect to a variable extinction law. However,
a more detailed analysis revealed that these models are not
able to fully explain all details of our findings across the en-
tire infrared spectral range.

6. The Orion A MIR extinction law is characteristically
flat, similar to many other recently investigated sightlines
(Fig. 9). This result contradicts previous investigations in
the Orion A region. Furthermore, flat MIR extinction is
oftentimes associated with extraordinary large dust grains
(∼10 µm). However, a comparison with recently published
dust grain models shows that this must not necessarily be the
case (Sect. 4.4).

7. Based on the derived average extinction law, we constructed
a new extinction map of Orion A with a resolution of 1′
(Fig. 14). We compared this map to Herschel dust optical
depth measurements (Sect. 5.3) and derived a new calibra-
tion to convert these data to extinction (Fig. 15). However,
we also found alarming evidence, that the calibration of Her-
schel data is likely biased by cloud substructure which is not
sampled by background sources (Fig. 16). Another source of
systematic uncertainty in this correlation may be the conver-
sion of the dust optical depth from Herschel dust emission
measurements itself.

Finally, we want to highlight that Orion A presents a unique op-
portunity to study the extinction law in an unbiased way. Many
well-known results in the literature are based on measurements
in the galactic plane and specifically toward the galactic center.
In these regions, however, it is difficult to interpret the extinction
law and its variations, since many physically separate layers of
interstellar material can overlap along the line of sight. There-
fore, and in light of our findings on the variations in the extinc-
tion law, we argue that it is extremely difficult to find such small
deviations (3%) in these regions. Moreover, since Orion A hosts
the nearest massive star-forming region, it is the ideal location
for detailed investigations into dust grain populations and their
generic properties under the influence of radiative feedback.
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5Conclusions & Outlook

In the final chapter of this thesis I provide a concise summary of the major results
of my thesis work. Moreover, large parts of this section are dedicated to follow-up
projects with particular emphasis on how to further improve our understanding of
nearby young stellar systems and currently ongoing star formation in molecular
clouds within 500 pc.

5.1 Summary of results

In each of the three preceding chapters I presented a first author publication with
a focus on infrared extinction in the Orion A molecular cloud. Below, I provide
a list of the most important results across all three manuscripts. The following
summary concentrates on the essential points with respect to the original thesis
goals as given in Sect. 1.2.

1. Large-scale NIR ESO VISTA observations have been conducted of the star-
forming Orion A molecular cloud complex. This survey covers ∼18 deg2 in
the NIR bands J , H, and KS and constitutes the basis of the Vienna Survey
in Orion (VISION) project and is furthermore the foundation of all results in
this thesis. The telescope and imaging systems are described in Sect. 1.2.1,
while a detailed account of the observations themselves is given in Sect. 2.4.

2. Initial investigations of the raw telescope data showed that the data reduction
pipeline environment, employed by ESO, delivers less-than-ideal quality of the
reduced data products. Most notably, the image quality in the assembled tiles
is significantly degraded during reduction, but also biases in the photometry
with respect to extinction measurements are introduced. A detailed account
of the discovered problems is given in Sect. 2.5.1.

3. To avoid the issues with the original data reduction software, a completely
independent pipeline environment has been developed. Details on all indi-
vidual processing steps are given in Sect. 2.5. This new software package
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is currently not publicly available because it is being further developed for
follow-up observations at the moment.

4. The new pipeline environment has been used to reduce the ESO VISTA
observations to produce the so far most comprehensive database of NIR
photometry of the Orion A molecular cloud. An account of data products is
given in Sect. 2.6. In addition to the survey data products, I also performed a
brief analysis of the YSO population of the cloud (Sect. 2.7) to demonstrate
the data quality, where I also identified previously unknown YSO candidates.

5. In Sect. 3.3 and 3.4, I demonstrated that traditional techniques to measure
line of sight extinction fail to produce satisfactory results when used together
with deep photometric data. The main reason for this issue is the detection
of significant amounts of extragalactic objects, which were not taken into
account in the design of most previous methods. This called for the develop-
ment of a new method to calculate line of sight extinction toward observed
sources.

6. The new method, named PNICER in reference to the original techniques
(NICER, NICEST), is presented in Sect. 3.5, where also the theoretical back-
ground and practical examples are given. PNICER requires photometry from
multiple passbands, as well as similar observations of a nearby unextincted
control field. Interstellar extinction is estimated by fitting Gaussian mixture
models along the extinction vector to determine a source’s intrinsic photo-
metric properties. Section 3.6 validates PNICER based on a comparison with
results from the literature. Overall, PNICER delivers more reliable results than
traditional techniques in regions of high column-densities and is capable of
de-reddening millions of sources within a matter of seconds. The method is
publicly available for download as a Python package and will be the backbone
for future extinction measurements with upcoming NIR surveys.

7. The Orion A NIR photometry, together with the PNICER method, was used
for an analysis of infrared extinction in the molecular cloud complex. In a
first step, I introduced a linear fitting framework to enable robust calculations
of the infrared extinction law via color excess ratios (Sect. 4.5.1). By fitting
a series of color-color diagrams, I derived the infrared extinction law in the
Orion A molecular cloud from 1 to ∼25µm (Sect. 4.6).
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8. The average extinction law for Orion A (Sect. 4.6.2) is generally in very good
agreement with results from the literature. The MIR is characterized by flat
extinction, similar to many other recently observed sightlines in the Galaxy.

9. By repeating the fitting procedure for several sub-regions of the cloud, I discov-
ered that the infrared extinction law is variable across the cloud (Sect. 4.6.3).
The variability of the extinction law persists from 1 to at least ∼6µm and
amounts to only ∼3%. The fact that the extinction law varies also in the
NIR is the first clear evidence of such a characteristic. In contrast to my
findings, previous results typically use a variety of different sightlines, leading
to inhomogeneous samples and contradicting results (see Sect. 4.3 for an
account).

10. While the general trend in the variation of the extinction law follows model
predictions, a detailed investigation of the physical origin (e.g. different grain
sizes) remains difficult (Sect. 4.6.4). This is because the observed trends
could not be consistently explained within a single theoretical framework. For
example, models with exceptionally large dust grains can reproduce the flat
MIR extinction just as well as a smaller grain size distribution from another
model which uses different grain structures and compositions. However, the
origin of the variations seems to be associated with the massive cluster stars.
Regions which apparently are affected by radiative feedback systematically
show a different extinction law compared to more quiescent parts of the
cloud.

11. Based on the average extinction law in the cloud, I constructed a new high-
resolution extinction map of Orion A (Sect. 4.7). This map reproduces the
spatial structures observed in dust emission very well and improves previous
results in resolution and sensitivity with respect to high column-densities. A
detailed comparison of dust extinction to dust optical depth revealed biases in
the calibration of column-density maps, which can have a significant impact
on both already published and future results. While extinction and optical
depth still correlate linearly, a clear trend with sampling becomes visible. It
therefore seems that gas mass estimates based on dust emission data can be
significantly underestimated.

The above mentioned findings demonstrate that the entire Orion A molecular
cloud remains one of the most interesting, yet still puzzling, objects to study the
earliest stages of star formation. Follow-up work is necessary to address remaining
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questions and investigate newly emerged issues with respect to the findings of my
thesis work. In particular, the cluster stars should be confirmed as the origin of
the variable infrared extinction law, and also the specific physical differences of
the dust grain population across the cloud should be investigated in more detail.
One approach here would be to take NIR and MIR spectra of well-characterized
background sources and employ a spectroscopic comparison of extincted sources
across the cloud complex. One problem, however, remains in the fact that the
variations of the infrared extinction law are only at the percent level. A pilot study
would be necessary to clarify whether such small differences are even measurable
with an analysis based on spectroscopy. A spectroscopic investigation in the MIR
would also enable a detailed study of particular extinction features and their
variations, such as the 3.1µm water ice and the 9.7µm silicate feature. Moreover,
the posed questions, together with the developed methods presented in this thesis
can, in principle, be applied to all other nearby star-forming regions. For example,
an investigation of the extinction law and the cross-calibration with dust emission
data (via optical depth) in other nearby clouds would provide a solid, homogeneous
foundation to further investigate grain properties.

The results of this thesis were only made possible by observing Orion A with state-
of-the-art instrumentation which provide high-quality photometric data. Among
the nearby molecular clouds, similar observations are currently only available for
the Orion B cloud (Spezzi et al. 2015). For this reason, it would be highly desirable
to have access to similar photometry with comparable or better quality for other
nearby molecular clouds. This specific follow-up work has already been put into
action and I dedicate the last section of my thesis to this new project which runs
under the acronym VISIONS.

5.2 VISIONS - VISTA Star Formation Atlas

While working on my thesis projects, the research group in Vienna, and in particular
myself, have developed extensive skills and expertise regarding large-scale imaging
observations and precision photometry in the NIR. In 2015, ESO published a call
for Letters of Intent for research groups to declare interest in leading new projects,
utilizing the VISTA telescope together with VIRCAM for a new generation of public
surveys. These public surveys are very large programs which last over several
years and usually are based on international collaborations. Their aim is to provide
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(publicly available) critical data to the astronomical community to address a wide
variety of research topics. The procedures specified by ESO dictated that the project
would only be accepted after passing two additional review stages, where first a
full proposal was to be submitted, followed by a detailed Survey Management Plan.
Only after passing all three stages, the survey would finally be implemented where
the entire procedure up to the final decision typically takes more than one year and
includes several reviews and iterations by different panels.

With the newly developed experience from the work presented in Chapter 2,
a team, consisting of about 30 collaborators and led by the research group in
Vienna, successfully applied for ∼550 hours of observing time under the program
name VISIONS - VISTA Star Formation Atlas. This name also reflects the intimate
connection to the Vienna Survey in Orion (VISION). The observations commenced
in April 2017 and are scheduled to be completed after three years by April 2020.
VISIONS is a direct outcome of my thesis project and will be the main focus of my
work over the next few years. In this section, I will first briefly outline my own
contributions to the project and then continue to discuss the scientific motivation,
the survey’s objectives, and the implementation.

5.2.1 Own contribution

I was involved in VISIONS from the very beginning. The main motivation to
start this project was the successful VISION program, based on observations of
the Orion A molecular cloud with VISTA as presented in Chapter 2. Specifically,
the developed technical expertise was fundamental to the eventual success of
the project. While João Alves (thesis advisor) is the principal investigator of the
program, I am part of the survey management team as Co-PI. Specifically, I have
formulated some of the final science cases, for which I will also take a leading role
in the future when the first reduced data arrive. Moreover, I was responsible for the
design of the entire survey strategy and now continue to coordinate the survey team
during the period of the observations. Also, I have written major parts of the Phase
1 proposal and essentially the entire Survey Management Plan1. Furthermore, I
note that much of the presented information in the next sections is also available
in either of these two documents to which I have contributed significantly.

1The VISIONS proposal is currently not publicly available, but will be added to the VISIONS home-
page (visions.univie.ac.at) at a later stage. The Survey Management Plan can be downloaded
from ESO’s public survey website https://www.eso.org/sci/observing/PublicSurveys.html
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5.2.2 Motivation

During the past decade a tremendous wealth of new data has been provided to the
astronomical community, most notably from well-known space observatories such
as Spitzer (Werner et al. 2004), WISE (Wright et al. 2010), Herschel (Pilbratt et al.
2010), and Planck (Tauber et al. 2010; Planck Collaboration et al. 2011a). These
missions provided measurements in the MIR and submillimeter spectral ranges
where certain stages of the formation of a new star can be observed directly. The
VISIONS project represents the complement to these surveys in the NIR, providing
deep, wide-field, high image quality (seeing . 1′′) ground-based observations. The
observed regions encompass the well-known star-forming complexes of Ophiuchus,
Lupus, the Pipe Nebula, Corona Australis, Chamaeleon, and Orion for a total on-sky
coverage of more than 500 deg2.

In general, the survey was designed, on the one hand, to provide state-of-the-art
NIR photometry for all nearby star-forming regions, which are accessible from the
southern hemisphere, similar to the data presented in this thesis. On the other
hand, the observations also aim at opening a new parameter space for all stars
in the observed regions: proper motions. In this respect, VISIONS will be fully
complementary to upcoming Gaia data releases (Gaia Collaboration et al. 2016).
While Gaia will map the 3D distribution and space motions for the nearby young,
optically revealed populations with distances to better than 1%, this new public
survey will enable measurements of proper motions for embedded sources, as well
as low-mass objects. Such sources are difficult to detect (or not visible at all) with
Gaia because they are intrinsically faint at optical wavelengths. Thus, VISIONS and
Gaia will together allow the construction of 3D maps of the nearby star-forming
interstellar medium.

The VISIONS program will monitor large fields around nearby star-forming
regions twice per year over the duration of at least three years, providing a total of
six position measurements. Together with information from previous VISTA public
survey programs, the baseline for measuring proper motions can be extended to
about 8 – 10 years for large parts of the observed regions. This combination will
allow precision proper motion measurements down to only a few mas/yr (see
e.g., Bouy et al. 2013), or equivalent transverse velocities of 0.1 – 0.3 km/s. This
information can then be connected with a variety of existing infrared spectroscopic
survey programs and will eventually enable the construction of 3D space velocities
for the young stellar population. Notable complementary spectroscopic surveys
are RAVE (e.g. Steinmetz et al. 2006), APOGEE (e.g. Wilson et al. 2010), or the
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Gaia-ESO spectroscopic survey (Gilmore et al. 2012). Moreover, many other science
cases have been developed to maximize the efficiency of the survey’s data products,
which include a series of fundamental ISM and star formation topics.

VISIONS will also allow to extend the investigation with respect to variations in
the NIR extinction law, as demonstrated in the publication presented in Chapter 4 in
this thesis. This will have a critical impact on our understanding of interstellar dust
and will carry important consequences, for example, for observational cosmology
(e.g. Nataf 2015), where often a universal reddening law is assumed. VISIONS will
provide a robust and homogeneous framework for the NIR extinction law where
many hypotheses can be tested on large scales in a consistent manner. Moreover,
by combining submillimeter dust opacity measurements with NIR extinction, it
becomes possible to identify regions where the dust population shows signs of grain
growth (e.g., Forbrich et al. 2015).

5.2.3 Objectives

In addition to the above mentioned science cases of YSO dynamics, dust properties,
and NIR extinction, several other science cases have been developed for VISIONS.
The most prominent of these are listed below.

1. IMF. The VISIONS observations will detect objects down to a few MJup within
500 pc for the typical age of the nearby star-forming regions. Thus, it will
be possible to construct the entire stellar and sub-stellar inventory of these
regions and to identify the product of star formation in these cloud complexes.
This will enable the investigation of regional IMF variations and the impact
of massive YSOs on the local star formation.

2. CMF/IMF relation. Based on the development presented in Chapters 3 and
4, VISIONS will allow the construction of core mass functions (CMF) for
the nearby star-forming regions. In contrast to other popular methods, dust
extinction techniques are not affected by systematic errors due to assump-
tions about dust temperature and emissivity, or molecular depletion (see
Sect. 1.1.1). Furthermore, these maps will enable a detailed comparison of
dense cores extracted from archival molecular line and dust emission maps to
study the physical and chemical properties of the core population. The NIR
observations will be complemented by Spitzer and WISE data in regions of
high column-density, similar to the extinction map presented in Sect. 4.7.2.
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The extinction maps are expected to reach a resolution of 10-15′′ toward
the galactic bulge and 1′ toward the galactic anti-center (for an example,
see the Orion A extinction map displayed in Fig. 4.13). In particular, this
analysis will also allow to investigate a connection between the dense gas
and the young stellar population in these regions (e.g., Alves et al. 2007) and
compare properties of starless and non-starless cores.

3. Star formation rates and efficiencies. Extinction maps, together with cali-
brated dust emission data (Lombardi et al. 2014) will become the reference
for measuring the distribution of gas mass in the cloud complexes. Together
with accurate and mostly complete YSO catalogs, these will enable to establish
the Kennicutt-Schmidt relation (Schmidt 1959; Kennicutt 1998) down to the
dense core size for each cloud separately. Moreover, it will become possible
to further investigate hypotheses, such as the existence of a star formation
threshold (Lada et al. 2010; Lewis and Lada 2016).

4. YSO identification and characterization. The VISTA data reduction tech-
niques presented in Chapter 2 of this thesis have a critical impact on the
image quality of the data products. The increase in spatial resolution is
essential to better understand the nature of young stars (Großschedl et al.
in prep.). In particular, scattered light around nearby young stars can be a
powerful indicator of the nature of these objects, oftentimes also allowing to
put constraints on disk inclination angles. Such information can be used to
constrain YSO models (with e.g., Robitaille et al. 2006, 2007).

5. Molecular cloud structure down to au scales. The high-resolution extinc-
tion maps created from VISIONS data will reach a resolution of 2000 au at
a distance of 130 pc. This resolution is more than twice higher than what
can be achieved using Herschel emission data, which are typically limited
to the SPIRE-500 resolution (∼36′′). A view of entire molecular clouds at
this unprecedented resolution will reveal smaller structures than ever before.
These maps will therefore contribute to our understanding of the internal
structure of molecular clouds.

6. Cluster formation and evolution. The evolution of stellar clusters is be-
lieved to be determined at their earliest age. In particular, the fraction of
mass contained in stars relative to the gas mass, and the timescales for gas
dissipation are critical parameters which determine their eventual fate. VI-
SIONS will allow to construct a complete dynamical profile of young stellar
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groups and clusters in the solar neighbourhood and will therefore enable to
constrain model predictions on cluster evolution.

7. Wide multiple systems. Wide YSO binaries and higher order multiples (sep-
arations >> 100 au) are difficult to identify and so far there is no comprehen-
sive study of young wide multiple systems of entire star-forming complexes.
The seeing-limited VISIONS observations will allow to identify such systems
for all observed regions similar to the study of Kounkel et al. (2016). This will
allow, for the first time, to study properties of wide multiple systems in various
environmental conditions for complete star-forming complexes. Furthermore,
it will also become possible to compare properties of such systems at various
stages in the lifetime of YSOs.

5.2.4 Survey Design & Observing strategy

To achieve the above mentioned scientific goals, the VISIONS survey was divided
into three major categories.

• The majority of the observations belong to the wide sub-survey. These cover
the dispersed young (and low-mass) population in wide fields around all
major star-forming complexes accessible from the souther hemisphere: Ophi-
uchus, Lupus, the Pipe Nebula, Corona Australis, Chamaeleon, and Orion.
In addition, these regions will be covered in a total of six epochs over the
duration of three years which will facilitate measurements of proper motions.

• Deep observations of the parts of the cloud complexes which are associated
with large column-densities (AV > 5 mag). Here, it is critical to have longer
effective integration times to no only recover the embedded young stellar
population, but also to penetrate the cloud to measure background sources
for extinction studies.

• Control field observations measure the typical galactic field population (and
galaxy contamination) for statistical comparison. For an example of their
importance, with respect to statistical analyses, see Chapters 3 and 4 in this
thesis.

Figure 5.1 shows the final layout for the wide and deep survey regions. The deep
fields for the largest cloud complex, Orion, has already been observed (Chapter 2).
While the data for Orion A are part of this thesis, similar observations for the
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Orion B molecular cloud have been conducted during VISTA science verification.
Table 5.1 lists a simplified observing setup for all scheduled regions, as well as the
requested time. In general, a 1′ overlap is included for the tile area that is observed
twice when adjacent fields are available.

To facilitate an easier visualization of the sub-surveys, we have also created an
interactive display of the observed are for VISIONS. For this purpose we offer an
easily accessible script which can be loaded in the Aladin Sky Atlas (Bonnarel et al.
2000)2. After starting the software, interested users can load the script by simply
typing

load https://www.univie.ac.at/alveslab/VISIONS/coverage.ajs

in the command line bar. After waiting a few seconds to load the script, a similar
view as in Fig. 5.1 is displayed. Each sub-survey will now be discussed in more
detail.

As already mentioned above, the goal of the wide sub-survey is to provide large-
scale NIR photometry of nearby star-forming regions to facilitate measurements
of proper motions. Among our target regions, only the Pipe nebula will not be
observed in this mode since a parallel VISTA public survey (VVVX3) will cover this
region in multiple epochs. The survey coverage was chosen on the one hand to
cover large parts of the high column-density parts of the clouds. On the other hand,
the wide observation also allow to observe the more dispersed, possibly optically
revealed, but faint, young stellar population.

All regions have already been observed by the previous generation of VISTA
public surveys. In particular the VISTA Hemisphere survey, (VHS, McMahon et al.
2013) will provide another epoch of position measurements and will allow to
extend the baseline for all data up to 10 years. Moreover, VHS already covered
all target regions in single epoch J and KS band observations. For VISIONS, we
therefore chose to collect data in the H band for a complete set of NIR photometry.
This will furthermore improve the quality of extinction measurements since here it
is especially critical to have access to as many passbands as possible (see chapter 3).
Similar to VHS, the wide observation will feature an effective integration time
of 60 s per pixel, specifically we use DIT = 3 s, NDIT = 2, NJITTER = 5 (most
pixels are covered twice for a full tile). This setup saturates sources brighter than
H ≈ 11.7 mag with an expected completeness down to H ≈ 19 mag.

2Available for download via http://aladin.u-strasbg.fr.
3Information available at https://vvvsurvey.org.
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Figure 5.1. VISIONS on-sky coverage on top of the Schlegel et al. (1998) all-
sky reddening map. Blue solid lines depict the wide survey coverage
and red lines the deep observations. While the top panel shows the
global distribution of the target cloud complexes, the bottom four
panels are close-up views of the individual observed regions. The
Orion A observations (Chapter 2) are marked with the VISION label.
Orion B was observed during VISTA science verification (VISTA SV
label). Furthermore, the coverage of other public VISTA surveys is
shown with green solid lines (VHS, previous program) and black
dashed lines (VVVX, current public survey cycle). This figure has been
adopted from the VISIONS survey management plan.
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Table 5.1. VISIONS observation itemized for all sub-surveys. This table has been
(partly) adopted from the survey management plan.

Region Band Tiles Area Exptime OB time Total time
(#) (deg2) (s) (hh:mm:ss) (hh:mm:ss)

Wide
Ophiuchus H 93 139.6 60 - 20:43:56
Lupus H 70 105.1 60 - 15:35:40
Corona Australis H 25 37.5 60 - 05:35:00
Chamaeleon H 56 84.1 60 - 12:28:32
Orion H 114 171.1 60 - 25:23:48

Deep
Ophiuchus J 8 6 300 00:51:06 06:48:48

H 8 6 300 01:00:06 08:00:48
KS 8 6 300 01:00:06 08:00:48

Lupus J 4 3 300 00:51:06 03:24:24
H 4 3 300 01:00:06 04:00:24
KS 4 3 300 01:00:06 04:00:24

Corona Australis J 2 1.5 300 00:51:06 01:42:12
H 2 1.5 300 01:00:06 02:00:12
KS 2 1.5 300 01:00:06 02:00:12

Chamaeleon J 4 3 300 00:51:06 03:24:24
H 4 3 300 01:00:06 04:00:24
KS 4 3 300 01:00:06 04:00:24

Pipe J 1 1.5 600 00:52:24 00:52:24
H 1 1.5 600 01:10:24 01:10:24
KS 1 1.5 600 01:10:24 01:10:24

Control
Ophiuchus J 1 1.5 600 00:52:24 00:52:24

H 1 1.5 600 01:10:24 01:10:24
KS 1 1.5 600 01:10:24 01:10:24

Lupus J 2 3 600 00:52:24 01:44:48
H 2 3 600 01:10:24 02:20:48
KS 2 3 600 01:10:24 02:20:48

Corona Australis J 1 1.5 600 00:52:24 00:52:24
H 1 1.5 600 01:10:24 01:10:24
KS 1 1.5 600 01:10:24 01:10:24

Chamaeleon J 1 1.5 600 00:52:24 00:52:24
H 1 1.5 600 01:10:24 01:10:24
KS 1 1.5 600 01:10:24 01:10:24

Pipe J 1 1.5 600 00:52:24 00:52:24
H 1 1.5 600 01:10:24 01:10:24
KS 1 1.5 600 01:10:24 01:10:24

Total - 2223 561.4 - - 552:37:24
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The VISIONS wide survey will cover a total of 537.4 deg2 for 358 individual
pointings. Thus, in the six epochs, a total of 2148 tiles need to be observed. The
total observing time for all wide fields (including optimization due to concatena-
tions) amounts 478h 41m 36s. In contrast to the wide sub-survey, the deep VISIONS
observation will image smaller regions in a single epoch, but with longer integration
times. This includes a full NIR set of J , H, and KS data for the high column-density
parts of the clouds. Here, the two Orion clouds (Orion A and Orion B) have already
been observed. Since these clouds are by far the (both physically and in projected
view) largest clouds, the deep observations constitute only a small fraction of the
requested observing time. Specifically, the central parts of Ophiuchus and Corona
Australis, Lupus I and Lupus III, the Chamaeleon I and B59 in the Pipe Nebula will
be observed.

The observations for the deep fields were planned based on the experience from
the Orion A observations. The total effective exposure time of 600s per pixel
will be achieved with DIT = 5 s, NDIT = 10, NJITTER=6 in J , and DIT = 2 s,
NDIT = 25, NJITTER = 6 for the H and KS passbands. Some fields with ex-
tended emission also include sky offsets. For this setup, saturation occurs at
J ≈ 12.1 mag, H ≈ 11.3 mag, and KS ≈ 10.6 mag, while the completeness will
reach J ≈ 21.5 mag, H ≈ 20.5 mag, and KS ≈ 19.5 mag. The total requested
time amounts 54h 36m 36s for 10 individual pointings and 57 VISTA tiles. For
statistical comparisons, also control fields are scheduled to be observed for each
region. These, however, are not shown in Fig. 5.1 since they will be positioned only
before the scheduled observing semester. They will be placed in regions of similar
galactic latitude and low extinction. The observing strategy is the same as for the
deep fields. The control fields require a total observing time of 19h 19m 12s for 18
individual positions.

5.2.5 Project schedule

The execution time of VISIONS totals to 552h 37m 24s. This amount splits up into
478h 41m 36s (87%) for the wide sub-survey, 54h 36m 36s (10%) for the deep
observations, and 19h 19m 12s (3%) for the control field observations.

The observations of the six epochs for five star-forming regions, scheduled for
the wide survey, are distributed over three years. To optimize the efficiency, and
at the same time maximize the spacing between epochs, the following schedule is
planned
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– P99/101/103 (April - September): 2/6 epochs CrA, 1/6 epoch for Chamaeleon,
Ophiuchus, and Lupus

– P100/102/104 (Oct - March): 2/6 epochs Orion, 1/6 epoch for Chamaeleon,
Ophiuchus, and Lupus,

where the P99-P104 refer to ESO observing semesters (April 2017 - March 2020).
The deep observations are not subject to a strict time schedule. They have, however,
more stringent observing conditions. Since all deep regions are best visible during
the Chilean summer, they are scheduled for odd semesters and at the same time
distributed over the entire survey duration. The control fields are each associated
with individual deep fields and are therefore scheduled to be observed in the same
semester as their corresponding deep field.

In total three data releases are scheduled over the next years. The first release
will happen in October 2018, where photometry for the then observed deep and
control field data products will be made available (similar to the Orion A observation
presented in Chapter 2). One year later in October 2019, the photometry for the
wide survey will be made publicly available in addition to the deep and control fields.
The band-merged multi-epoch catalog including all sources will made available
in the third, and last, data release in October 2020. All data releases will also
include photometrically and astrometrically calibrated VISTA images (pawprints
and tiles), the complete band-merged source catalogs, as well as various quality
control units.

5.2.6 Data processing

Three different types of data calibrators are required for the processing of the
images. Firstly, for the removal of the instrumental signature a variety of calibration
frames are necessary. These include dark frames and flat fields in several different
sequences to allow for the correction of the dark current, non-linearity, bad pixels.
In addition these are also required to calculate the gain and the readout noise
of each detector. Secondly, the photometric calibration will be performed with
external standard stars via the 2MASS catalog. Here, the same approach as in
Chapter 2 will be used to also apply an illumination correction and calibrate the
photometric zero-point. Thirdly, the astrometric calibration will mainly be based
on the 2MASS catalog, but will be refined with newly available Gaia position
measurements. The above mentioned calibration units only require the calibration
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frames which are provided by the standard ESO calibration plan for VIRCAM. For
this reason, no special requirements have been defined for VISIONS.

The data reduction cascade follows the procedure as detailed in Sect. 2.5 where
all modules have been ported to Python and are collected in the stand-alone package
Astropype4. A schematic overview of the data reduction cascade is displayed in
Fig. 5.2. Furthermore, as an example for the data calibration, Fig. 5.3 shows the
correction for non-linearity, generated by Astropype for all 16 VIRCAM detectors.
Details on the individual procedures can be found in the first publication presented
in this thesis (Sect. 2.5).

5.2.7 Follow-up observations

Like many other public surveys, VISIONS provides an excellent foundation for
follow-up observations. The following list includes the most prominent cases for
planned future projects.

• In addition to the archival data of the Herschel and Planck missions, several
other data sets on molecular line observations will become available in the
future. This includes the only recently completed IRAM 30m project for
Orion A (e.g., Hacar et al. 2017). More observations are planned for the other
star-forming regions in the VISIONS sample.

• Existing APOGEE (Wilson et al. 2010) and future APOGEE-2 (Majewski et al.
2016) observations will add many more radial velocities to the detected
VISIONS sources. This will provide an even more thorough insight into
the dynamical properties of young systems. In addition, the future VISTA
instrument 4MOST (de Jong et al. 2012) will be able to provide even more
spectroscopic data after VISIONS has beed completed.

• The identification of resolved disk-bearing systems will be an excellent base-
line for high-resolution follow-up observations with ALMA, SPHERE (Beuzit
et al. 2006), the James Webb Space Telescope (Gardner et al. 2006), and the
ESO Extremely Large Telescope. In particular, the target selection will benefit
from information derived from VISIONS, including disk (cavity) orientation
and luminosities.

4The package will be made publicly available on Github in the future at
https://github.com/smeingast/astropype, when module testing has been completed. At
the time of writing, the repository was still private.
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• Similar to the above listed item, newly identified binary and higher-order
multiple systems will be a solid foundation for dedicated follow-up with IR
space observatories, ALMA, and even AO-supported ELT observations.

5.3 Concluding statement

My thesis work on the VISION Orion A project highlights that using new telescope
technologies and innovative methods can have a significant impact on our under-
standing of the process of star formation. This thesis demonstrates that using large
survey telescopes is a necessary step forward to reach a full empirical description
of star formation in general and molecular clouds and their intrinsic characteris-
tics in particular. By addressing the very specific topic of infrared extinction in
molecular clouds, I showed that such new surveys make it necessary to rethink
well-established methods and techniques when deriving physical parameters of
star-forming regions. In this respect, the VISION Orion A project marks only the
beginning of our efforts to use state-of-the-art telescope technology to consistently
map and study entire star-forming sites and connect their properties with their
surrounding environment. Building on the results of the VISION project in this
thesis, follow-up work in the form of the VISIONS collaboration will continue to
deliver exciting new results to provide a solid empirical foundation of the physical
mechanisms in the nearby star-forming interstellar medium.
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AAppendix

In this Appendix I provide additional information and supplementary material to
the main sections of this thesis. The following pages include a German summary of
the thesis as required by the University of Vienna, a personal statement, the reprint
permission for the published articles in Chapters 2 and 3 (Chapter 4 is still in the
peer-review stage), the original ESO proposal for the Orion A VISTA observations,
and my Curriculum Vitae.
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A.1 Zusammenfassung
Sternentstehung ist ein wesentlicher Bestandteil des beobachtbaren Universum,
reguliert Mechanismen in Galaxien sowohl auf großen, als auch auf kleinen Skalen
und hat somit grundlegende Auswirkungen auf deren Entwicklung. Neue Sterne
entstehen in riesigen Ansammlungen von Gas und Staub, sogenannten Molekül-
wolken, über die jedoch bisher nur grundlegende Erkenntnisse gewonnen werden
konnten. Um diese Wolken besser zu verstehen, ist es daher notwendig eine um-
fassende, und vor allem einheitliche Untersuchung dieser Objekte durchzuführen.

Der Großteil unseres Wissens über den Ursprung neuer Sterne stammt aus
Beobachtungen nahegelegener Sternentstehungsregionen. Zu diesen zählt die
Molekülwolke Orion A, wo Sterne in einer Vielfalt unterschiedlicher Umgebungen
entstehen. In dieser Arbeit präsentiere ich Ergebnisse in Bezug auf die gesamte
Orion A Molekülwolke, deren Grundlage ein neues, umfassendes Beobachtungspro-
jekt im nahen Infraroten darstellt. Diese Beobachtungen liefern die bisher präzises-
ten photometrischen Daten dieser Region, wobei deren Genauigkeit die Entwick-
lung neuer Methoden zur Untersuchung der Gasverteilung notwendig machte.

Die Ergebnisse dieser Arbeit stützen sich auf Extinktion durch interstellaren Staub,
ein Effekt bei dem Licht durch Absorptions- und Streuungseffekte abgeschwächt
wird. Basierend auf dieser Grundlage lassen sich beispielsweise physikalische
Eigenschaften von Molekülwolken berechnen. Dazu gehören unter anderem deren
Massenverteilung und Eigenschaften von Staubkörnern. Im Allgemeinen sind
Berechnung von Massen, die auf Extinktion beruhen, wesentlich genauer als Meth-
oden, die Staubemission oder Beobachtungen einzelner Moleküllinien verwenden.
Zum Zweck der Berechnung der Extinktion präsentiere ich eine neue Methode,
die auf Maschinenlernen beruht. Im Gegensatz zu früheren Vorgehensweisen
verringert dieser Ansatz systematische Fehler, was vor allem bei hochwertigen
photometrischen Daten zu drastisch besserer Genauigkeit führt. Außerdem befasse
ich mich mit der seit Jahren ungelösten Frage nach einem allgemein gültigen
Extinktionsgesetz im nahen Infraroten und zeige, basierend auf einer statistischen
Analyse, dass dieses durchaus variabel ist. Weiters vergleiche ich die errechnete
Extinktion mit Staubemissionswerten und mache deutlich, dass zuvor unbekannte
systematische Fehler Messungen von Säulendichten beeinträchtigen.

Den Abschluss dieser Arbeit bildet eine Diskussion über zukünftige Projekte,
deren Ziele es sind, die hier präsentierten Ergebnisse auch auf andere nahegele-
gene Wolken zu übertragen. Die in dieser Arbeit vorgestellten Methoden bilden die
Grundlage dieser Untersuchungen.
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1. Title Category: C–1
ORION DEEP: VISTA NIR imaging of Orion A

2. Abstract / Total Time Requested

Total Amount of Time: 0 nights VM, 33 hours SM

We propose to carry out a deep survey of the entire giant molecular cloud harboring the closest massive star
forming region to Earth. We will focus on the following topics: 1) investigate in a robust manner the relation
CMF/IMF (⇠1000 dense cores), 2) identify and characterize YSOs (via Spitzer-Herschel-WISE-Chandra), 3)
compare the IMF of the individual clusters with the composite IMF of the entire cloud, 4) characterize the
sub-stellar IMF (down to 2 MJup unreddened, 1 Myr object), and 5) derive an accurate threshold for star
formation, the Star Formation Rate, and map possible variations of these quantities across this giant molecular
cloud. The data will be made public and will be useful to other research programs. The feasibility of this
project is guaranteed by our analysis of the VISTA Science Verification data on a nearby field. The proposed
survey will be the most sensitive NIR survey ever performed on an entire massive star forming molecular cloud.

3. Run Period Instrument Time Month Moon Seeing Sky Mode Type
A 90 VIRCAM 33h dec n 0.8 CLR s
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a) already awarded to this project:
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5. Special remarks:

This legacy-like proposal was tailored to address a variety of star formation topics on which the co-Is are experts.
We will make public the reduced data in standard VO format and the extinction map of the entire Orion A
complex, enabling further studies not described in this proposal.

6. Principal Investigator:
D. Mardones, diego@das.uchile.cl, CL, Universidad de Chile,Departamento
de Astronomia

6a. Co-investigators:

J. Alves Universitaet Wien,Institut fuer Astronomie,AT

C. Alves de Oliveira Centro de Astrobiologia (CSIC-INTA),E
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8. Description of the proposed programme

A – Scientific Rationale: About 99% of the mass of a molecular cloud is invisible to direct observation,
which has been by far the major impediment to the understanding of the process of star formation, since the
beginning of star formation studies in the late 1940’s. For example, we still do not know, i) what are the
initial conditions to star formation, ii) why most stars form in clusters (e.g., Lada & Lada 2003), iii) what
is the origin of the Initial Mass Function (IMF) (e.g., Motte et al. 1998) or iv) at what mass does the IMF
end (e.g., Alves de Oliveira et al. 2009, Bastian et al. 2010). To address these fundamental questions we
propose to carry out the most sensitive survey ever performed on an entire massive star forming molecular
cloud (Orion A, the closest to Earth at d=414±7 pc, Menten et al. 2007). An absolutely key element needed
to successfully address the questions above is a reliable column density map (via dust extinction) because it
allows one to correctly unredden the YSO population, but most importantly, it provides the most robust
representation of the distribution of gas mass in the cloud. In particular, the advantages of NIR dust
extinction as a column density tracer have been discussed independently by Goodman et al. (2009) which
performed an unbiased comparison between the three standard density tracer methods, namely, NIR dust
extinction (Nicer, Lombardi & Alves 2001), dust thermal emission in the mm and far-IR, and molecular line
emission. These authors found that dust is a better column density tracer than molecular gas (CO), and that
observations of dust extinction provide more robust measurements of column density than observations of dust
emission (because of the dependence of the latter on the uncertain knowledge of dust temperatures (T) and
dust emissivities (�)). This implies that in a massive star forming cloud such as Orion A, where (at least) T
varies widely because of the vast number of embedded YSOs and hot OB stars, dust emission maps alone are
severely and fundamentally limited as tracers or cloud mass, in particular at the size of dense cores.
At the same time, the proposed deep survey will reveal the stellar and sub-stellar population of the entire Orion
A cloud, from O-stars down to very low mass brown-dwarfs/planets with masses of a few to several Jupiter
masses. While the substellar population of the Orion Nebula Cluster is relatively well understood (e.g., Da Rio
et al 2012), the ONC region covers less then 5% of the area of the entire Orion A giant molecular cloud we are
proposing to observe (see Figure 1b)). The combination of VISTA data with complementary archival Spitzer–
Herschel–Chandra data (already processed by our team), and in particular the new all-sky Wide Field Infrared
Survey Explorer (WISE) data covering regions not observed by other satellites, will allow the construction of a
benchmark database of YSOs in the closest massive star forming cloud to Earth.

B – Immediate Objective: 1) An alternative and more reliable look into the CMF/IMF relation.
We plan to construct the Core Mass Function (CMF) for an estimated ⇠1000 cores via a tracer (dust extinction)
that is not a↵ected by changes in T, �, excitation conditions, or depletion. We will use background Spitzer
sources located behind high column density regions, where there will be a deficit of H and K-band background
sources, as extinction tracers. The map will be compared with the new and similar resolution molecular line
maps from FCRAO, archival dust emission maps (SCUBA), as well as with publicly available Herschel maps to
study possible variations in dust emissivity � (using a Herschel T map). 2) Improved YSO identification
and characterization. The deeper NIR data is better matched in resolution and sensitivity with the existing
Spitzer–Herschel–WISE–Chandra archival data which will allow us to study YSOs in regions too embedded or
confused for 2MASS, or altogether missed by Spitzer/Herschel (in bright nebula regions or not covered and
accessible via either K-excesses or a combination with all-sky WISE). Scattered light nebula around protostars
are very useful for confirming their protostellar nature and determining the inclination of the envelope cavity.
3) Composite versus individual IMF. The composite IMF of ten 100 M� clusters is unlikely to be the
same as the IMF of a 1000 M� cluster (a 100 M� cluster will in all likelihood not have an O-star, for example).
So the composite IMF of the entire Orion A cloud (that contains smaller clusters as well as the Orion Nebula
Cluster (ONC), e.g., Bally et al. 2008, Allen et al. 2008) will surely di↵er from the IMF of the ONC. But how
exactly? The potential di↵erence between the composite and the individual cluster IMFs in a cloud can be
investigated directly and for the first time with the proposed data, and will bring new insights into the current
understanding of the field IMF. 4) The IMF down to the brown-dwarf/planet regime reaching 2 MJup

(for an unreddened, 1 Myr object) for the entire cloud. Identify very low mass objects and brown dwarfs by
searching for IR-excess sources in the combined VISTA and archival data. Is there a maximum stellar mass
vs. cluster size relation? Is the formation of low mass stars inhibited close to more massive YSOs? 5) The
distribution of dense gas vs. the distribution of stars. Since we will have the best representation of the
distribution of mass in the cloud (the extinction map), and the most complete YSO catalog for this cloud, we
will be able to derive an accurate threshold for star formation, the star formation rate and e�ciency, and map
possible variations of these quantities across this giant molecular cloud. We will be able to measure the critical
density distribution leading to the formation of clusters and its possible variation with the Orion A cloud.

References: Allen, L. et al. 2008, Handbook of SF regions, Bally et al. 2008, Handbook of SF Regions, Bate et al. 2003, MNRAS, 339,

577, Bastian, N. et al. 2010, ARA&A, 48, 339, Bonnell et al. 2001, MNRAS, 323, 785, Da Rio et al. 2012, ApJ, 748, 14 Goodman, A.A.

et al. 2009, ApJ, 692, 91, Hennebelle et al. 2008, ApJ, 684, 395, Menten et al. 2007, A&A, 474, 515 Motte, F. et al. 1998, A&A, 336, 150,

Kroupa et al. 2003, MNRAS, 346, 369 Lombardi, M. et al. 2001, A&A, 377, 1023, Whitworth et al. 2010, IAUS 266, 264
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8. Description of the proposed programme and attachments
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Fig. 1: a): Proof of concept: comparison between the 2MASS NICEST (Lombardi 2009 and the VISTA Science
Verification (SV) extinction map for the Orion B cloud. b): Planned survey of Orion A (solid black rectangle),
the complex that harbors the closest massive star formation region to Earth, the Orion Nebula cluster. The
proposed survey will be the most sensitive survey ever performed on an entire massive star
forming molecular cloud, capable of detecting ⇠1000 dense cores and substellar objects down to 2 MJup (1
Myr, unreddened) across the entire observed area. The K-band Luminosity Function of the VISTA SV survey is
also shown. Most of the objects used to construct the VISTA SV extinction map are galaxies (via the GNICER,
Foster et al. 2008, ApJ, 674, 831). By going ⇠2 magnitudes deeper than the VISTA SV, i.e., K⇠20.2 mag, the
proposed survey will allow column density map resolutions of about 0.05-0.08 pc (30-4500).
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9. Justification of requested observing time and observing conditions

Lunar Phase Justification: No Moon constraint.

Time Justification: (including seeing overhead)
The Orion VISTA survey aims at mapping an area containing the entire giant molecular cloud harboring
several star formation events, in particular the closest massive star formation region (Orion Nebula Cluster).
The strategy consists of observing 2⇥7 contiguous VISTA tiles covering the required ⇠21 deg2 field shown in
Figure 1. Each tile has a size of approximately 1.0�⇥1.5� made by six contiguos VISTA exposures (pawprints).
We plan to observe all 15 tiles (14 plus a control field) in the JHKs-bands. With the enormous advantage
of having analysed the VISTA SV data, and having proved that an extinction map with a factor of 3 better
resolution than 2MASS can be achieved from the SV data alone, (Figure 1 top), we stand on solid ground to
estimate integration times. It was the surprising fact that the VISTA SV KLF is an almost perfect power-law
down to the completeness limit (Ks⇠18.2 mag), very di↵erent from the Galactic model prediction (see
Figure 1 b)), that suggested that this project is indeed feasible due to the rising number of galaxies (that are
used to construct the map via the GNICER technique). The most demanding requirement from all science goals
is to be able to resolve dense cores (size ⇠0.16 pc; Lada et al. (2008)), requiring a spatial resolution of 0.08
pc (4500). Extrapolating from the VISTA SV data, that allows a resolution of 10, and assuming the power-law
displayed by the KLF (Figure 1 center) will not break substantially before Ks ⇠ 20.2 mag (which is a good
assumption as the KLF is dominated by galaxies, e.g., Metcalfe et al. (2006), while the number of stars expected
from the Besançon model is rising until Ks ⇠ 19.8 mag), then going to Ks ⇠ 20.2 will allow the detection of
⇠5⇥106 background objects (⇠ 2⇥106 more than the VISTA SV data, for the same area), which translates into
a resolution improvement of

p
(5/3), or about 1.3, i.e., 0.08 pc as required (4500). This is a worst case scenario

as we will use in addition the public Spitzer survey of the cloud which will be able to provide background sources
for the critical high column density regions (because extinction is lower at the Spitzer bands.). For the best case
scenario, with a favorable estimated number of Spitzer sources at high column density, plus a hybrid technique
using both colors and source counts, we could reach 3000, or 0.05 pc. The targeted detection limits per filter (in
Vega magnitudes: J=21.5 mag, H=21.1 mag, and Ks=20.2 mag), driven by the hardest requirement (extinction
map resolution) allow the detection an unreddened 1 Myr object with a mass of about 2 MJup, a conservative
detection limit for all the other science cases in this proposal.
Using the VISTA ETC we evaluated the exposure time per tile to be 6⇥(220+530+390) sec, for a 5-� detection.
Adding overheads as provided by ESO (Call for Proposals; changing filters, telescope preset and AO), one needs
a total time of 7920 sec/tile. For the 15 tiles we would then need 33 hours to complete this project.

9a. Telescope Justification:

VISTA is a survey telescope and the only one suitable to carry out this project. No other telescope could cover
about 21 deg2 in the three NIR bands (to the depth we are proposing), in any reasonable amount of time.
All data reduction tasks will be carried out by the Cambridge Astronomical Survey Unit (CASU), one of
their members is a CoI of this proposal with a scientific interest in the project. They will take responsibility for
ensuring a uniform photometric calibration across all bands. The VISTA pipeline (that uses 2MASS photometric
calibration) has some problems for regions of high extinction (see Hodgkin et al. 2009, MNRAS, 394, 675 for a
discussion). We will use overlaps between the tiles to tie all the tiles onto the same system. This means that
some of the survey region needs to include regions of relatively low extinction (E(B-V)<2.0), which it does, to
provide a suitable anchor point for the bootstrapping.

9b. Observing Mode Justification (visitor or service):

VISTA operates in Service Mode only. If needed, we would be happy to help with the observations.

9c. Calibration Request:

Standard Calibration
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10. Report on the use of ESO facilities during the last 2 years

J. Alves, J. Ascenso, and A. Moitinho are involved on the ongoing NACO GTO program on the origins of
clusters. The final run of this program will take place May 2012. C. Alves de Oliveira programs : 083.C-0092
- Identification of Brown Dwarfs and Planetary Mass Objects in the Rho-Ophiuchus Dark Cloud (published in
Alves de Oliveira et al. 2010, A&A, 515, 75). 085.C-0960(B) - Identification of Brown Dwarfs and Planetary
Mass Objects in the Rho-Ophiuchus Dark Cloud: All data were analyzed and preliminary results have been
presented in scientific meetings. Publication of results is in preparation. Paula Teixeira is currently analyzing
data from programs 088.C-0736 and 086.C-0693 on a VISIR Protostellar Binary Survey (PROBIS) in Young
Star Forming Regions. Jouni Kainulainen and Alvaro Hacar are involved in 087.C-0583- Streaming subsonic
motions along the Musca Filament (APEX-SHeFI, observed, data reduced), & 089.C-0568 - Fragmentation of
young filaments within Molecular Clouds (to be observed).

10a. ESO Archive - Are the data requested by this proposal in the ESO Archive
(http://archive.eso.org)? If so, explain the need for new data.

The data requested in this proposal are not in the ESO Archive. Several well known targets in Orion A, like
the Trapezium cluster, can be nevertheless found in the Archive but the data available typically cover a small
region around the cluster, less than 1% the area of the survey proposed here. There is some data for the Orion
Nebula Cluster, but these data cover less than 5% the area of the survey proposed here. Also, all these archival
data came from a variety of ESO telescopes and cameras and cannot be easily added to the uniform survey
proposed here.

10b. GTO/Public Survey Duplications:

The proposed target (the giant molecular cloud Orion A) does not appear as a protected target in P90. The
entire Southern Hemisphere will be observed at some point by the VHS survey, and at least part of Orion A
should be observed by a sub-survey of VHS (VHS-GPS). But VHS-GPS is a relatively shallow survey (60 sec
per filter, K⇠18 mag Vega), and with a major drawback for extinction mapping: the survey will be done in the
J and K-band only. Not having the H-band will mean that no colors will be available for the (most interesting)
high-column density regions in the cloud, e↵ectively degrading the resolution of the extinction map as well as
the characterization of the Orion A young stellar population. Part of Orion A will be observed by UKIDSS
Galactic Clusters Survey, but this is a survey centered on cluster science (Orion Nebula only, not covering
the entire cloud), and is about 2 magnitudes shallower that the one proposed here. It is at present about 1/3
finished, according to their web page.

11. Applicant’s publications related to the subject of this application during the last 2 years

• Chavarria, L., Mardones, D., Garay, G., Escala, A., Bronfman, L., Lizano, S. 2010, Four Highly Luminous
Massive Star-forming Regions in the Norma Spiral Arm. II. Deep Near-infrared Imaging, ApJ, 710, 583

• Garay, G. Mardones, D., Bronfman, L., May, J., Chavarria, L., Nyman, L. 2010 Four Highly Luminous
Massive Star-forming Regions in the Norma Spiral Arm. I. Molecular Gas and Dust Observations, ApJ,
710, 567

• Teixeira, P. S., C. J., Lada, M. Marengo, E. A. Lada 2012. Spitzer observations of NGC2264: The nature
of the disk population. 2012arXiv1203.3754T

• Petr-Gotzens, M.; Alcalá, J. M.; Briceño, C.; González-Solares, E.; Spezzi, L.; Teixeira, P. et al. 2011
Science Results from the VISTA Survey of the Orion Star-forming Region, ESO Messenger, 145, 29

• Lombardi, M. et al., J., 2011. 2MASS wide field extinction maps. IV. The Orion, Mon R2, Rosette, and
Canis Major star forming regions. A&A, 535, 16

• Preibisch, T., Hodgkin, S. et al., 2011. Near-Infrared properties of the X-ray emitting young stellar objects
in the Carina Nebula. arXiv.org, 1103, 2052

• Román-Zúñiga, C., Alves, J., Lada, C., & Lombardi, M. 2010 Deep near-infrared survey of the Pipe
Nebula. II. Data, Methods, and Dust Extinction Maps. , ApJ 725, 2232.

• Alves de Oliveira, C. et al., 2010. The low-mass population of the ⇢-Oph molecular cloud. A&A, 515, 75

• Lombardi, M., Lada, C.J. & Alves, J., 2010. 2MASS wide field extinction maps. III. The Taurus, Perseus,
and California cloud complexes. A&A, 512, 67
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12. List of targets proposed in this programme

Run Target/Field ↵(J2000) �(J2000) ToT Mag. Diam. Additional
info

Reference star

A Orion A 05 35 00 -05 23 00 40.0 20 3⇥7 degOrion A GMC

Target Notes: See Figure 1.
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13. Scheduling requirements
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14. Instrument configuration

Period Instrument Run ID Parameter Value or list

90 VIRCAM A IMG ESO filters: JHK
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6b. Co-investigators:

...continued from box 6a.
M. Casali ESO Headquarters Garching,ESO

J. Forbrich Universitaet Wien,Institut fuer Astronomie,AT

A. Hacar Universitaet Wien,Institut fuer Astronomie,AT

S. Hodgkin Institute of Astronomy, University of Cambridge,UK

J. Kainulainen Max Planck Institut fuer Astronomie,D

M. Lombardi Universita degli Studi di Milano - Bicocca,I

S. Meingast Universitaet Wien,Institut fuer Astronomie,AT

A. Moitinho (SIM) Laboratrio de Sistemas, Instrumentao e Modelao em Cincias e Tecnolo-
gias do Ambiente e do Espao,P

E. Moraux Laboratoire d’astrophysique de Grenoble,Observatoire de Grenoble,F

M. Petr Gotzens ESO Headquarters Garching,ESO

C. Román-Zúñiga UNAM,Instituto de Astronomia,MX

P. Teixeira Universitaet Wien,Institut fuer Astronomie,AT
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