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Abstract 

 

Studies reporting statistically significant results are more likely to get published while most 

null-hypothesis-confirming results remain unpublished. This problem is known as publication 

bias. Because the success of researchers is often measured by their number of publications, 

various strategies to maximize the chance of publishing a study are regularly applied. Such 

strategies are subsumed under the term “questionable research practices” (QRPs) and range 

from harmless behaviours to outright fraud. Both publication bias and QRPs threaten the 

validity of empirical research in general and meta-analyses in particular. Two recently 

developed methods, p-curve and p-uniform, aim to deal with these problems by only 

considering statistically significant p-values. Here, both methods were applied on real data. 

Randomized placebo-controlled clinical trials on individualized homeopathic treatments were 

subjected to p-curve and p-uniform as well as conventional meta-analysis. Conventional 

meta-analysis suggests a small effect in favour of homeopathy, while no effect was found 

with p-value-based methods. No publication bias was detected, however, questionable 

research practices seem to distort findings by conventional meta-analysis. Subset analysis 

based on journal affiliation with homeopathy revealed distorting characteristics of studies 

published in papers affiliated with homeopathy, leading to significant effect size 

overestimation when conducting conventional meta-analysis. From these results, two 

conclusions can be drawn. On the one hand, p-value based methods yielded consistent results 

with each other and are relevant alternatives to conventional meta-analyses. On the other 

hand, there is no evidence that individualized homeopathic treatments have an effect beyond 

the placebo effect. Observed symptom reduction in or increased well-being of patients are 

most likely due to a placebo effect. 

 

 

Keywords: homeopathy, meta-analysis, p-curve, p-uniform, questionable research practices, 

p-hacking, publication bias 
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1. Introduction 
 

 

When a research domain offers several studies, a summary of some sort is recommended, 

especially if the results are inconsistent. One method to do that is the narrative review, where 

the existing scientific literature body is pooled into a verbal report. However, literature 

reviews are widely criticized for being incomplete, and due to their unsystematic nature prone 

to subjective opinions of reviewers (Schulze, 2004). Those problems can be addressed by a 

meta-analysis, a systematic approach characterized by higher objectivity and accuracy than 

single studies, or narrative reviews. It is used to condense studies to a summary effect and is 

associated with the ability of detecting a summary effect reflecting a population effect, as well 

as constructing theories or hypotheses (Schulze, 2004).  

Meta-analyses can only assess data that are published or accessible through other 

means, such as personal correspondence with the authors. However, retrieving an unpublished 

study is often not successful.  Because of that, meta-analytic results are only valid if the 

sample of studies is reflective of the examined effect. Therefore, the sample has to meet one 

of the following conditions: either all relevant studies, or a randomised sample of all existing 

studies is included in the analysis (Torgerson, 2003). Hence, the validity of meta-analytic 

results varies depending on how well these conditions are met. Violations of the 

aforementioned conditions affect a meta-analysis’ validity. They mainly occur in two kinds: 

biases in published literature, the so-called publication bias, and specific strategies to 

maximize publication success, referred to as “questionable research practices” (QRPs). 

There are few to no incentives for scientist and journals alike to publish null-

hypothesis-confirming outcomes, which leads to such studies often ending up unpublished. To 

maximize the chances of publishing a study, researchers regularly apply strategies, such as 

only reporting statistically significant results. Such strategies are problematic, but widespread 

(Bakker, van Dijk, & Wicherts, 2012). The studies left unpublished are generally called grey 

literature or file drawers and show systematically different characteristics than published 

studies. These distinguishing characteristics mainly are either statistically non-significant 

results or effect sizes lower than the triviality threshold (Torgerson, 2003; Banks, Kepes & 

Banks, 2012). The triviality threshold is a numerical value, currently set at 0.20 for 

standardized mean difference, that an effect size has to exceed to be considered non-trivial by 

the scientific community. They are usually either not covered by literature databases or 

inaccessible. While studies reporting results supporting the null-hypothesis are less published, 
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those reporting statistically significant results consequently have a higher chance for 

publication, and statistically significant results are more likely to get fully reported (Kicinski, 

2013). This underrepresentation of published studies on a certain topic is known as 

publication bias (Rothstein, 2007).  

Publication bias can become a problem when interpretations and conclusions of 

unpublished studies disagree with those drawn by available studies. Consequently, scientific 

fields may pursue futile research or dangerous treatments may falsely be considered safe 

(Rothstein, 2007). In meta-analyses publication bias typically results in the overestimation of 

the examined population effect (van Assen, van Aert & Wicherts, 2015), leading to false 

conclusions about its existence or relevance. 

Publication bias was a known problem even twenty years before meta-analyses were 

being used (Sterling, 1959; Glass, 1976). Since then, various methods have been developed as 

an attempt to deal with the issue, e.g., the fail-safe N (Rosenthal, 1979), selection method 

approaches (see Hedges & Vevea, 2005), the funnel plot (Light & Pillemer, 1984), the trim 

and fill method (Duval & Tweedie, 2000), the rank correlation test by Begg and Mazumdar 

(1994) or Egger’s regression (Egger et al., 1997). Taken together, the number of methods 

trying to deal with publication bias have increased over the past years (Parekh-Bhurke et al., 

2011).  

Despite publication bias being frequently discussed as validity threatening, its 

prevalence is still high. In 1993, Dickersin and Min reported that statistically significant 

results are 2.9 times more likely to get published than statistically non-significant results. A 

few years later Weber et al. (1998) reported the even higher odds of 4.6. More recent 

estimates yield consistent prevelance rates; e.g., in 90% of all examined meta-analyses 

outcomes in favour of the alternative hypothesis had a higher chance of being published 

(Kicinski, 2013). Therefore, it is essential to apply methods for assessing publication bias 

appropriately. 

Depending on the applied method, different information can be gathered. For example, 

the fail-safe N returns the number of studies that would be required to achieve a null effect 

(Rosenthal, 1978). However, this approach is only of historic interest, because large study 

samples are vulnerable to the alpha error. When dealing with large numbers of studies in 

meta-analyses, statistical significance is not a good criterion for identifying publication bias 

with this method. Therefore, it lacks practical relevance. 

Traditional selection models have a high statistical power, but require a very large 

number of studies (Hedges & Vevea, 2005). Vevea and Woods (2005) have introduced an 



14 

 

approach for dealing with small numbers of studies. However, their method cannot adjust the 

effect size estimate so that it reflects the true effect size better, like selection models do when 

dealing with large study sets.  

Other, widely used methods are based on the funnel plot. A funnel plot is a scatter plot 

of studies depending on their effect size estimate and some kind of measure of study 

precision, such as the standard error. According to Light and Pillemer (1984) such a scatter 

plot should look like a inverted funnel if all depicted studies measure the same effect. When 

such a scatter plot is asymmetric, publication bias is assumed. There are various statistical 

methods to detect funnel plot asymmetry, e.g., the rank correlation test and Egger’s regression 

test (Begg & Mazumdar, 1994; Egger et al., 1997). However, on the one hand they struggle 

with low statistical power to detect publication bias (van Assen et. al, 2015). On the other 

hand, publication bias is not necessarily the only cause for an asymmetry (Sterne et al., 2011). 

Study-size-dependent effect sizes or sampling variations could account for an observed 

asymmetry, too, as well as accompanying biases like selective outcome reporting, selective 

analysis reporting, significance chasing (e.g., data peeking), or even mere fraud (Ioannidis & 

Trikalinos, 2007a; 2007b). The latter problems, along with numerous other non-intentional as 

well as intentional strategic behaviours, are subsumed under the aforementioned QRPs. 

Alternatively used terms are researcher degrees of freedom (Simmons, Nelson & Simonsohn, 

2011) or p-hacking. All of them essentially describe the same construct. 

Banks et al. (2016) described QRPs as “design, analytic, or reporting practices that 

have been questioned because of the potential for the practice to be employed with the 

purpose of presenting biased evidence in favour of an assertion.” They come in various forms. 

Some QRPs are perceived as rather harmless and are widely practiced and accepted by the 

scientific community, such as “data peeking” (doing analyses before data collection is 

completed to see if the results show the desired direction) or optional stopping (stopping the 

data collection when statistical significance is achieved) (Simmons et al., 2011). However, 

other QRPs are more serious biasing behaviour; e.g. excluding data after examining its impact 

on the results. The most extreme type is data forging (John, Loewenstein & Prelec, 2012). For 

an extensive list of QRPs see Banks et al. (2016) or John et al. (2012).  

QRPs may be induced by a number of different circumstances. Simmons et al. (2011) 

argued that it is common practice among researchers to explore the data set until they find 

statistically significant results, because making all analytic decisions a priori sometimes 

proves impractical. Furthermore, researchers are susceptible to decision heuristics which can 



15 

 

lead to optional stopping (Yu, Sprenger, Thomas & Dougherty, 2013) and ambiguity in 

analytic decisions depending on the desired outcome (Babcock & Loewenstein, 1997).  

In 2009, Fanelli conducted a meta-analysis of studies surveying researchers whether 

they have engaged in a form of dubious research behaviour, excluding plagiarism. The 

admission rate of the harshest scientific misconduct – fabricating, falsifying or modifying data 

– was nearly 2%, and almost 34% of scientists declared other types of scientific misconduct. 

A newer study by John et al. (2012) exclusively surveying psychologists found self-admission 

rates for single QRPs from 1.7% for falsifying data to up to 66.5% for failing to report all 

dependent measures. 94% of psychologist admitted having been involved in at least one QRP. 

The study was replicated in Germany by Fiedler and Schwarz (2016), yielding lower yet non-

trivial self-admission rates for single QRPs. In line with this finding, the majority of studies 

(91%) examining the subject of QRP find evidence for researchers being involved in at least 

some form of QRPs (Banks, 2016b).  

Whatever the exact prevalence of QRPs in the scientific world may be, studies 

consistently show their existence to an extent which should not be ignored. While publication 

bias may threaten the validity of conclusions on an effect, QRPs threaten the validity of single 

results and studies by enhancing the probability for statistical significance. This is problematic 

because, as discussed above, statistical significant studies have a higher probability for getting 

published. Thus, QRPs do not only affect the studies on which they were applied, but 

contribute to publication bias by further introducing exaggerated or artificial effects into the 

literature body. 

Both publication bias and QRPs can affect results of and inferences drawn from meta-

analyses. Simonsohn, Nelson and Simmons (2013) as well as van Assen et al. (2015) have 

developed new methods for dealing with publication bias by only considering statistically 

significant studies, which are unlikely to remain unpublished. This approach circumvents the 

problem with selective non-reporting, that in turn leads to a literature selection, which is more 

likely unbiased. 

 

1.1. p-Curve and p-Uniform 

 

p-curve (Simonsohn et al., 2013) and p-uniform (van Assen et al., 2015) are meta-analytic 

methods addressing the aforementioned problems of publication bias and p-hacking by only 

considering statistically significant p-values for effect size estimations. It is assumed that all 

statistically significant results have the same probability of getting published, hence, the study 
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set is unaffected from publication bias. Though their development was unrelated to each 

other, their methods incidentally work in a similar fashion and are loosely based on selection 

model approaches (McShane et al., 2016).  

 

1.1.1. p-Curve 

p-curve focuses on how reported statistically significant p-values are distributed. 

Simonsohn et al. (2013) suggested that from this distribution, a researcher can infer whether a 

set of significant findings was likely or unlikely produced by p-hacking or selective reporting. 

When there is no effect, any statistically possible p-value has the same probability of 

occurring, forming a uniform distribution. When there is an effect, statistically significant p-

values have a higher chance of occurring, forming a right-skewed distribution. Accordingly, a 

right-skewed p-curve indicates an underlying effect while a uniform distribution indicates no 

effect. A left-skewed curve suggests intense p-hacking or selective reporting, because of the 

presumption that QRPs are conducted to the point where statistical significance is achieved, 

which is conventionally at p = .05. Therefore, when many studies within the study set are 

intensely p-hacked, p-values just under p = .05 accumulate (Simonsohn et al., 2013), giving 

the curve a left-skewed shape. Effect size and average power of subjected studies can be 

estimated as well. The implemented statistical test for right-skewness allows inferences about 

whether the study set contains evidential value. It is worth mentioning that a detected lack of 

evidential value does not necessarily mean that the underlying theory is wrong or the assessed 

effect nonexistent, but that the analyzed set of studies provides no evidence for the theory or 

assessed effect. 

p-curve’s statistical tests are rather straightforward.  In a first step, the probability for 

observing the original or a more extreme p-value is calculated for each subjected p-value. In a 

second step all of these p-values of p-values, so-called pp-values, are subjected to Fisher’s 

method, which returns a χ
2
 test for skewness with twice as many degrees of freedom as there 

are p-values (Simonsohn et al., 2013). The null of no effect is discarded if p < .05. The tests 

for right skewness is implemented in the p-curve web application (http://www.p-

curve.com/app4/) by default.  

The p-curve web application provides additional information  regarding the “stability” 

of its results. This comes from a cumulative meta-analysis, in which highest or lowest 

observed p-values are dropped cumulatively to monitor how and to what extent the p-values 

of the statistical tests conducted by p-curve change when dropping those observed p-values 

cumulatively. When the interpretation drawn from the results changes with just a few dropped 
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p-values, the estimate is considered not stable and it should not be interpreted. A diagnostic 

plot for power estimation is also provided. Similar to the effect size estimation, pp-values are 

calculated for the null hypothesis that all included studies are powered at any level of 

statistical power and subjected to Stouffer's method which returns a Z-score (Simonsohn, 

Nelson, & Simmons, 2014). The best fit is displayed by the lowest absolute Z-score and 

indicates the best guess for the study set’s overall power. If the plot is V shaped, the power 

estimate can be interpreted. If not, it should be regarded with caution.  

Effect size estimation can be conducted in specialised computer programs, e.g., R, 

using a loss function, where the loss is a function of how well an expected p-curve matches an 

observed p-curve (Simonsohn et al., 2014). The minimum loss indicates the best fitting effect 

size. 

 

1.1.2. p-Uniform 

p-uniform, too, is based on the distribution of p-values and premises on its uniform shape in 

presence of a true null effect. It can estimate population effect sizes more accurately than 

conventional meta-analytic methods, which, as discussed before, may be cofounded by 

publication bias. p-uniform’s statistical tests are straightforward in the same ways as p-

curve’s, but instead of fitting a loss function to match the distribution of p-values, p-uniform 

shifts the effect size until the distribution of observed conditional p-values fits the distribution 

of expected conditional p-values under uniformity (van Aert, Wicherts, & van Assen, 2016). 

The best fit is obtained when the sum of observed conditional p-values equals the sum of 

expected conditional p-values under uniformity. The larger the true effect size, the higher the 

sum of conditional p-values (van Aert et al., 2016). When no shifting is necessary to match 

the distributions, a null effect is assumed.    

The web application features an effect size estimation based on statistically significant 

p-values, a conventional fixed effect size estimation, a publication bias estimation, and a 

probability-probability plot of observed conditional p-values and expected conditional p-

values. This plot allows inferences on the frequency of observed p-values and can be 

interpreted in a similar way as a p-curve. The test for publication bias is considered more 

powerful than the conventional trim and fill method (van Aert et al., 2016).  

 

1.1.3. Disadvantages 

Beside Fisher’s method and dependence on p-value distributions, p-curve and p-uniform have 

several other aspects in common. Different algebraic signs cannot be included in the same 
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analysis. This means that those methods cannot be applied to a set of statistically significant 

studies that contain both positive and negative effect sizes. 

Both methods perform well with low numbers of p-values if effect sizes are 

homogeneous or heterogeneity is not too large. However, simulation studies have shown that 

in case of large heterogeneity p-curve performs less accurate, and p-uniform yields 

implausible estimates (van Aert et al., 2016). In this case, conventional meta-analyses 

outperform p-value-based methods by applying a random effects model. This makes p-curve 

and p-uniform not universally applicable. Van Aert et al. (2016) also conceded that results 

from both p-curve and p-uniform may be biased or less precise depending on the type of QRP. 

Some kinds of QRPs, such as ghost p-hacking (obtaining several dependent measurements but 

only reporting the subsets with statistically significant results), cannot be detected (Bishop & 

Thompson, 2016). However, no other method is able to do that either. 

Another disadvantage is that p-uniform as a whole and p-curve’s effect size estimation  

are not yet easily accessible. Still those two methods are sensible approaches to the problems 

surrounding QRPs, while simultaneously providing an approach to the problem of having no 

access to unpublished, statistically non-significant studies which come along with publication 

bias.  

Simulation studies have already put p-curve and p-uniform to the test (Simonsohn et 

al., 2014). This thesis aims to examine their performance on a real study set. The data come 

from the homeopathy literature. 

 

 

1.2. Homeopathy 

 

In 1796, German physician Samuel Hahnemann published a paper about a “new principle for 

discovering healing abilities of remedies” (Hahnemann, 1796) in a medical journal. His idea 

builds upon two postulated mechanisms of actions: The principle of equivalence and the 

principle of potentisation.  

The first one is based on a self-experiment in which Hahnemann observed fever-

inducing properties of china-bark on himself. Because china-bark was used as an antipyretic 

natural medicine on malarial patients, he concluded that a substance causing specific 

symptoms in a healthy person can cure the very same symptoms in a person suffering from 

them. There is no rigorous clinical experiment replicating his observation, to date. The second 

principle concerns the concentration of the homeopathic remedy. One part of the allegedly 
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potent substance is diluted in ninety-nine parts liquid (water or alcohol) and churned in a very 

specific fashion: The vessel containing the solution is knocked against a leather pillow ten 

times, so that, according to Hahnemann, the allegedly potent substance can transmit its 

information to the liquid. The solution is called C1 and one part of it is diluted in another 

ninety-nine parts of liquid and churned again to obtain C2, and so on. While the actual 

substance becomes exponentially less with every potentisation, homeopaths argue that it 

becomes more effective. According to homeopaths, not biological or pharmacological 

mechanisms are responsible for a cure, but “energetic principles” (Frank, 2015; for a 

discussion, see Ernst, 2010). 

Both principles lack scientific evidence and are regarded as implausible among critics 

ever since they were established (Ernst, 1998). The idea of homeopathy focuses on the 

concept of treating symptoms individually, disagreeing with modern medical understanding of 

diseases.  

Nevertheless, Relton et al. (2017) found worldwide prevalence of use of homeopathy. 

For example, homeopathic remedies prescribed by homeopaths or general practitioners ranged 

from 0.2 – 0.6% in the USA up to 6.4 – 8.2% in Switzerland, where homeopathy is covered 

by health insurance. The prevalence in Germany is about 1%. In the context of government 

policies, homeopathy is a controversial topic, especially in Germany and Austria. Discussions 

about a possible integration in health insurance in Austria and expansion of homeopathy 

treatment coverage by health insurances in Germany are frequently being held (see 

Gartlehner, 2016; Springer, 2017; Weber, 2017; Albrecht & Maier, 2017).  

There are little doubts that observable improvements in symptoms are taking place 

when administering homeopathic remedies (e.g., National Health and Medical Research 

Council, 2015). However, while homeopaths attribute those improvements to the remedies 

itself, critics hold placebo effects responsible. Placebo effects can occur within the framework 

of consulting a homeopath because homeopaths take substantially more time for their patients, 

listen to them carefully and prescribe seemingly tailored remedies for the individual, raising 

the feeling of being understood and appreciated (e.g., Gray, 2016). Although scientific studies 

of homeopathic effects exist, the data seem ambiguous. A majority of published studies is 

purely observational and does not compare effects between treatment and control groups, 

therefore conceivably capturing mainly placebo effects (e.g., Goossens et al., 2009; 

Wadhwani, 2013; Karp et al., 2016). Randomised controlled clinical trials, on the other hand, 

constantly yield inconsistent results (e.g., Adler et al., 2013; Mousavi et a., 2009 ). 
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In attempts of clarification, several meta-analyses have been conducted (e.g. Linde & 

Melchart, 1998; Ernst, 2011; Hahn, 2013; Mathie et al., 2014; Boehm et al., 2014; ). The 

results, however, contradict one another, too. Meta-analyses finding that homeopathic effects 

are not superior to placebo effects are often criticized for applying arbitrary exclusion criteria 

and mixing distinct effects by pooling studies of different homeopathic remedies and medical 

conditions (Hahn, 2013). Furthermore, homeopathy advocates term meta-analyses 

inappropriate to describe the type of effect that homeopathy produces (Hahn, 2013). At the 

same time, meta-analyses finding effects in favour of homeopathy are accused of merely 

describing a placebo effect, including studies with deficient precision and poor overall 

quality, and examining an overall inadequate concept without scientific founding (Ernst, 

2002).  

Notably, certain kinds of journals tend to publish certain kinds of studies. Journals 

containing terms related to alternative or complementary medicine in their journal titles (e.g., 

The Journal of Complementary and Alternative Medicine, Homeopathy) seemingly publish 

articles, studies and meta-analysis favouring homeopathy more often. Journals without such 

terms in their title feature less publications concerning homeopathy. When the latter kind of 

journals do, the majority of these publications find no evidence for the effectiveness of 

homeopathy.  

Meta-analyses published in the latter journals often exclude studies featured in 

homeopathy-affiliated journals because of their insufficient quality. Homeopathy advocates 

criticise this, claiming that authors of such analyses deliberately exclude results that seem to 

confirm homeopathic effects (Ernst, 2002).  

In this analysis, any study was included, as long as it matches the inclusion criteria 

fully described in the method section. Inclusion criteria address the points of criticism 

regarding the mixing of effects by verbalizing the specifics of included studies, e.g., 

individualized homeopathic treatment to prevent possible mixing of effects. The approach of 

only including individualized homeopathic treatment was chosen because individualized 

homeopathic treatment prescribed by trained homeopaths corresponds to the doctrine of 

homeopathy, which claims that homeopathic remedies cure individual symptoms instead of 

specific illnesses, as conventional medicine does. Furthermore, only randomised controlled 

trials are included in the study set. To date, they are the best known way to distinguish an 

actual effect from a placebo effect by comparing a treatment group with a control group. 
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2. Method 
 

 

2.1. Hypotheses 

 

While simulation studies back up the efficency of p-curve and p-uniform, there are only a few 

applications on real data, to date. The primary goal of this master’s thesis was a comparison 

of the two methods to the conventional meta-analytic approaches regarding usability, 

interpretation of effect sizes and accuracy, on the basis of homeopathy studies. Thus, the first 

thematic block of hypotheses had a methodological focus. 

As mentioned before, p-curve and p-uniform can produce nonsensical effect size 

estimates if between-samples heterogeneity is large. Hence, it is imperative to look at the 

amount of heterogeneity of a given data set before taking the results as valid. The I
2
- and Q-

statistics reported by conventional meta-analysis and p-uniform provide information about 

this variable of interest. When heterogeneity is small to moderate, the shape of p-curve’s loss 

function plot and p-uniform’s effect size direction can be examined for further information 

about the impact of possible heterogeneity on the precision of the respective effect size 

estimation. If p-curve’s loss function plot is erratic and p-uniform’s effect size direction is 

implausible, the estimate should not be interpreted. 

Effect sizes were estimated with p-curve, p-uniform, and conventional meta-analysis. 

Separately, plausible effect size estimates were then examined regarding their consistency, 

meaning that the effect size estimates should both be statistically significant with the same 

effect size direction or not statistically significant. It was assumed that p-curve and p-uniform 

yield plausible values when applied on real data. In case of publication bias, effect size 

estimations obtained from p-curve and p-uniform, and traditional meta-analytic estimates 

should vary. In the presence of publication bias, conclusions about the efficacy of 

homeopathic treatment deduced from p-curve and p-uniform would deviate to a significant 

extent from conclusions about the efficacy of homeopathic treatment deduced from 

conventional meta-analyses.  

It was also of interest whether the estimated effect size of individualized homeopathic 

treatments yielded by p-curve and p-uniform was below the triviality threshold and if and how 

much they differed between study-subsamples split by journal affiliation. Because 

homeopathy-affiliated journals seemingly tended to find effects while non homeopathy-
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affiliated journals seemingly tended to find no effects, it is possible that QRPs were 

responsible for the statistical significance of those effects. The presence of QRPs were 

examined with p-curve’s statistical tests regarding the shape of the p-value distribution.  

 

2.2. Sampling 

 

2.2.1. Include criteria 

To determine which studies should be used for the analyses, inclusion criteria were a priori 

established. For inclusion a study had to be 1.) a randomised placebo-controlled trial and 2.) 

using individualized homeopathy as treatment. The subjects had to be 3.) adult patients with 

quantifiable symtpoms. Additionally, the study had to 4.) report sufficient statistical 

paramteres, 5.) had to be accessible, and 6.) had to be written in German or English. 7.) The 

data had to be independent, too. 

 

2.2.2. Literature search 

Four scientific data bases (PubMed, ISI Web of Science, Scopus, PsycINFO) were searched, 

using the following key words: (homeopath* OR homoeopath*) AND (rct OR randomized 

controlled trial OR controlled clinical trial OR placebo controlled) AND (individual*) NOT 

(animal). Additional filters such as “not animal” and “clinical trial” were applied on search 

results, yielding a total amount of 284 studies (see Figure 1). Another 4 studies were added 

because they were cited in meta-analyses and studies examining individualized homeopathic 

treatments. 130 were duplicate hits, leaving 158 for detailed examination. Of those, 16 did not 

cover homeopathy, 67 were no randomised controlled clinical trials or no trials at all, 28 had 

an inept sample (healthy adults, animals or children), and 16 did not use individualized 

homeopathic treatment or did not compare the treatment to placebo. Another 7 studies failed 

to report appropriate statistical values for effect size calculation, and 3 were not retrievable, 

leaving a final sample of 21 studies.  

Relevant information about the studies were put into a coding scheme. The coding 

scheme was developed in view of the hypotheses and was designed to gather three different 

types of information, namely study identification, statistical values, and wheter the journal in 

which the study was published has an affiliation with homeopathy. The study identification 

was done via unique study identification numbers. Typical statistical values coded were, e.g., 

sample sizes, means of symptom scores or pain scores, corresponding standard deviations or 
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standard errors when dealing with continuous data, or cell frequencies in case of 

dichotomuous data. Also, each study contributed one p-value to the analysis. The affiliation of 

the journal was appraised by wheter the journal title contained terms typically associated with 

homeopathy or alternative medicine. 

 

 

 Figure 1: Flow chart diagramm of included and excluded studies. 

 

When more than one p-value per study was identified, the most appropriate p-value 

was picked. The choice was based on the deliberation of which p-value was most reflective of 

the effect desired to examine, e.g., post-treatment measures comparing treatment and placebo 

groups, and proposed main outcome measure. No study reported effect sizes. Therefore, effect 

sizes were calculated. F-values, t-values or χ
2
-values needed for calculations with p-curve and 

p-uniform were either extracted from the studies or calculated. 

 

2.2.3. Final sample 

The final sample consisted of 21 studies. The average sample size was 48.19 (SD = 27.83) 
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with the smallest sample being n=14 and the largest being n=120. The average treatment 

duration was 26.91 (SD = 54.15) weeks, with 6 days being the minimum and 5 years the 

maximum. The oldest study was from 1991, the most recent from 2015. Most of the studies 

were conducted in Europe (8), followed by Asia (6), South America (3), North America (3), 

and Africa (1). Eight studies reported a p-value under .05 on the main effect while 13 found 

no statistical significance. For further details see Table 1. 

 

2.2.4. Effect size calculations 

For the conventional meta-analysis, effect sizes were calculated with the escalc-function 

within the R-package metafor (Viechtbauer, 2010). Two different types of outcome measures 

were identified. Effect sizes of continuous outcome variables were directly computed as 

standardized mean difference, effect sizes of discrete outcome variables were computed as 

Odds Ratio and transformed subsequently into standardized mean differences. Because most 

studies were designed to examine a potential reduction of symptoms, their effect size was 

negative if the outcome appeared to be in favour of homeopathy. Effect size directions of 

studies examining improvements of some sort as outcome measures, as well as transformed 

effect sizes, were made consistent and integrated in the effect size matrix. 

Two studies from the same first author (Bell) and the same year (2004) were coded as 

Bell.1 and Bell.2. While both studies provided sufficient test statistics for analysis with p-

curve and p-uniform, Bell.1 could not be subjected to conventional meta-analysis due to a 

lack of reported parameters. 

 

2.2.5. Study subsets 

Two study subsets were created for secondary analysis, using the split criterion “observable 

journal affiliation”. Whether there was an affiliation or not was primarily based on the journal 

title. Journal titles including terms such as “homeopathy”, “complementary”, or “alternative” 

were considered to be affiliated with homeopathy. Further criteria were the statements and 

positions of the journal, and whether they had homeopathy as primary objective. Studies 

published in journals close to homeopathy were assigned to the homeopathy-affiliated subset, 

studies published in a journal not related to homeopathy were assigned to the non 

homeopathy-affiliated subset.  

The subset of studies published in homeopathy-affiliated journals consisted of 13 

studies, the subset of studies published in non homeopathy-affiliated journals of 8 studies. 

When running a χ
2
-test, affiliation seemed not to be associated with statistical significance (χ

2 
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= 0.27; p = .60), indicating that in this analysis homeopathy-affiliated journals did not 

contribute statistically significant more p-values below .05. 

 Study subsamples did not differ in regard to sample size (t = -0.36; p = .72) or 

treatment duration (t = -0.99; p = .34).  
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Table 1: Summary of included studies 

ID First Author Year 
Treatment 

sample 

Placebo 

sample 

main outcome  

measure 

Nature of main 

outcome measure 

Treatment  

duration 

Statistical 

significance 

Effect 

Size (d) 

Journal 

affiliated with 

Homeopathy 

MA01 Adler 2013 16 7 HAM-D Continuous 6 weeks No 0.49 No 

MA02 Andrade 1991 17 16 SRH-MBTI Functional 

Assessment 

Discrete 6 months No 
-0.37 No 

MA03 Bell 2004 23 25 EEG alpha magnitude Continuous 16 weeks Yes -
1
 No 

MA04 Bell 2004 26 27 25% improvement in tender 

point pain 

Discrete 16 weeks Yes 
-1.06 No 

MA05 Bonne 2003 20 19 HAMA-A Continuous 10 weeks No 0.07 No 

MA06 Brien 2011 16 16 HAMA-A Discrete 24 weeks No 0.00 No 

MA07 Cavalcanti 2003 11 9 Percentage of pruritus reduction Continuous 60 days No -0.14 Yes 

MA08 Chand 2014 60 60 Symptom score Continuous 5 years No 0.05 Yes 

MA09 Chapman 1999 27 23 SRHI-MBTI Functional 

Assessment 

Continuous 4 months Yes 
-0.49 No 

MA10 Fisher 2006 15 12 100mm visual analogue scale of 

overall symptom severity 

Continuous 12 weeks No 
-0.16 Yes 

MA11 Frass 2005 33 34 Survival rate Discrete 180 days Yes -0.69 Yes 

MA12 Koley 2015 30 30 Pain Scale Continuous 2 weeks No 0.00 Yes 

MA13 Macías-Cortés 2015 44 43 HRSD Continuous 6 weeks Yes -1.50 No 

MA14 Mousavi 2009 50 50 Moderate improvement rate on 

ulcer size 

Discrete 6 days No 
-0.59 Yes 

MA15 Naude 2010 14 16 Sleeping Diary Continuous 4 weeks Yes -
2
 Yes 

1
 only p-value available 

2
 effect size could not be calculated 
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Table 1: Summary of included studies (Continued) 

ID 
First 

Author 
Year 

Treatment 

sample 

Placebo 

sample 

main outcome  

measure 

Nature of main 

outcome 

measure 

Treatment  

duration 

Statistical 

significance 

Effect 

Size (d) 

Journal 

affiliated with 

Homeopathy 

MA16 Peckham 2014 16 15 IBSS score Continuous 26 weeks No -0.72 Yes 

MA17 Rastogi 1999 20 18 CD4
+ve

 T-lymphocytes Continuous 6 months Yes -0.35 Yes 

MA18 Siebenwirth 2009 5 9 Multiparameter-Score Continuous 32 weeks No 0.39 Yes 

MA19 Straums-

heim 

2000 35 33 Overall effect assessed by 

neurologist 

Discrete 4 months No 
-0.37 Yes 

MA20 Thompson 2005 28 25 
MYMOP overall profile 

score 
Continuous 16 weeks Yes -0.34 Yes 

MA21 Yakir 2001 33 34 MDQ score Continuous 3 months Yes 0.80 Yes 
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3. Results 
 

3.1. Conventional meta-analysis 

 

Included studies varied within their methods, duration and main outcome measures. Hence, a 

random effects model was applied, yielding an estimated summary effect size of  

d = -0.46 ([-0.89;-0.03]; p = .03), indicating a moderate effect in favour of homepathy. Study-

specific effect size estimations and 95% confidence intervals are shown in Figure 1.  

The test for heterogeneity was statistically significant (Q(18) = 106.39; p <.001), 

indicating large heterogeneity. I
2
 amounted to 87.71%. This means that 87.71% of the total 

variability in the estimated effect sizes was due to variations in sample size, method or other 

moderating variables (Viechtbauer, 2010), opposed to unsystematic variability of observed 

effects. 
 

 

Figure 2: Forest plot of individual effect sizes and 95% confidence intervals of 

all studies included in the conventional meta-analysis, sorted by study n 

(ascending). 
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Sensitivity analysis was conducted via leave-one-out diagnostics. One study was 

identified as a potential distortion for meta-analytic results. Leaving Bell.1 (2004) out shrank 

the effect size estimate to d = -0.31 ([-0.55;-0.05]; p = 0.01) and I
2
 to 60.33, but since the 

studies sample size was small, the face value interpretation did not change. Omitting any 

other study did not change the size of the estimate notably. 

Four methods for detecting publication bias were applied. The trim and fill method 

suggested no missing studies on the right side of the funnel, but identified seven potentially 

missing studies on the left side of the funnel (Figure 3), implying statistically significant 

unpublished studies. Both rank correlation test (Kendall’s τ < .001; p = 1.00) and Egger’s 

regression test (z = -0.62;  p = .54) were not statistically significant, indicating no publication 

bias. 

 

 

Figure 3: Funnel Plot. 

 

When splitting the sample by journal affiliation and conducting the trim and fill 

method (Figure 4 and Figure 5), the funnel plots showed different distributions of effect sizes. 

The non homeopathy-affiliated subset showed missing studies, as well as an outlier with a 

large effect size but also a high standard error. This may be explained by a massive 

publication bias, because prestigious journals generally tend to publish studies which found 

large effect sizes more often than studies that found low effect sizes. The outlier may 
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contribute to the large heterogeneity observed in this subset (I
2
 = 94.20%, Q = 75.92,              

p < .001). When examining the homeopathy-affiliated subset, no outliers were detected and 

the heterogeneity was negligible (I
2
 = 13.27, Q = 13.47, p = 0.27). When conducting the 

conventional meta-analysis, the different distributions of the subsets were pooled together and 

may have caused the funnel plot asymmetry on the wrong side of the funnel. 

For the homeopathy-affiliated subset the summary effect estimated by a conventional 

random effects model amounted to d = -0.19, and for the non homeopathy-affiliated subset to 

d = -0.90. Both summary effects were not statistically significant. This discrepancy in effect 

size estimates may be another result of the tendency of prestigious journals to publish studies 

with large effect sizes more likely than studies with other outcomes. 

 

 

Figure 4: Funnel Plot of the non homeopathy-affiliated subset. 
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Figure 5: Funnel Plot of the homeopathy-affiliated subset. 

3.2. p-Uniform  

 

There was no evidence of heterogeneity within the subset of statistically significant studies 

when applying the Cochran’s Q test (Q = 9.67; p = .29). The Irwin-Hall estimator was 

selected for estimation. p-uniform’s effect size estimation based on statistical significant p-

values yielded a summary effect of d = -0.28 [-0.74;0.70] with no statistical significance (p = 

.21). For comparison, a conventional fixed effect size model implemented in the p-uniform 

web application was applied and estimated a summary effect of d = -0.86 ([-1.05;-0.66]; p < 

.001), which was larger than both conventional random effect model and fixed effect model 

effect size estimation (d = -0.41 [-0.55;-0.26], p < .001).  

In their supplementary material to p-curve, Simonsohn et al. (2013) pointed out that 

treating discretely distributed test statistics, like a p-value obtained from a χ
2
-test, as student 

distributions may also account for slight deviations. This may add to the observed 

discrepancy. However, they argue that those deviations do not distort results to a serious 

extent. Because p-uniform is similar in its method, it is assumed that ignoring the actual type 

of distribution does not lead to significantly different estimates. In fact, leaving those studies 

out did not change interpretation of effect size estimate (d = -0.28 [-0.87;1.95], p = .28).  

Even though p-uniform did not detect publication bias (p = .28), probabilities for 

conditional p-values showed two biases when displayed graphically (Figure 6). One was 

located at the lower end of probabilities, where low p-values occured less frequent than 
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statistically expected. The second one appeared on the upper end of probabilities, where p-

values near the threshold for statistically significance were observed more frequently than 

statistically expected.  

 

 

 Figure 6: Probability-probability plot for all 9 included studies. 

 

3.3. p-Curve 

 

The nine studies forming the subset of statistically significant studies were subjected to the p-

curve web application. Power analysis and p-value distributions were conducted based on 

original test statistics.  

Effect size estimation yielded a summary effect of d = 0.71 (Figure 7) in favour of 

placebo. Calculations of confidence intervals and p-values are not possible. Here, too, p-

values based on χ
2
 tests were excluded for comparison, leaving three studies to analyse. In this 

case p-curve estimated a positive small effect in favour of placebo (d = 0.22).  
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Figure 7: R-Plot of loss function. 

 

 

Figure 8 depicts the percentual distribution of statistically significant p-values (blue), 

the shape of the distribution if studies were generally underpowered at 33% (dashed green), 

and the shape of the distribution in case of no effect (dotted red). The actual curve showes that 

low p-values and p-values near the threshold of statistical significance were observed more 

often than expected in case of a population effect. This interpretation was consistent with 

conclusions drawn from p-uniform. 
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Figure 8: Percentual distribution of observed statistically significant p-values. The 

test statistic is provided on the upper right. 

 

 

The test for right skewness was not statistically significant for full p-curve (p = .25), 

but statistically significant for half p-curve (p = > .001), indicating evidential value. However, 

the statistical power of all statistically significant studies was estimated at 38% [7%;76%], 

which means that the study set was underpowered. 

Figure 9 shows what happens to statistical significance of p-curve’s statistical tests if k 

of the lowest or highest p-values are omitted from the subjected data set. The highest p-value 

had to be excluded to achieve a statistically significant test for right skewness (upper graphs). 

When doing that by deleting Macías-Cortés (2015) from the study set, the percentage of 

observed p-values near the threshold for statistical significance increased while the percentage 

of low observed p-values decreased (Figure 10). More interestingly, power dropped to 5% 

[5%;39%], with not even the upper bound confidence interval exceeding the threshold for 
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chance at 50%. The middle graph considers only p-values under .25. Dropping the lowest of 

these p-values resulted in the test for right-skweness not being statistically significant 

anymore. The test for 33% power did not reach statistical significance if any of the lowest or 

highest original p-values were dropped.  

Simonsohn et al. (2013) recommended to put more trust in results obtained from study 

sets that do not change when excluding a few original p-values. In this case, excluding the 

most extreme p-values did not change the interpretation regarding the study set’s low 

statistical power. Single studies were not responsible for the misfit between a hypothetical 

curve of p-values obtained from an underpowered study set, but most studies in the study set 

contributed to that misfit. This means that the distribution of observed p-values could not be 

fully explained by low power. 
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Figure 9:  Changes in p-values of tests for right skewness and 33% power when dropping k 

lowest or highest original p-values. 

 

 

Figure 10: Percentual distribution of observed statistically significant p-values when 

excluding Macías-Cortés (2015). The test statistic is provided on the upper right. 

 

 

Table 2: Summary of effect size estimates 

 Conventional meta-

analysis 

p-uniform p-curve 

Effect size (d) -0.46 -0.28 0.71 

Confidence interval [-0.89;-0.04] [-0.74;0.70] - 

p-value .03 .21 - 
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3.4. Secondary analysis 

 

 

Table 3: Comparison of main findings in subsets split by journal affiliation 

 p-uniform p-curve conventional 

 Effect Size 
Publication 

bias  

Effect 

Size 
p-hacking  Power Effect Size 

       

Homeopathy-

affiliated 
1.88

a 
Yes -0.59 No 5% -0.19

c 

Non 

homeopathy-

affiliated 

-0.86
b 

No 0.87 No 96% -0.90
 c
 

a
 p = .97 

b
 p = .002 

c 
p < .01 

 

No evidence for heterogeneity was found homeopathy-affiliated subset (I
2
= 13.27%, Q = 

13.47, p = .26). For this subset p-uniform estimated an effect size of d = 1.88 (p  = .97), while 

p-curve yielded an effect size estimate of d = -0.59. Conventional fixed effect size estimation 

amounted to d = -0.19 (p = .06). Both estimates based on p-values suggested no evidential 

value in the data set, leading to the same interpretation of no population effect. However, a 

clear difference in the distribution of p-values is depicted in Figure 11 and Figure 12. While 

the non homeopathy-affiliated subset was right-skewed (p < .001), the homeopathy-affiliated 

subset was flatter than it would be if the study set was powered at 33%. Examining the 

homeopathy-affiliated subset in detail, no p-value less than .001 was observed. Most observed 

p-values were near the threshold for statistically significance. While the shape of the curve 

may be a hint on p-hacking, the statistical test indicated flatness (p < .01). 

For the non homeopathy-affiliated subset results yielded by p-curve and p-uniform 

contradicted each other. p-curve suggested a large effect in favour for placebo, while p-

uniform suggested a large effect in favour of individualized homeopathic treatment. This may 

be explained by heterogeneity being present in this subset (I
2
= 94.20%, Q = 75.92, p < .001), 

which can lead to unreasonable results. 
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Figure 11: Percentual distribution of observed statistically significant p-values in the 

homeopathy-affiliated subset. The test statistic is provided on the upper right. 
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Figure 12: Percentual distribution of observed statistically significant p-values in the 

non homeopathy-affiliated subset. The test statistic is provided on the upper right. 
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4. Discussion 
 

 

4.1. Effect sizes 

 

p-curve yielded a large positive effect size and p-uniform returned a small negative effect 

size. Neither effect size was statistically significant. Although the direction and size of effects 

differed between p-curve and p-uniform, they both consistently suggested no evidential value 

in the data set and thus no effect of homeopathy.  

As p-curve has more power of detecting evidential value than the individual studies 

from which the p-values are extracted, it is “virtually guaranteed to detect evidential value, 

even when the set of studies is powered at just 50%” (Simonsohn et al., 2013). Simulation 

studies showed that the risk for a beta error is very low even with just a few p-values if a 

study set is powered at around 80% (Simonsohn et al., 2013). However, the entered study set 

did not reach any of these numbers. Van Aert et al. (2016) stated that low overall statistical 

power in the data set and p-values just below the significance threshold are signals for p-

hacking. Since no evidence for publication bias was found in conventional methods, p-

hacking provides a sensible explanation for the prevalence of statistically significant p-values 

within a study set that is underpowered at 38%. Furthermore, the low statistical power of the 

study set could not fully explain the misfit between the expected distribution of p-values in 

case of low statistical power and the observed distribution. Here, too, p-hacking is a sensible 

explanation for the observed misfit. 

This conclusion differes from the face value interpretation drawn from the conducted 

conventional meta-analysis, which suggested a moderate effect in favour of homeopathy. The 

conventional statistical tests for publication bias were not statistically significant. However, 

the trim and fill method suggested seven missing studies with large effect sizes on the left side 

of the funnel. It is very unlikely that such unpublished studies exist. Splitting the study set by 

journal affiliation and conducting the trim and fill method for each subset seperately showed 

two different distributions of effect sizes. This means that a mixed distribution within the 

whole study set potentially distorted the results drawn from convential meta-analysis. 

Furthermore, sensitivity analysis suggested distortion of a single study when conducting 

conventional meta-analysis. Excluding from the analysis the study with the largest effect size, 

which had a very small n, lowered the effect size by 32%. 
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4.2. Subset analysis 

 

Two subsets were created and studies were assigned to them depending on journal affiliation. 

The subsets were comparable in sample size and duration of treatment.  

Within the homeopathy-affiliated subset, no effect was found by p-uniform. However, 

p-curve yielded a large effect size in favour of homeopathy. p-uniform’s test for publication 

bias was statistically significant. Furthermore, extremely low statistical power (5% [5%;5%]) 

and an unproportionally high number of p-values barely below .05 were observed in this 

subset, suggesting that the effect size estimate by p-curve is not valid.  

No such evidence was found in the non homeopathy-affiliated subset, suggesting that 

intense p-hacking mainly takes place within journals that are affiliated with homeopathy. For 

the non homeopathy-affiliated subset, effect size estimates by p-curve and p-uniform differed 

by over one and a half standard deviations. This inconsistency may be explained by 

heterogeneity, which can lead to unreasonable results in both methods. 

Detailed examination of the subjected study set with the conventional trim and fill 

method showed that there seemed to be a publication bias in a certain subset. This subset 

contained studies published in journals not affiliated with homeopathy. Two studies with large 

effect sizes and high standard error were potentially missing within this set, whereas no such 

bias was found within the homeopathy-affiliated subset. This indicates that journals not 

affiliated with homeopathy published unproportionally less studies that found large effect 

sizes in favour of homeopathy. This is in line with the general perception that prestigious 

journals with a high impact factor require studies to report large effect sizes in order to 

publish them. Accordingly, journals with a lower impact factor, which are homeopathy-

affiliated journals in this case, published studies that tended to find low effect sizes in favour 

of homeopathy. Additionally, these studies were generally underpowered. The discrepancy 

between these two types of journals was reflected in both conventional meta-analysis and p-

value based methods. 

 

4.3. Conclusion 

 

This study showed that homeopathy has no effect superior to a placebo effect. Subgroup 

analyses using p-value-based methods as well as conventional methods suggested that the 

effect size estimate yielded by conventional meta-analysis is a product of p-hacking and 

publication bias within journals affiliated with homeopathy, whereas statistically significant 
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results reported by studies published in journals not affiliated with homeopathy are likely 

chance effects. The interpretation of face value estimates yielded by the conducted 

conventional meta-analysis is therefore strongly discouraged.  

Additionally, interpreting single homeopathy studies would not or would just partially 

reflect the nature of the examined true effect. Therefore, it is recommended to discuss the 

results of homeopathy-supporting as well as homeopathy-discrediting studies only in the 

context of detailed meta-analytic examination. When doing this, the effects of homeopathy, as 

discussed before, are likely attributable to placebo effects. 

Conventional meta-analyses can deal with the presence of publication bias when the 

face value interpretation is examined in more detail. However, they have a blind spot for 

QRPs. P-value-based approaches adress those problems by default.  

Similar distortions may be present in other research domains as well. In future studies, 

p-curve and p-uniform should at least be used as additional analysis, as their statistical 

approach is a helpful and intuitive tool to examine possible p-hacking. Simulation studies 

(van Aert et al., 2016) suggested that their precision on effect size estimation is superior to 

conventional meta-analysis. The present study put that into context by applying the methods 

on real data and underpins these claims. Taking all this together, p-curve and p-uniform are a 

relevant alternative to conventional methods. 
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5. Summary 
 

 

This thesis examined the application, plausibility and interpretation of p-value-based effect 

size estimations compared to conventional meta-analysical estimates. p-value-based effect 

size estimations are needed because publication bias and questionable research practices are 

highly prevalent and are a possible threat to the validity of conventional meta-analytical 

results and empirical investigations in general.  

For the present analysis the body of homeopathy literature was searched and studies 

fitting an a priori set of inclusion criteria were coded. Three different meta-analytical methods 

were used to examine the present set of 21 studies. Two were based on p-values, one was 

based on a random effects model. Compared to conventional meta-analysis, information 

needed for the analyses were easier to code for p-value-based methods. Also, since some 

studies did not report sufficient test statistics, e.g., means and standard deviations, but 

provided p-values, more studies could be included in the calcuations of p-value based 

methods. Application on these data yielded results that were similar to results obtained by 

simulation studies and therefore allowed interpretations of the obtained effect sizes. 

The effect size estimates obtained from the three applied methods varied and indicated 

different interpretations of the estimate. While conventional meta-analysis yielded a medium 

population effect in favour of homeopathic treatment with indication of publication bias, both 

p-value-based methods suggested no evidential value and indicated low power for the data 

set. Additionally, possible p-hacking within the homeopathy-affiliated subset was detected 

with p-value-based methods. While some meta-analyses of homeopathic effects are careful in 

their conclusion and some studies term their results inconclusive, the present analysis strongly 

indicates that homeopathy has, in fact, no effect.  

The subset analyses showed that the homeopathy-affiliated subset contained no 

evidential value and was severely underpowered. Studies with statistically significant results 

may have obtained them by p-hacking. On the other hand, studies published in journals not 

affiliated with homeopathy seemed to contain evidential value and had sufficient statistical 

power. However, the effects found by studies within this subset were likely obtained by 

chance. 

In essence, the results indicated that statistically significant p-values were either 

obtained by p-hacking or by chance. 
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p-value-based effect size estimations are useful meta-analytical methods. When 

heterogeneity is low within a data set, they have sufficient precision compared to 

conventional methods and can deal with publication bias and p-hacking. Additionally, this 

study contributes evidence to the scientific field that homeopathy, as stated by the 

homeopathic doctrine, has no effect.  
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