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Abstract

Patrick David PAZOUR, BSc.

Virtual Reality Conferencing

The development and availability of immersive virtual reality devices has
risen significantly in recent years. Combined with the latest milestones in
computer graphics and the current motion tracking devices a certain feel-
ing of presence inside the virtual world can be achieved which is aiming
(or wishing) to be indistinguishable from the real world in the long term. Al-
though this aspiration may be visionary at the present day, the possibilities of
collaborative human interactions within a virtual reality system are already
manifold.

This master’s thesis focuses on the development and evaluation of a virtual
reality conferencing application prototype supporting personalized user-based
avatars for up to four persons joining remotely in a virtual conference room.
The prototype has been evaluated in terms of the feeling of presence experi-
enced inside the applications virtual environment.

For the evaluation two groups of five people each were individually joining
a presentation inside a virtual conference room hosted by a photogrammetry-
based 3D avatar of their experiment supervisor. The first group was equipped
with virtual reality headsets, while the second group participated the pre-
sentation in front of a computer monitor without headset. Afterwards the
two groups were asked to complete a form based on the igroup presence ques-
tionnaire scale to measure the spatial presence, involvement and the sense of
realness inside the virtual conference room.

The results of the conducted experiments indicate a positive impact on the
feeling of presence by users wearing virtual reality headsets as compared to
the group without headsets.
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Chapter 1

Introduction

"virtual reality, n. A computer-generated simulation of a lifelike environment that
can be interacted with in a seemingly real or physical way by a person, esp. by

means of responsive hardware such as a visor with screen or gloves with sensors;
such environments or the associated technology as a medium of activity or field of

study;" [21]

OED-Online (Oxford Dictionary)
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1.1 Motivation

The recent years have shown a rapidly growing interest in virtual reality de-
vices and means to integrate them into our daily lives.1 A huge advantage
nowadays as compared to the 90s or early 2000s are the technical graphical
capabilities of modern head mounted displays2 together with motion and
body tracking3. With the means to create believable virtual reconstructions
of known environments4 and the emphasis to deliver an experience of pres-
ence inside this artificial reality to the user, the next missing link is to make
effective collaboration possible.

To overcome the limitation of different regional homelands without spend-
ing a fortune on transportation, a modern and interesting solution can be
network based virtual reality conference systems. Targeted at international
corporations who rely on physical meetings and presentations as well as all
matters of education of practical work flows a virtual reality based confer-
ence system can cut down the expenses of the most important resources: time
and money.

Current sales and nearly weekly announcements of new virtual reality de-
vices depict a strong influence on the consumers market. While the current
number of virtual reality device users is comprehensible, further lowering
of acquisition prices for displays and devices combined with enhanced com-
fort and acceptance by the user base might soon significantly enhance the
audience for virtual reality environment software solutions.5

Researching the papers [7][13][12] which were published over the last decades
illustrating the positive collaborative effects and possibilities of virtual reality
environments and especially the immersive ones really demands for research
on new solutions using the latest hardware technologies in this sector in our
opinion.

A huge pitfall which should not be overlooked is to motivate users to explore
and learn the interaction possibilities offered by immersive virtual reality de-
vices and environments overcoming possible first antipathy and malaise.

1Playstation VR, htc VIVE, Oculus Rift etc.
2i.e. 2160 x 1200 pixel resolution with 90Hz for the htc VIVE head-mounted OLED display
3Accelerometer, magnetometer, gyroscope, lighthouse laser tracking system, constella-

tion tracking camera, inside-out tracking camera, etc.
4i.e. photogrammetry based reconstructed environments
5current prices for full htc VIVE setup for example at 600 USD
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We see virtual reality conferencing using the latest virtual reality devices as a
beneficial choice for enabling cheap and environment friendly collaboration
for distributed team members or companies.

1.2 Contribution

The main contributions of this thesis are:

• A working virtual reality conferencing application prototype

– enabling meetings and collaborative work inside a virtual reality
environment

– with the possibility to present slides to all attendees and and em-
phasize certain parts by marking them

– providing the integration of external 3D models and means to ma-
nipulate them within the virtual reality conferencing room

• An evaluation of presence inside the virtual reality conferencing appli-
cation prototype

– measured by experiments with two groups of five people join-
ing a virtual reality conferencing meeting, where one group was
equipped with virtual reality visors and the other group partici-
pated with their computers monitor

An overview of all the implemented features of the virtual reality conferenc-
ing application prototype followed by a closer look at each mechanic will be
given at the beginning of chapter 3.

1.3 Problem Statement

The development of the virtual reality conferencing application prototype in-
cluding the first survey for related work started at the end of 20166. Despite
technological VR breakthrough announcements seemingly every week most
self acclaimed virtual reality conferencing applications were still experimen-
tal web based playgrounds with no integration of VR head mounted displays
or state of the art motion tracked controllers. One of the most hindering facts

6time of the completion of the written thesis July 2018
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to develop virtual reality business solutions is that the necessary hardware to
render realistic environments is costly7 and in addition a virtual reality head-
set with motion controllers is needed for each device including tech support
in the current alpha/beta phase of the included device drivers8.

A secondary goal of the virtual reality conferencing application prototype
was to evaluate the effect of personalized avatars on the feeling of immer-
sion and presence inside the virtual reality environment. To our knowledge
at the time of working on the prototype no virtual reality conferencing tool
or platform could be researched which offered personalized user-based 3D
avatars.
The big challenges for the virtual reality conferencing application prototype
were:

• Designing a realistic 3D environment

• Modeling realistic character faces based on photos taken beforehand
for user-based 3D avatars

• Creating a robust network environment9

• Implementing collaboratively usable interactions (i.e. manipulating a
3D object together

• Syncing interactions, voice chat and animations

• Ideally still being able to render at 90 frames per second

1.3.1 Scope of the Work

The scope of this thesis was to implement a virtual reality conferencing pro-
totype application and to test it later on with a small group of people to eval-
uate the presence and immersion while joining a presentation inside the vir-
tual reality together with their supervisors 3D avatar. While developing the
concept for the software implementation and getting to know the virtual re-
ality headset and motion controller hardware many limitations arose for the
simultaneous tracking of the mouth of the users while wearing virtual reality
headsets and the unique face model generation for each user.

7minimum Nvidia GTX 1060 graphics card, 16 GB RAM memory, i7 latest generation
processor

8i.e. Steam VR
9Peer to Peer local network in the scope of the prototype



1.4. Structure of the Work 7

This is why an exact tracking of the mouth of the user with a synced an-
imation replication soon went out of scope, but is not forgotten for future
implementation work since a lot of time was spent with research and experi-
mentation in this topic.

Though the later chapters "Methodology And Implementation" and "Sum-
mary and Future Work" will mainly focus on the final virtual reality confer-
encing prototype and its evaluation, all the steps and branches which were
finally left out in the scope of the project will still be summarized with focus
on the lessons learned from them and their future outlook for the prototype
application.

1.4 Structure of the Work

The following chapters are structured to start with an overview of the state
of the art in "Related Work" 2 which covers a literature survey and analysis
of the topics related to collaborative virtual reality applications and confer-
encing.

It is followed by an in-depth look into the methodology and structure of the
virtual reality conferencing prototype application inside the chapter "Method-
ology and Implementation" 3.

The chapter "Experimental Evaluation" 4 describes the used igroup presence
questionnaire, the experimental setup and finishes with a critical reflection
on the execution and evaluation.

The last chapter of this thesis named "Summary and future Work" 5 summa-
rizes the results and future outlooks of this work.
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Chapter 2

Related Work

The collaboration of multiple users within virtual reality environments has
been put to the test for a few decades now, as seen in several papers and
publications from the 1990s until now1, showing truly good results. How-
ever with the recent big leaps in the development of virtual reality headsets
and motion tracked controllers2’3 the price gap for the purchase of current
high end equipment becomes smaller and smaller in favor of more immer-
sive experience capabilities available to a broad consumer market.

In the scope of this research the surveyed papers and articles are classified
into two main schemes: non-immersive and immersive virtual reality collab-
oration. The focus of this chapter is to compare results in different traditional
non-immersive virtual reality collaboration scenarios with the experiences
gathered from immersive ones.

The table 2.1 lists all surveyed papers ordered by their classification and fur-
thermore the categorized usage scenarios. To the best of our knowledge the
presented papers and articles on immersive collaboration in virtual reality
environments were the most recent meaningful to survey.

1examples shown in the following table
2HTC Vive https://www.vive.com/
3Oculus Rift https://www.oculus.com/
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Classification Scenario Title Year
Non-Immersive Design/

Education
Using Virtual Reality for Developing
Design Communication [7]

2010

Non-Immersive Design Development of a web-based col-
laboration platform for manufactur-
ing product and process design eval-
uation using virtual reality tech-
niques [22]

2007

Non-Immersive Conference Mixing real and virtual conferencing:
lessons learned [31]

2013

Immersive Education Peer collaboration and virtual envi-
ronments: a preliminary investiga-
tion of multi-participant virtual real-
ity applied in science education [13]

1999

Immersive Education Collaboration and Learning within
Immersive Virtual Reality [12]

2000

TABLE 2.1: Classification of immersive and non-immersive pa-
pers.

2.1 Literature Studies

2.1.1 Non-Immersive

Using Virtual Reality for Developing Design Communication

This paper [7] by Gisli Thorsteinsson focuses on the relationship between
collaboration and the design process.

The three base questions of the research were:

"How can a virtual reality environment be used for cooperative idea genera-
tion?", "How do communications during the lesson support students’ work?"
and "How does cooperation relate to teaching and learning within these
lessons?".

The four test subjects consisting of two randomly picked boys and two ran-
domly picked girls out of a group of voluntary students were able to choose
a fitting avatar inside a collection of adult and children 3D models. Figure 2.1
shows the the students and their teacher using the virtual environment.
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FIGURE 2.1: Figure from “Using Virtual Reality for Develop-
ing Design Communication” [7] showing the students and their

teacher while using the virtual environment

The virtual reality environment itself was a house consisting of several rooms
with a garden offering the opportunity for the subjects to draw together, play
videos, browse the Internet and show power point presentations. Commu-
nication was enabled by voice over IP audio, text chat and body gestures via
the avatar. Assignments were presented by a teacher inside the virtual real-
ity environment, who trained them beforehand on the handling within the
virtual environment as shown in figure 2.2.
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FIGURE 2.2: Figure from “Using Virtual Reality for Develop-
ing Design Communication” [7] showing the students and their

teacher inside the virtual environment

The result of the collaboration was very silent communication and writing to
each other. An effect by the chosen avatars was not investigated.

Development of a web-based collaboration platform for manufacturing
product and process design evaluation using virtual reality techniques

This paper [22] by Pappas et al. describes a web-based platform for collabo-
rative process and product design evaluation using a virtual reality environ-
ment.
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The main goal was to enable real time validation of manufacturing processes
and products collaboratively between distributed coworkers. The pilot case
for research testing consisted of an virtual reality environment which was
based on the requirements of an possibly actual manufacturing company.
Figure 2.3 shows the real-time collaboration capabilities of the web-based
platform.

FIGURE 2.3: Figure from “Development of a web-based collab-
oration platform for manufacturing product and process design
evaluation using virtual reality techniques” [22] showing the

real-time collaboration capabilities

The abilities of the presented prototype were:

• cooperation among distributed designers and manufactures

• real-time multi-user interaction

• use/sharing and simulation of design and manufacturing data

• evaluation of the products using avatars

• activities in the virtual reality environment

• exchange based on the ideas of the 3D model of the product

• a product show room
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Mixing real and virtual conferencing: lessons learned

An experiment of linking a conference with different remote location sites
inside a virtual environment was conducted in this paper [31] by Sharma
and Schroeder.

The research is based on data collected during an annual gathering of a global
information technology consultancy company from India. The methods of
the evaluation consisted of participant observation, surveys filled out by the
remote attendees and interviews directed with the general audience consist-
ing of the remote attendees and the real audience.

The virtual reality environment interactions included the camera view of the
virtual lecture room, a virtual speaker avatar, user avatars identifiable with
their names, navigation and avatar gestures, and recognition of questions
from the virtual audience. Figure 2.4 illustrates the view seen by the remote
audience.

FIGURE 2.4: Figure from “Mixing real and virtual conferenc-
ing: lessons learned” [31] showing the view seen by the remote

audience
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One of the results findings was that at the time of the paper even low tech-
nical improvements would benefit the quality of the virtual reality confer-
encing experience greatly. Interestingly it was also revealed that the visual
quality and fidelity of the virtual reality environment and the representing
avatars of the members was far less important than the audio quality.

2.1.2 Immersive

Peer collaboration and virtual environments: a preliminary investigation
of multi-participant virtual reality applied in science education

This paper [13] by Jackson, Taylor, and Winn examines peer collaboration
inside an immersive 3-D virtual reality environment based on a preliminary
study of 18 sixth graders.

The assignment of the students was to investigate the concept of global warm-
ing teaming up in pairs inside a 3-D model of Seattle called Global Change
World. To encourage their collaboration the students were equipped with
head mounted visors and an intercom system for voice chat communication.

The results showed that most students enjoyed working together inside this
virtual reality environment and that the ability to work collaboratively played
a significant role in terms of the individual engagement of the pairs.

Collaboration and Learning within Immersive Virtual Reality

The experiment in this paper [12] by Jackson and Fagan is a follow up to the
previously described inside an everyday school social environment.

This time 56 ninth graders were tested in three different collaborative scenar-
ios while again being inside the Global Change World to investigate the con-
cept of global warming. The different experiences were conducted by singu-
lar subjects with minimal support, pairs of subjects working in collaboration
and singular subjects working in collaboration with an expert as companion.
Figure 2.5 shows a carried out selection inside the Global Change World toolkit.

Within the results no direct evidence could be found that the immersive vir-
tual reality environment provided a beneficial collaboration effect. However
a benefit on the educational effects was traceable and formed the conclusion
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FIGURE 2.5: Figure from “Collaboration and Learning Within
Immersive Virtual Reality” [12] showing a selection inside the

Global Change World toolkit.

that immersive virtual reality collaboration can be successfully integrated
into existing school curricula.

2.2 Analysis

A common thread through papers [7], [13] and [12] was that some of the
test subjects had problems navigating or using the controls inside the vir-
tual reality environment which was especially true for the immersive ones.
A break through in easy to pick up interaction devices is yet to come which
will enable instant adaptive mechanics to interact within virtual reality en-
vironments. Game based tutorials to motivate and guide the user through
interaction tasks should be highly anticipated.

2.3 Summary and Result

A direct comparison between the non-immersive papers [7], [22], [31] and
the immersive ones [13], [12] can not be drawn.
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The classification used at the beginning of this chapter between the two cat-
egories is therefor only based on the fact of the applied technology with no
further side effects which distinguish and remark the classification.

A mildly spoken common fact were mostly good results beneficing collab-
oration inside virtual reality environments, while the researches often pre-
dicted even better results without the technical limitations of the date of the
publication.
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Chapter 3

Methodology and Implementation

This chapter explains the details of the virtual reality conferencing applica-
tion developed for this master thesis.

The final prototype includes the following features:

• Up to four attendees per session

– A host initiates a session and up to three clients can join within the
same local network.

• 3D avatars

– Integration of user-based faces modeled by provided photos to-
gether with a generic model inside the application.

• 3D avatar facial animation

– The facial data is tracked by the webcam and dependent on light-
ing, distance and orientation of the user. If a feature is matched it
will be animated on the avatar. While wearing a headset, the fa-
cial animation is controlled by the speech of the user which is also
a fall-back if no feature is matched without a headset.

– Wearing a VR headset, the users head movement is tracked and
animated on the avatar up to a natural movement angle. Without
a headset, the user can move the head of the avatar by “looking
around” with the mouse.

– Additionally, an avatar idle and avatar speaking animation with
gestures for the whole body is prepared.
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• 3D VR room creation – conference

– Realistic office room environment with immersive features like a
ticking real time clock and traffic outside the conference room.

• 3D avatar placement /localization

– Automatic round robin placement around the office table

• Voice transmission

– Voice packages will be sent approximately every fully captured
second, guaranteeing a short delay

• External data integration

– Obj Files can be uploaded by the host within the menu, prior to
initiating hosting the conference. The object can be seen by all par-
ticipants.

• External data interaction

– The object can be rotated, marked, scaled, grabbed and moved
around by the host. The changes can be seen by all participants.

– The host can mark slides and advance/return to pages in the slides.
The changes can be seen by all participants. Additional every par-
ticipant can display a zoomed in version of the current slide in
front of him.

• Login

– Different users will be able to login by provided user-names and
passwords. The appropriate avatar is linked to a given user login
and will be assigned automatically.

The further sections will present the controls, used technologies, frameworks
and libraries being followed by a closer look at the character generation and
the design of the virtual environment. At the end we will take a closer look
at the face tracking, software and networking architecture.

3.1 Controls

The virtual reality conferencing application is designed to be usable with and
without a virtual reality headset including motion controllers.
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VR button Non-VR key function
- Space reset face tracker
- Enter enable/disable face tracker
- 1 spawn exclamation mark emote
- 2 spawn hash-tag emote
- 3 enable/disable close up HUD of presentation
- 0 disable/enable general HUD

TABLE 3.1: General controls of the virtual reality conferencing
application

It is differentiated between hosts which start the conferencing room and op-
tionally upload a presentation and 3D object and users who can join a hosts
conferencing room. The controls are mapped in the table 3.1 showing the
general controls for the host and the user and table 3.2 illustrating the host-
only controls.

3.2 Used technologies, frameworks and libraries

The first time consuming step of this thesis was to find the fitting tools and
libraries among the latest frameworks and technologies to reduce the neces-
sity of implementing every link of the chain anew. Table 3.3 lists the used
technologies, frameworks and libraries for developing the virtual reality con-
ferencing application prototype.

3.3 Hardware

3.3.1 Requirements

To ideally target around 90 fps inside the virtual reality environment, the
hardware requirements revolve around a mid tier and higher classified gam-
ing PC or laptop with Windows 8 or higher.

As a fall-back the whole virtual reality conferencing prototype can be used
without a virtual reality device but is recommended to be used with the HTC
VIVE. The official recommended hardware requirements for the virtual real-
ity headset HTC VIVE from the HTC Corporation are listed in table 3.4.
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VR button Non-VR key function
controller trigger left mouse button grab 3D object
move controller with
held trigger

move mouse with held
left mouse button

move 3D object

- return reset 3D object
left and right direction
of controller touch-pad

arrow keys rotate 3D object

up and down direction
of controller touch-pad

mouse wheel up/-
down

enlarge/shrink 3D object

right motion controller
grip button held

- toggle laser pointer for paint-
ing

move controller with
held trigger and right
motion controller grip
button

move mouse with held
right mouse button

paint on 3D object or presenta-
tion

left motion controller
grip button

middle mouse button reset painting

right motion controller
upper button

left ctrl next presentation slide

left motion controller
upper button

left shift previous presentation slide

TABLE 3.2: Host controls of the virtual reality conferencing ap-
plication

Title Author Category
HTC VIVE1 HTC Corporation Hardware
Unity R© Version 5.6.5-32 Bit2 Unity Technologies Engine
Agisoft PhotoScan Standard Edition3 Agisoft LLC Characters
FaceGen Modeller4 Singular Inversions Characters
Adobe Fuse5 Adobe Characters
ARToolkit6 Philip R. Lamb Face-tracking
CSIRO Face Analysis SDK [19]7 CI2CV Face-tracking
VoiceChat [8] library8 Holmström Voice Chat
Steam VR library for unity9 Valve Corporation VR Interactions
Windows10 Microsoft Platform

TABLE 3.3: Used technologies, frameworks and libraries
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Component Recommended system requirements
Processor Intel Core i5-4590/AMD FX 8350 equivalent or better
GPU NVIDIA GeForce GTX 1060, AMD Radeon RX 480

equivalent or better
Memory 4 GB RAM or more
Video Output HDMI 1.4, DisplayPort 1.2 or newer
USB Port 1x USB 2.0 or newer
Operating System Windows 7 SP1, Windows 8.1 or later, Windows 10

TABLE 3.4: HTC VIVE hardware requirements [5]

In order to use the voice chat a built in or external microphone as well as
speakers or a headset are needed. The optional face tracking requires a com-
mon web cam to be enabled. For the tracking of head or hand movements
with a virtual reality headset and motion controllers no additional camera is
needed.

3.3.2 Virtual Reality Headset

The Oculus Rift11 motion controllers launched in December 2016 [36] shortly
after the first research ideas for this thesis evolved. Because the HTC VIVE
shown in figure 3.1 launched earlier in 2016 [35] and already some experi-
ence with the hardware and its interactions in Unity R© with the Steam VR
unity plug-in from Valve Corporation was gathered beforehand, the virtual
reality conferencing application prototype was developed from the start with
the capabilities of the HTC VIVE in mind. Though one of the main features
of the HTC vive is its room scale tracking feature the virtual reality confer-
encing application prototype was considered a seated experience from the
start where the head and hands had only to be tracked in front of the used
computer or laptop.

3.4 Virtual Environment Design

3.4.1 Conference Room Scene

An important aspect of this prototype was to deliver an immersive experi-
ence inside a believable environment. To recreate the feeling of being inside

11Homepage https://www.oculus.com/
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FIGURE 3.1: Picture of HTC VIVE taken from
https://www.vive.com/us/setup/vive/

of a meeting room a small business environment was built with the help of
several selected individual assets and asset packages from the Unity R© asset
store. The final result is shown in figures 3.2 presenting the room from the
right side, 3.3 presenting the room from the front-facing side and 3.4 giving
a look at the street-facing side.

FIGURE 3.2: Screen-shot of the Virtual Reality Conference
Room scene taken in the Unity R© Editor

3.4.2 Immersive Add-ons

To further enhance the experience street noise in Vienna outside of the faculty
of computer science was recorded and looped back into the scene positioned
at the half opened windows in the conference room. Additional small but
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noticeable features like a clock showing the current real time with its moving
handlers (figure 3.3) and cars passing by at street level a few floors below
seen through the windows (figure 3.4) were carefully designed and placed
inside the virtual environment.

FIGURE 3.3: Screen-shot of the Virtual Reality Conference
Room scene immersion details taken in the Unity R© Editor

Subtle bloom and color grading image post processing effects were added
to enrich the quality of the scenes with a focus on performance. To reduce
aliasing artifacts Unity R©’s FXAA [18] implementation was used.

FIGURE 3.4: Screen-shot of the Virtual Reality Conference
Room scene streets view taken in the Unity R© Editor
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3.5 Avatar-generation

3.5.1 First approach with Agisoft PhotoScan

The first approach used to generate realistic user based avatars was test-
ing the capabilities of photogrammetry with the help of Agisoft PhotoScan,
which is a software application to create 3D spatial data from photos. While
there is no official statement on which papers and algorithms Agisoft Photo-
Scan is based on directly, a member of the Agisoft Technical Support named
Dmitry Semyonov stated in 2011 in a forum post on Agisofts official commu-
nity forum that the application is not based on the popular Bundler + PMVS2
+ CMVS assembly based on the paper “Photo Tourism: Exploring Photo Col-
lections in 3D” [33] by Snavely, Seitz, and Szeliski but described individual
processing steps directly quoted as follows [30]:

Feature matching across the photos.
At the first stage PhotoScan detects points in the source photos which are
stable under viewpoint and lighting variations and generates a descrip-
tor for each point based on its local neighborhood. These descriptors are
used later to detect correspondences across the photos. This is similar to
the well known SIFT approach, but uses different algorithms for a little
bit higher alignment quality.

Solving for camera intrinsic and extrinsic orientation parameters.
PhotoScan uses a greedy algorithm to find approximate camera locations
and refines them later using a bundle-adjustment algorithm. This should
have many things in common with Bundler, although we didn’t compare
our algorithm with Bundler thoroughly.

Dense surface reconstruction.
At this step several processing algorithms are available. Exact, Smooth
and Height-field methods are based on pair-wise depth map computation,
while Fast method utilizes a multi-view approach.

Texture mapping.
At this stage PhotoScan parametrizes a surface possibly cutting it in
smaller pieces, and then blends source photos to form a texture atlas.

The first step was to test out the capabilities of Agisoft PhotoScan and if the
generated models were fit to give an immersive and believable experience
inside the virtual reality environment.
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To gather more test data to experiment with, we created a document called
"Face Mesh Photography Manual" as a reference for the correct process and
work-flow when taking photos for faces to be modeled later on in Agisoft
PhotoScan. The document is based on the official advises given by Agisoft
LLC in their manual for Agisoft PhotoScan [16].

The following two pages show the original "Face Mesh Photography Man-
ual" document:



Face Mesh Photography Manual 

 

At a minimum level 12-16 pictures must be taken at eye level in a circle around the head. The best 

outcome can be achieved with 3 sets of this photos: One taken from eye level, one slightly above 

and one slightly below. 

Example intermediate result: 

 

Equipment: 

- Digital single-lens reflex camera with at least 12 megapixels 

- Ideally a 50mm fixed length focal lens or at least a lens from 20mm to 80mm. (When using a 

zoom lens, it is important that the zoom level is not changed while taking the photos) 

- Tripod recommended but not necessary 

- Seat for the photo model recommended 

 

Lighting: 

- The best lighting is like a bright cloudy day 

- No projection shadows and only a small occlusion 

- Reflection spots should be avoided 

- The face should be evenly lit from all directions 

- Don’t use a camera flash 

 

Camera settings: 

- Use manual mode 

- Use the highest resolution possible 

- Save the images in addition to JPEG/TIFF/etc. as well in RAW 

- Use a high aperture value to get more sharpness and depth 

- Ideally ISO 100, however can be adjusted higher depending on the light conditions and the 

noise 

- Set the white balance according the light conditions to achieve the same colour temperature 

on all photos 



 

Taking the photos: 

- The individual photos taken next to each other should overlap by at least 60-80% (the more 

the better) 

- At least 60% of the whole photo should be in focus 

- The captured face must not be blurry 

 

The quality of the produced face meshes depends very largely on the taken photos. Blurry images 

and dark shadows casted on the facial area should be avoided at all costs. 
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3.5.2 Results with Agisoft PhotoScan

Unfortunately even with much more effort applied we could not get much
past the quality as seen in figure 3.5. The biggest problems were missing
pieces of hair and holes at arbitrary positions inside the model which we
would have to fill manually with the help of a modeling software application.

FIGURE 3.5: Screen-shot of reconstructed Face taken in the Ag-
isoft PhotoScan Editor

Following reason the experimentation with Agisoft PhotoScan for this the-
sis stopped here and we went on with another application named FaceGen
Modeller, described in the following section. With more time at hand and
in regards to a future outlook, the approach taken with Agisoft PhotoScan
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promises a much more detailed result than with other methods and should
be researched and evaluated further.

3.5.3 Morph-able Models with FaceGen

FaceGen Modeller is a software application by Singular Inversions and di-
rectly quoted described by them “to create realistic animatable 3D face and
head meshes” [10].

This application offers a simple solution to quickly create usable avatar heads
created from only three photos. In comparison to the experiments with Ag-
isoft far less photos are needed. The output is a finished morphed rigged
model ready to use with the animator in Unity R© as shown in a test model
from the FaceGen Modeller Demo Editor in figure 3.6.

Unfortunately Singular Inversions claims on their homepage in the FAQ sec-
tion FaceGen Frequently Asked Questions that they have not published a paper
detailing their methodology [9].

3.5.4 Character Models and Animation from Adobe Fuse

The main focus of the avatars was to capture the face of the user to represent
her/him. For the models representing the body we were looking for a faster
generic approach and found the solution in Adobe Fuse.

Adobe Fuse, originally developed by Mixamo12, is a software application to
create and animate 3D characters. With the help of this application we im-
ported female and male character model variations with selected animations
like sitting and talking gestures into the virtual reality conferencing proto-
type and now faced, in matters of character creation, the final missing part:
putting it all together.

3.5.5 Combined result

Putting it all together demanded the character models heads to be replaced
by the models from FaceGen and bones as well as the animations being
synced and adapted.

12Homepage https://www.mixamo.com/
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FIGURE 3.6: Screen-shot of reconstructed Face taken in the
FaceGen Modeller Demo Editor

For this prototype solution we chose the brute force path and came up with
the following helper class called HeadBones.cs inside the application for ar-
ranging the new head bones with the old ones:

publ ic c l a s s HeadBones : MonoBehaviour {

[ S e r i a l i z e F i e l d ]
publ ic Transform [ ] bones = new Transform [ 2 ] ;
[ S e r i a l i z e F i e l d ]
publ ic Vector3 headTranslate ;
publ ic f l o a t neckLimi tS tar t = −1.2 f ;
publ ic f l o a t neckLimitEnd = −1f ;
publ ic f l o a t neckZLimit = −1f ;

p r i v a t e SkinnedMeshRenderer rend ;
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p r i v a t e Transform [ ] oldBones ;
p r i v a t e Matrix4x4 [ ] oldBindPoses ;
p r i v a t e BoneWeight [ ] oldBoneWeights ;

/ / Use t h i s f o r i n i t i a l i z a t i o n
void S t a r t ( ) {

Mesh mesh =
GetComponent<SkinnedMeshRenderer > ( ) . sharedMesh ;

BoneWeight [ ] weights =
new BoneWeight [ mesh . v e r t i c e s . Length ] ;

f l o a t neckRange =
neckLimitEnd − neckLimi tS tar t ;

for ( i n t i = 0 ; i < mesh . v e r t i c e s . Length ; i ++)
{

f l o a t alpha = Mathf . Clamp01 (
( mesh . v e r t i c e s [ i ] . y − neckLimi tS tar t )
/ neckRange

) ;

weights [ i ] . boneIndex0 = 0 ;
weights [ i ] . boneIndex1 = 1 ;
i f (

mesh . v e r t i c e s [ i ] . z < neckZLimit &&
(1−alpha ) > 0
)

{
weights [ i ] . weight0 = alpha ;
weights [ i ] . weight1 = 1−alpha ;

} e lse
{

weights [ i ] . weight0 = 1 − alpha ;
weights [ i ] . weight1 = alpha ;

}
}
oldBoneWeights = mesh . boneWeights ;
mesh . boneWeights = weights ;
Matrix4x4 [ ] bindPoses = new Matrix4x4 [ 2 ] ;
bindPoses [ 0 ] = bones [ 0 ] . worldToLocalMatrix ∗

transform . localToWorldMatrix ∗
Matrix4x4 . TRS (

headTranslate ,
Quaternion . i d e n t i t y ,
new Vector3 (

0 .099 f ,
0 . 099 f ,
0 . 099 f

)
) ;

bindPoses [ 1 ] = bones [ 1 ] . worldToLocalMatrix ∗
transform . localToWorldMatrix ∗
Matrix4x4 . TRS (

headTranslate ,
Quaternion . i d e n t i t y ,
new Vector3 (

0 .099 f ,
0 . 099 f ,
0 . 099 f
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)
) ;

oldBindPoses = mesh . bindposes ;
mesh . bindposes = bindPoses ;
rend = GetComponent<SkinnedMeshRenderer > ( ) ;
oldBones = rend . bones ;

The final avatars inside the application can be seen in figure 3.7a. The avatars
will have their bones adjusted at the start of the application to display the
animations correctly as shown in figure 3.7b.

(A) Final avatar example

(B) Animation of final avatar example

FIGURE 3.7: Final avatar examples

3.6 Face Tracking

3.6.1 CSIRO Face Tracking

The CSIRO Face Analysis SDK [19] by M. Cox and Lucey is based on “De-
formable Model Fitting by Regularized Landmark Mean-Shift” [24] by Saragih,
Lucey, and Cohn and contains a collection of components to help capturing
geometrical face data from video.

We have embedded the face tracker in the virtual reality conferencing appli-
cation with a wrapper based on the master thesis “Capturing Performance
Based Character Animation in Real Time for Unity” [37] of our colleague
Hannes Wagner.

Once the face tracker is loaded the application gray-scales the camera input
and sends the image every frame to the face tracker which answers with the
calculated accuracy between 0, which signifies a lost tracking, and 10 for the
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optimum result as well as the number of tracked face feature points and their
two-dimensional positions.

The first implementations in the early stadium of this masters thesis are
shown in figure 3.8 with the representation on a avatar place holder and fig-
ure 3.9 with the live web cam picture included for reference.

FIGURE 3.8: Screen-shot of first facial tracking implementation
visualized on avatar placeholders taken in the Unity R© Editor

FIGURE 3.9: Screen-shot of first facial tracking implementation
web cam reference taken in the Unity R© Editor

At the time the face tracking was implemented in the virtual reality confer-
encing application it was unclear if the absolute distance between the two
dimensional data of the tracked points of the mouth will be used to shift the
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bones in the avatar directly or if a heuristic approach will be used to generate
and blend between predicted expressions every few tracked frames.

Despite the quick success in getting relatively high accuracy two dimensional
face feature positions from the used web cams two huge limitations arose:

The first limitation was that the user had to be be rather static in front of
her/his screen for the tracker to perform well. The second much severe lim-
itation was that even with some alterations and experimentation the tracker
could not be altered easily to detect mouth features when the user was wear-
ing a virtual reality headset.

Figures 3.10 and 3.11 illustrate the process to deal with the problem of mouth
detection while wearing a virtual reality headset.

(A) First recognized face demo

(B) First recognized face demo test

(C) Face demos for VR headset which were not recognized

FIGURE 3.10: Face tracker experiments for the VR headset

Despite some successful testing the accuracy of the detection turned out to be
too low in order to work probably. Therefor new approaches were tested in
order to track the mouth of the user while wearing a virtual reality headset
without the need of additional hardware or headset mounted cameras tar-
geted towards the mouth. One of the first ideas to experiment with was the
ARToolkit, described in the following section.
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(A) Creation of recognized VR headset
face

(B) Recognized VR headset face

FIGURE 3.11: Detected face tracker experiments for the VR
headset

3.6.2 ARToolkit Headset Tracking

ARTookit, originally developed by Hirokazu Kato is a software library for the
development of augmented reality applications. It has been used for many
academic works including some with adjacent topics to this thesis like:

• “Marker Tracking and HMD Calibration for a Video-Based Augmented
Reality Conferencing System” [15] by Kato and Billinghurst

• “The Effect of Spatial Cues in Augmented Reality Video Conferenc-
ing” [14] by Kato and Tachibana

• “Collaborative Augmented Reality” [1] by Billinghurst and Kato

After adapting the ARToolkit plugin for Unity R© to the system and network-
ing architecture of the virtual reality conferencing application we experi-
mented with markers placed on the headset as shown in figure 3.12.

Fortunately through previous work with augmented reality libraries in our
bachelors thesis “Head Tracking with AR Toolkit” [23] the adaptations in
Unity R© did not take too much extra effort.

In the virtual scene stock images of a face are projected on the forehead of the
user, giving him static eyes and a static nose while not obfuscating his mouth.
This virtual output is than written in a render texture and post-processed to
brighten up the mouth area for better tracking and negation of a possible
dropped shadow by the virtual reality headset. This created image was then
sent to the face tracker instead of the directly gray scaled output of the web
cam.
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FIGURE 3.12: Photo of the test AR marker "Hiro" for VR headset
tracking

Results varied very strong with the main factors being (i) positioning of the
user and (ii) lighting conditions of the room.

3.6.3 Face Tracking Lessons Learned

Facial animation tracking is implemented, however currently optional. To
fully support or enhance its capabilities a separate standalone thesis would
be necessary. The default implementation of mouth animation inside the
virtual reality conferencing application finally settled to go for an audio ap-
proach, which will be described in more detail in the subsections "Voice
Chat" 3.7.1 and "Animation" 3.7.2.

3.7 Software Architecture

Figure 3.13 summarizes script lifetimes in Unity R© for a better understand-
ing of execution orders in Unity R©. However for details about how Unity R©
basically works the reader is referred to the official manual [34].

The main parts of the VR conferencing application are its menu scene at the
start of the application and the conference room scene. For login manage-
ment a simple associative array with the user-name being the key and the
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value consisting of the password is used to load the according user avatar at
the beginning.

After the login the user can upload a 3D object and upload a Power Point
presentation before either hosting a conferencing room or joining one by IP-
address in the current local network environment.

Depending on whether the user has a virtual reality headset device con-
nected, the application renders to the headset and enables motion controls
or falls back to the desktop mode with mouse control for interactions and
rendering of the scene on the computers screen.

The virtual reality headset and motion controller interaction features are im-
plemented with the use of the Steam VR library for Unity R©, which is needed
to run virtual reality applications in Unity R© with OpenVR virtual reality
headset devices like the HTC VIVE.

To enhance immersion and the feeling of presence inside the application a
few small feature scripts were programmed including a way-point system
for driving cars around the buildings outside the conferencing room and a
wall-clock displaying real time.

3.7.1 Voice Chat

The voice chat was implemented upon the work of Holmström and his li-
brary described as A simple VOIP solution for integration into unity [8] found
on GitHub13. Although the library had some errors in its communication
flow between the audio network manager and the audio stream packages,
these problems could be fixed with some minor adjustments and be adapted
to the networking flow of the application.

Further improvements/adaptations include the audio proxy sources for each
user inside the application to feature 3D locatable audio sources at the posi-
tion of the user inside the virtual reality conferencing room.

13URL https://github.com/fholm/unityassets/tree/old/VoiceChat
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FIGURE 3.13: Ordering and repetition of event functions dur-
ing a script’s lifetime taken from Unity R©’s online manual for

version 5.6 [34]
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3.7.2 Animation

The animation of the characters in the final prototype consists of:

• tilting the head and eye movements controlled by the viewing direction
of the user’s avatar,

• mouth animations supported by arm articulation gestures triggered by
audio input of the users microphone and

• simulated blinking of the avatar’s eyes.

Head and eye movement

The animation of the eyes and head movement of the avatar is calculated
based on the offset of the camera looking at the user in comparison to the
position of his avatars body. Everything below a certain threshold in front of
the avatar moves solely the eyes. When the threshold is exceeded the head
is rotated additionally. The animation can be interpolated in two dimensions
(x and y).

Mouth animation

The mouth animations went through many experimentation cycles. From
weighted moving certain muscles of the mouth and face based on visually
tracked data to a concept of training a neural network to identify phonemes
in the audio stream from the microphone and interpolate the blend shapes
one after the other. The working implementation for testing in the question-
naire experiment was reduced to take the push to talk audio stream from
the user and interpolate different randomly preselected blend shapes to an-
imate a speaking mouth. This together with a fixed gesticulating arms and
body animation turned out to be more convincing than an approach based
on directly mimicking the tracked data of the user.

Eye blinking

To make the avatars seem more lively a script was written to make them
blink between every two to six seconds based on J. Volpe’s observations in
“Adler’s Physiology of the Eye: Clinical Application, Tenth Edition” [11].
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The complete animation script files can be found in the appendix section of
this thesis at Appendix A in the section Animation.

3.7.3 Interaction

The main interactions are limited to the host of the virtual reality conferenc-
ing session and consist of interacting with the uploaded presentation and 3D
mesh object. Both objects can be painted and marked in real time to empha-
size parts of them as shown in figures 3.14 and 3.15.

FIGURE 3.14: Presentation feature with painted markings in the
VR conferencing application.

VR painting

To enable the painting on the 3D model and the presentation both were as-
signed a render texture for which an additional camera was placed below
the gaming scene targeted at original texture of the objects. With every paint
brush a ray-cast was made from the current viewpoint or motion controller
to the targeted space on the object and where it hit the object the according
uv position in the texture was calculated.
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With this knowledge a 2D sprite was instantiated at this exact position in
front of the additional rendering camera to paint atop the objects texture at
this position.

The full source code of this script is included in Appendix A in the section
VR-Painting.

Mesh importer

Another milestone in the development of this virtual reality conferencing
application prototype was the dynamic importing of 3D meshes. Because of
the voluntary use of syntax in wavefront files the loader works only with
meshes with planar polygons and is likely to fail on most models found on
the Internet.

FIGURE 3.15: Manipulation and painting on 3D mesh object
inside the VR conferencing room.

Presentation

The presentation to be used in the virtual reality conferencing room can be
chosen in the menu via a file selector locally on the computer. The detailed
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process of the upload and server conversion of the presentation file is de-
scribed in the following section.

The implementation of the slide-show like presentation feature was devel-
oped with a lightweight manager class which knows the URL and salt of
the uploaded and converted slides and keeps track of the current one to be
shown and how many there are to display. Figure 3.16 shows the presenta-
tion close up view inside the virtual reality conferencing application proto-
type.

To enable marking and painting on the slides for the host, a similar approach
as for the 3D object meshes was used. While the presentation manger ren-
ders the downloaded slide images into a 2D plane this approach places an
additional render camera pointed at this plane with the ability to place brush
2D sprites between. Afterward it renders the output into a render texture
which is used on the presentation screen inside the virtual reality conferenc-
ing room.

FIGURE 3.16: Presentation close up feature in the VR confer-
encing application.

More information on the synchronization of the loaded mesh and presenta-
tion will be described in the following section.
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3.8 Network Architecture

The network architecture is built with the Unity R© Networking Manager im-
plemented using their High-level API shown in figure 3.17, which works as
a wrapper for game state management, spawning management, scene man-
agement, debugging information, matchmaking and customization. [34]

This networking manager was adapted and enhanced with custom calls on
several connection and player ready states needed for the animation and
interaction system of the virtual reality conferencing prototype and finally
merged with the voice chat functionality and player based audio stream trans-
mission.

FIGURE 3.17: Screen-shot of the layers of Unity R©’s networking
High-level API taken from Unity R©’s manual [34]

As we stated at the beginning of this chapter describing the controls of the
virtual reality conferencing prototype we differentiate between hosts which
start the conferencing room and optionally upload a presentation or 3D ob-
ject, and users who can join a hosts conferencing room. In Unity R©’s network-
ing system a host takes over the role of the server when there is no dedicated
server as shown in figure 3.18.

The avatars of the users are player objects inside of Unity R© which have their
own authority over changes on their game-object on the server. As shown
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FIGURE 3.18: Screen-shot of Unity R©’s networking host client
illustration taken from Unity R©’s manual [34]

in figure 3.19 these objects exist locally as well as on the server and can be
modified independently.

FIGURE 3.19: Screen-shot of Unity R©’s networking player au-
thority illustration taken from Unity R©’s manual [34]

Network interactions

The menu scene offers options for uploading a power point presentation and
a 3D wavefront mesh into the virtual reality conferencing room. The presen-
tation is uploaded to a conversion server which converts the presentation to
a PDF and splits the slides to image files. The address of these image files
is known to the host and distributed to users on joining. Each user has an
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instance of the local presentation and the network presentation manager to
notify them on slide changes. Updates to the 3D object are announced simi-
larly to the users on change by the host.

The painting network manager receives calls when the host initiates a brush
stroke to instantiate a sprite locally inside their own painting system to man-
age the render texture locally without the need to sync the whole texture on
every change.

When a user presses a key to spawn an emote, a call is sent to the server to
instantiate the object and distribute a local version the each of the connected
clients with a preset time to live.

Voice chat and animation

When a user joins the virtual reality conferencing room a proxy voice chat
object is instantiated and spawned directly at the users position at each con-
nected client. On audio input via push to talk the user sends his audio stream
packages to the server which distributes them to the registered local proxies
for each user. The mouth and gesture animation will then be handled locally
by each client on successfully delivered audio stream packages.

3.8.1 Server Plug-ins

For this prototype a simple web server was set up to host two main scripts:

• store a 3D mesh with the current unique session id

• store and convert a presentation with the current unique session id

For the conversion of the presentation unoconv [38]14 by Wieers was used
inside a simple PHP form script to convert the presentation to a PDF and
than split the presentation slides into separate images.

The image conversion of the mid-step PDF is done with the script convert [17]15

by LLC.

The source files of the two PHP server scripts can be found in Appendix B.

14unix manpage https://linux.die.net/man/1/unoconv
15unix manpage https://linux.die.net/man/1/convert
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Chapter 4

Experiment Evaluation

4.1 igroup Presence Questionnaire

The Presence Questionnaire project started in 1997 with the goal to create a
compact scale for measuring presence in evaluation studies in virtual envi-
ronments and is according to their website [4] still an ongoing project. The
igroup presence questionnaire scales are built on two phases of a Internet
survey consisting of a large pool of question items based on earlier question-
naires and a theoretical model of their presence experiences. The scale con-
sists of a 14-item scale measuring three sub-scales and one additional general
item being divided into the following categories [4]:

• Spatial presence – the sense of being physically present in the virtual
environment (VE)

• Involvement – measuring the attention devoted to the VE and the in-
volvement experienced

• Sense of realness – measuring the subjective experience of realism in
the VE

The additional general item has a high loading on all three factors and stands
for the "sense of being there" inside the virtual environment.

The first presence scale consisting of the first three components was devel-
oped using structural equation modeling based on the first phase of the sur-
vey shown in figure 4.1.

While these first three scales identified by the factor analysis [27] were devel-
oped to be orthogonal and independent to each other, the resulting model
received the final general item to load together with the sub-scale on the
second-order factor general presence [4].
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FIGURE 4.1: Illustration of the SEM model taken from
http://www.igroup.org/pq/ipq/structure.gif

The Presence Questionnaire project distinguishes between immersion, which
they see as an objectively described variable and presence, which is a sub-
jectively variable based on the users experience. Therefor the questionnaire
relies on self-reports to measure the users sense of presence. The figure 4.2
shows their illustrated flow of immersion, conception and experience of pres-
ence.

FIGURE 4.2: Flow of immersion, con-
ception and experience figure taken from

http://www.igroup.org/pq/ipq/immersion.gif

Further information and references to the development of the igroup pres-
ence questionnaire can be found in:
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• “The Experience of Presence: Factor Analytic Insights” [27] by Schu-
bert, Friedmann, and Regenbrecht

• “Wer hat Angst vor virtueller Realität? Angst, Therapie und Präsenz in
virtuellen Welten” [28] by Schubert and Regenbrecht

• “Embodied Presence in Virtual Environments” [26] by Schubert, Fried-
mann, and Regenbrecht

• “Real and Illusory Interaction Enhance Presence in Virtual Environ-
ments” [29] by Schubert et al.

• “The sense of presence in virtual environments: A three-component
scale measuring spatial presence, involvement, and realness” [25] by
Schubert

4.1.1 Questionnaire

The igroup presence questionnaire was originally only tested in its German
version and the igroup.org – project consortium warns of the possibility that
some terms in English might be lost in translation. Because of that the ques-
tionnaire was conducted with Austrian native speakers in German. The ta-
ble 4.1 shows a list of the German ipq items taken from the igroup home-
page [3].

Nr. IPQ item
name

German question German anchors

1 G1 In der computererzeugten
Welt hatte ich den Eindruck,
dort gewesen zu sein...

überhaupt nicht –
sehr stark

2 SP1 Ich hatte das Gefühl, dass
die virtuelle Umgebung hin-
ter mir weitergeht.

trifft gar nicht zu –
trifft völlig zu

3 SP2 Ich hatte das Gefühl, nur
Bilder zu sehen.

trifft gar nicht zu –
trifft völlig zu

4 SP3 Ich hatte nicht das Gefühl, in
dem virtuellen Raum zu sein.

hatte nicht das
Gefühl – hatte das
Gefühl



52 Chapter 4. Experiment Evaluation

5 SP4 Ich hatte das Gefühl, in dem
virtuellen Raum zu handeln
statt etwas von außen zu be-
dienen.

trifft gar nicht zu –
trifft völlig zu

6 SP5 Ich fühlte mich im virtuellen
Raum anwesend.

trifft gar nicht zu –
trifft völlig zu

7 INV1 Wie bewußt war Ihnen die
reale Welt, während Sie sich
durch die virtuelle Welt
bewegten (z.B. Geräusche,
Raumtemperatur, andere
Personen etc.)?

extrem bewußt – mit-
telmäßig bewußt –
unbewußt

8 INV2 Meine reale Umgebung war
mir nicht mehr bewusst.

trifft gar nicht zu –
trifft völlig zu

9 INV3 Ich achtete noch auf die reale
Umgebung.

trifft gar nicht zu –
trifft völlig zu

10 INV4 Meine Aufmerksamkeit war
von der virtuellen Welt völlig
in Bann gezogen.

trifft gar nicht zu –
trifft völlig zu

11 REAL1 Wie real erschien Ihnen die
virtuelle Umgebung?

vollkommen real –
weder noch – gar
nicht real

12 REAL2 Wie sehr glich Ihr Erleben der
virtuellen Umgebung dem
Erleben einer realen Umge-
bung?

überhaupt nicht – et-
was – vollständig

13 REAL3 Wie real erschien Ihnen die
virtuelle Welt?

wie eine vorgestellte
Welt – nicht zu un-
terscheiden von der
realen Welt

14 REAL4 Die virtuelle Welt erschien
mir wirklicher als die reale
Welt.

trifft gar nicht zu –
trifft völlig zu

TABLE 4.1: igroup questionnaire items in German taken from
http://www.igroup.org/pq/ipq/items.php
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For an English reference we have added the table 4.2 with the English trans-
lations published on the homepage of the igroup.org – project consortium
including the respective copyright holders of items which are taken from
previously published scales in:

• “Representations Systems, Perceptual Position, and Presence in Immer-
sive Virtual Environments” [32] by Slater and Usoh

• “Measuring Presence in Virtual Environments: A Presence Question-
naire” [6] by G. Witmer and J. Singer

• “Exploratory Studies on the Sense of Presence in Virtual Environments
as a Function of Visual and Auditory Display Parameters” [20] by Mary
Hendrix

• “Virtual reality and tactile augmentation in the treatment of spider pho-
bia: A case report” [2] by Carlin, G. Hoffman, and Weghorst

Number English question English Anchors Copyright
(item
source)

1 In the computer generated
world I had a sense of "be-
ing there"

not at all–very much Slater
& Usoh
(1994) [32]

2 Somehow I felt that the vir-
tual world surrounded me.

fully disagree–fully
agree

IPQ1

3 I felt like I was just perceiv-
ing pictures.

fully disagree–fully
agree

IPQ

4 I did not feel present in the
virtual space.

did not feel–felt
present

???2

5 I had a sense of acting in the
virtual space, rather than
operating something from
outside.

fully disagree–fully
agree

IPQ

6 I felt present in the virtual
space.

fully disagree–fully
agree

IPQ

1Developed for the IPQ by Thomas Schubert, Holger Regenbrecht, and Frank Friedmann
(for questions 2, 3, 5, 6, 8, 9, 10 and 14)

2no reference given on published scale on ipq homepage
http://www.igroup.org/pq/ipq/download.php
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7 How aware were you of
the real world surrounding
while navigating in the vir-
tual world? (i.e. sounds,
room temperature, other
people, etc.)?

extremely aware-
moderately aware-
not aware at all

Witmer
& Singer
(1994) [6]

8 I was not aware of my real
environment.

fully disagree–fully
agree

IPQ

9 I still paid attention to the
real environment.

fully disagree–fully
agree

IPQ

10 I was completely captivated
by the virtual world.

fully disagree–fully
agree

IPQ

11 How real did the virtual
world seem to you?

completely real–not
real at all

Hendrix
(1994) [20]

12 How much did your experi-
ence in the virtual environ-
ment seem consistent with
your real world experience?

not consistent-
moderately
consistent-very
consistent

Witmer
& Singer
(1994) [6]

13 How real did the virtual
world seem to you?

about as real as an
imagined world–
indistinguishable
from the real world

Carlin,
Hoff-
man, &
Weghorst
(1997) [2]

14 The virtual world seemed
more realistic than the real
world.

fully disagree–fully
agree

IPQ

TABLE 4.2: igroup questionnaire items in English taken from
http://www.igroup.org/pq/ipq/items.php

4.2 Experiment Setup

The experiment was conducted with a group of ten people divided into two
equal groups of five. The first group would be using the virtual reality con-
ferencing application with a htc VIVE headset and the second group without
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a VR headset.

Each person was introduced to the experiment and controls outside the ap-
plication by a supervisor beforehand for whom a 3D avatar with his recon-
structed face was prepared in advance (shown in figure 4.3).

Inside the virtual reality conferencing application the test user was able to
communicate remotely with the supervisor who joined the session in another
room and his avatar.

The supervisor held a short presentation about the virtual reality conferenc-
ing application accompanied with slides shown in the virtual environment
and marked specific spots on an simple 3D model to simulate a short busi-
ness meeting.

FIGURE 4.3: Virtual reality conferencing supervisor avatar

After the presentation the users were asked to quit the virtual reality confer-
encing application and to honestly answer the 14 igroup presence question-
naire questions.

4.3 Survey Results

The survey results show a significant increase of presence on all measured
scales when wearing a virtual reality headset while using the virtual reality
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IPQ items mean with headset mean without headset
General 4.80 3.20
Spatial presence 5.32 3.96
Experienced realism 3.50 2.75
Involvement 4.80 3.15

TABLE 4.3: Presence profile results for the test groups with and
without a headset during the experiment

conferencing prototype application. Table 4.3 illustrates the calculated means
of the general item, spatial presence, experienced realism and involvement
for the questioned group using virtual reality headsets and the group with-
out headsets.

All scales of the questionnaire range from zero being the lowest to six being
the highest score. To visualize the results we plotted a diagram shown in
figure 4.4 with three axis for spatial presence, experienced realism and in-
volvement plus a bow for the general item all ranging from zero to seven.

FIGURE 4.4: Presence profile results with G for general, SP for
spatial presence, REAL for experienced realism and INV for
involvement for the test groups with (Headset) and without a

headset (Desktop) during the experiment.
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ANOVA tests (with a chosen alpha of 0.05) of the means of each scale illus-
trate significant differences between the two groups with p-values far below
0.05 except for the experienced realism with a p-value of 0.082 where we do
not have enough evidence to reject the null hypothesis that the population
means are all equal.
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Chapter 5

Summary and future Work

5.1 Summary

The development of the virtual reality conferencing application prototype
was a very time consuming task with lots of experimentation and trials of
different solution approaches. The most challenging part was to change the
perspective of the current approach and find new technologies when stuck
on a problem with a certain feature. The main drive, however, was influ-
enced by the promising literature survey beforehand and the possibility to
work with state of the art technology and modern devices.

The prototype developed and introduced in this thesis proves to be a very
stable foundation for additional feature implementations to further increase
the sense of collaborating inside a virtual reality environment.

The results of the conducted experiments questionnaire indicate a measur-
able advantage regarding the immersion of users using the latest technology
in virtual reality headsets.

With the gathered data we believe that further computer scientific research
on the feeling of immersion inside virtual reality environments using the cur-
rent state of the art technology with additional technological advancements
in the next few years will have the potential to close the final gap of feeling
completely inside a virtual reality application.

5.2 Outlook and Possible Improvements

As stated above, many promising features led to dead ends and would have
needed much more time consuming focus and considerations to overcome.
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However, we hope that the promising results of the current state invite other
researchers to pick up the work where we left and focus on the aspect of real
time face-tracking and animation of the user avatars.

Interesting approaches for this matter could be to work with a neural net-
work to classify the used phonemes in the audio stream to animate them
with interpolated blend shapes on the mouth of the avatar, other approaches
include the implementation of an improved face tracker with robust lighten-
ing and positioning which is trained and dependent only on the mouth of
the user to animate separate bones of the mouth model directly with spatial
influence on other areas of the face.

To improve future presence tests it would be beneficial to further separate the
tested groups into users with prior virtual reality experience and users with-
out. Having four groups compared to each other could reduce the possible
biased impact of first time virtual reality device users and could illustrate
interesting facts if there is a bias at the first place and if so how strong.
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Zusammenfassung

Patrick David PAZOUR, BSc.

Virtual Reality Conferencing

Die Entwicklung und Verfügbarkeit immersiver Virtual-Reality-Geräte ist in
den letzten Jahren deutlich gestiegen. Kombiniert mit den neuesten Meilen-
steinen in der Computergrafik und den aktuellen Motion-Tracking-Geräten
lässt sich ein gewisses Gefühl von Präsenz in der virtuellen Welt erreichen,
das auf lange Sicht von der realen Welt nicht mehr zu unterscheiden ist. Ob-
wohl dieses Streben heute visionär sein mag, sind die Möglichkeiten kollab-
orativer menschlicher Interaktionen innerhalb eines Virtual-Reality-Systems
bereits vielfältig.

Diese Masterarbeit konzentriert sich auf die Entwicklung und Evaluierung
eines Prototyps für Virtual-Reality-Konferenzanwendungen, der personal-
isierte benutzerbasierte Avatare für bis zu vier Personen unterstützt, die sich
remote in einem virtuellen Konferenzraum treffen können. Der Prototyp
wurde im Hinblick auf das Gefühl der Präsenz in der virtuellen Umgebung
der Anwendungen bewertet. Für die Bewertung waren zwei Gruppen von
je fünf Personen einzeln an einer Präsentation in einem virtuellen Konferen-
zraum beteiligt, der von einem photogrammetrischen 3D-Avatar ihres Ver-
suchsleiters gehostet wurde. Die erste Gruppe war mit Virtual-Reality Head-
sets ausgestattet, während die zweite Gruppe die Präsentation vor einem
Computer-Monitor ohne Headset absolvierte. Anschließend wurden die bei-
den Gruppen gebeten, ein Formular auf der Grundlage der igroup presence
Fragebogenskala auszufüllen, um die räumliche Präsenz, Beteiligung und den
Realitätssinn im virtuellen Konferenzraum zu messen.

Die Ergebnisse der durchgeführten Experimente zeigen eine positive Auswirkung
auf das Gefühl der "Anwesenheit" von Benutzern, die Virtual-Reality Head-
sets tragen, verglichen mit der Gruppe ohne Headsets.
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Appendix A

VR Application Code Appendix

A.1 Animation

A.1.1 Eyes
using System . C o l l e c t i o n s ;
using System . C o l l e c t i o n s . Generic ;
using UnityEngine ;

publ ic c l a s s EyeBlink : MonoBehaviour {

SkinnedMeshRenderer skinnedMeshRenderer ;
bool eyesClosed = f a l s e ;
bool b l inkFin ished = f a l s e ;
f l o a t blend = 0 f ;
f l o a t blendSpeed = 1 f ;
publ ic bool showBlendShapes = f a l s e ;
publ ic f l o a t blendStrength = 10 f ;
publ ic f l o a t blinkPause = 0 . 0 1 f ;
publ ic i n t l e f t B l i n k = 1 0 8 ;
publ ic i n t r i g h t B l i n k = 1 0 9 ;

void Awake ( )
{

skinnedMeshRenderer =
GetComponent<SkinnedMeshRenderer > ( ) ;

}

void S t a r t ( )
{

S tar tCorout ine ( blinkLoop ( ) ) ;
}

IEnumerator blinkLoop ( )
{

for ( ; ; )
{

while ( ! b l inkFin ished )
{

b l ink ( ) ;
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y i e l d return new WaitForSeconds ( bl inkPause ) ;
}
b l inkFin ished = f a l s e ;
y i e l d return new WaitForSeconds (

Random . Range (
2 f ,
6 f

)
) ;
}

}

void bl ink ( )
{

i f ( ! eyesClosed )
{

i f ( blend < 10 f )
{

blend += blendSpeed ;
i f ( blend > 10 f )
{

blend = 10 f ;
}
skinnedMeshRenderer . SetBlendShapeWeight (

l e f t B l i n k ,
blend

) ;
skinnedMeshRenderer . SetBlendShapeWeight (

r i g h t B l i n k ,
blend

) ;
}
e lse
{

eyesClosed = true ;
}

}
e lse
{

i f ( blend > 0 f )
{

blend −= blendSpeed ;
i f ( blend < 0 f )
{

blend = 0 f ;
}
skinnedMeshRenderer . SetBlendShapeWeight (

l e f t B l i n k ,
blend

) ;
skinnedMeshRenderer . SetBlendShapeWeight (

r i g h t B l i n k ,
blend

) ;
}
e lse
{
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eyesClosed = f a l s e ;
b l inkFin ished = true ;

}
}

}
}

using System . C o l l e c t i o n s ;
using System . C o l l e c t i o n s . Generic ;
using UnityEngine ;

publ ic c l a s s EyesFollow : MonoBehaviour {

SkinnedMeshRenderer skinnedMeshRenderer ;
GameObject maincamera ;

publ ic f l o a t thresh = 0 . 0 1 f ;
publ ic f l o a t blendSpeed = 100 f ;
publ ic f l o a t blendStrength = 20 f ;
publ ic i n t t u r n L e f t = 4 3 ;
publ ic i n t turnRight = 4 4 ;
publ ic i n t eyesLef t = 1 1 2 ;
publ ic i n t eyesRight = 1 1 3 ;
publ ic i n t eyesup = 1 1 4 ;
publ ic i n t eyesdown = 1 1 5 ;
publ ic i n t headup = 4 5 ;
publ ic i n t headdown = 4 6 ;

void Awake ( )
{

skinnedMeshRenderer =
GetComponent<SkinnedMeshRenderer > ( ) ;

}

p r i v a t e void S t a r t ( )
{

maincamera =
GameObject . FindGameObjectWithTag ( " MainCamera " ) ;

}

void Update ( )
{

/ / l e f t r i g h t
f l o a t d i f f X = transform . p o s i t i o n . x −

maincamera . transform . p o s i t i o n . x ;
i f ( d i f f X < −thresh )
{

f o l l o w L e f t ( Mathf . Abs ( d i f f X ) ) ;
} e lse
{

skinnedMeshRenderer . SetBlendShapeWeight (
turnLef t ,
0

) ;
skinnedMeshRenderer . SetBlendShapeWeight (

eyesLeft ,
0
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) ;
}
i f ( d i f f X > thresh )
{

fo l lowRight ( d i f f X ) ;
} e lse
{

skinnedMeshRenderer . SetBlendShapeWeight (
turnRight ,
0

) ;
skinnedMeshRenderer . SetBlendShapeWeight (

eyesRight ,
0

) ;
}
/ / up down
f l o a t d i f f Y = transform . p o s i t i o n . y −

maincamera . transform . p o s i t i o n . y ;
i f ( d i f f Y < −thresh )
{

followUp ( Mathf . Abs ( d i f f Y ) ) ;
}
e lse
{

skinnedMeshRenderer . SetBlendShapeWeight (
headup ,
0

) ;
skinnedMeshRenderer . SetBlendShapeWeight (

eyesup , 0 ) ;
}
i f ( d i f f X > thresh )
{

followDown ( d i f f Y ) ;
}
e lse
{

skinnedMeshRenderer . SetBlendShapeWeight (
headdown ,
0

) ;
skinnedMeshRenderer . SetBlendShapeWeight (

eyesdown ,
0

) ;
}

}

void f o l l o w L e f t ( f l o a t d i f f )
{

f l o a t movement = d i f f ∗ blendSpeed ;
skinnedMeshRenderer . SetBlendShapeWeight (

turnLef t ,
movement

) ;
i f (
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skinnedMeshRenderer . GetBlendShapeWeight ( t u r n L e f t ) >
blendStrength

)
{

skinnedMeshRenderer . SetBlendShapeWeight (
eyesLeft ,
movement − blendStrength

) ;
} e lse
{

skinnedMeshRenderer . SetBlendShapeWeight (
eyesLeft ,
0

) ;
}

}

void fo l lowRight ( f l o a t d i f f )
{

f l o a t movement = d i f f ∗ blendSpeed ;
skinnedMeshRenderer . SetBlendShapeWeight (

turnRight ,
movement

) ;
i f (

skinnedMeshRenderer . GetBlendShapeWeight ( turnRight ) >
blendStrength

)
{

skinnedMeshRenderer . SetBlendShapeWeight (
eyesRight ,
movement − blendStrength

) ;
}
e lse
{

skinnedMeshRenderer . SetBlendShapeWeight (
eyesRight ,
0

) ;
}

}

void followUp ( f l o a t d i f f )
{

f l o a t movement = d i f f ∗ blendSpeed ;
skinnedMeshRenderer . SetBlendShapeWeight (

headup ,
movement

) ;
i f (

skinnedMeshRenderer . GetBlendShapeWeight ( headup ) >
blendStrength

)
{

skinnedMeshRenderer . SetBlendShapeWeight (
eyesup ,
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movement − blendStrength
) ;

}
e lse
{

skinnedMeshRenderer . SetBlendShapeWeight (
eyesup ,
0

) ;
}

}

void followDown ( f l o a t d i f f )
{

f l o a t movement = d i f f ∗ blendSpeed ;
skinnedMeshRenderer . SetBlendShapeWeight (

headdown ,
movement

) ;
i f (

skinnedMeshRenderer . GetBlendShapeWeight ( headdown ) >
blendStrength

)
{

skinnedMeshRenderer . SetBlendShapeWeight (
eyesdown ,
movement − blendStrength

) ;
}
e lse
{

skinnedMeshRenderer . SetBlendShapeWeight (
eyesdown ,
0

) ;
}

}
}

A.1.2 Mouth
using System . C o l l e c t i o n s ;
using System . C o l l e c t i o n s . Generic ;
using UnityEngine ;

publ ic c l a s s MouthAnimation : MonoBehaviour {

publ ic bool debug = f a l s e ;

publ ic i n t mouthOpenSpeed = 2 5 ;

publ ic i n t phonemeAAH = 8 2 ;
publ ic i n t phonemeBMP = 8 3 ;
publ ic i n t phonemeBigAAH = 8 4 ;
publ ic i n t phonemeCHJSH = 8 5 ;
publ ic i n t phonemeDST = 8 6 ;
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publ ic i n t phonemeEE = 8 7 ;
publ ic i n t phonemeEH = 8 8 ;
publ ic i n t phonemeF = 8 9 ;
publ ic i n t phonemeI = 9 0 ;
publ ic i n t phonemeK = 9 1 ;
publ ic i n t phonemeN = 9 2 ;
publ ic i n t phonemeOH = 9 3 ;
publ ic i n t phonemeQ = 9 4 ;
publ ic i n t phonemeR = 9 5 ;
publ ic i n t phonemeTH = 9 6 ;
publ ic i n t phonemeW = 9 7 ;

p r i v a t e i n t mouthopen = 2 8 ;

publ ic i n t l o o k T i l t = 4 5 ;

publ ic f l o a t blendSpeed = 50 f ;

/ / p r i v a t e s t a t i c f l o a t ANIMLIMIT = 10 f ;
publ ic f l o a t animStrength = 10 f ;

[ S e r i a l i z e F i e l d ]
publ ic Animator anim ;

publ ic bool t a l k i n g = f a l s e ;

p r i v a t e bool animate = f a l s e ;
p r i v a t e bool f i n i s h e d = true ;
p r i v a t e bool midway = f a l s e ;

[ S e r i a l i z e F i e l d ]
publ ic Transform headbone ;
[ S e r i a l i z e F i e l d ]
publ ic Transform neckbone ;

[ S e r i a l i z e F i e l d ]
publ ic SyncMovement lookFrom ;

p r i v a t e i n t currentPhoneme = −1;
p r i v a t e i n t nextPhoneme = −1;

p r i v a t e i n t [ ] phonemes ;
/ / p r i v a t e s t r i n g [ ] phonemeNames ;

p r i v a t e f l o a t l a s t X = 0 ;
p r i v a t e f l o a t l a s t Y = 0 ;
p r i v a t e f l o a t l a s t Z = 0 ;

p r i v a t e f l o a t blend = 0 f ;
p r i v a t e bool mouthclosed = true ;
p r i v a t e f l o a t currentMouth = 0 f ;

SkinnedMeshRenderer skinnedMeshRenderer ;

void Awake ( )
{

/ / phonemes
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t h i s . phonemes = new i n t [ ] {
phonemeAAH, phonemeBMP, phonemeBigAAH ,
phonemeCHJSH , phonemeDST , phonemeEE ,
phonemeEH , phonemeF , phonemeI , phonemeK ,
phonemeN , phonemeOH, phonemeQ , phonemeR ,
phonemeTH , phonemeW, phonemeAAH, phonemeAAH,
phonemeAAH, phonemeAAH, phonemeAAH, phonemeAAH,
phonemeAAH, phonemeAAH, phonemeAAH, phonemeAAH,
phonemeAAH, phonemeAAH, phonemeAAH, phonemeAAH,
phonemeAAH

} ;
skinnedMeshRenderer =

GetComponent<SkinnedMeshRenderer > ( ) ;
}

/ / Use t h i s f o r i n i t i a l i z a t i o n
void S t a r t ( ) {

}

/ / Update i s c a l l e d once p e r f rame
void Update ( ) {

openWide ( ) ;
/ / c u r r e n t a n i m a t i o n s t i l l go ing
i f ( ! f i n i s h e d )
{

speakPhoneme ( ) ;
}
/ / a n i m a t i o n f i n i s h e d , new one c a l l e d
e lse i f ( animate )
{

anim . SetBool ( " t a l k i n g " , t rue ) ;
speakPhoneme ( ) ;
f i n i s h e d = f a l s e ;

}
}

void LateUpdate ( )
{

/ /DEBUG
f l o a t x = l a s t X ;
f l o a t y = l a s t Y ;
f l o a t z = l a s t Z ;
i f ( lookFrom )
{

i f (
Mathf . Abs ( lookFrom . r o t a t i o n . x ) <
l o o k T i l t / 2
||
Mathf . Abs ( lookFrom . r o t a t i o n . x ) >
360 − l o o k T i l t / 2

)
{

x = lookFrom . r o t a t i o n . x ;
l a s t X = x ;
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}
i f (

Mathf . Abs ( lookFrom . r o t a t i o n . y ) <
l o o k T i l t
||
Mathf . Abs ( lookFrom . r o t a t i o n . y ) >
360 − l o o k T i l t

)
{

y = lookFrom . r o t a t i o n . y ;
l a s t Y = y ;

}
i f (

Mathf . Abs ( lookFrom . r o t a t i o n . z ) <
l o o k T i l t / 3
||
Mathf . Abs ( lookFrom . r o t a t i o n . z ) >
360 − l o o k T i l t / 3

)
{

z = lookFrom . r o t a t i o n . z ;
l a s t Z = z ;

}
}

/ / d i s a b l e d Z r o t a t i o n
headbone . loca lEulerAngles =

new Vector3 ( x , y , 0 ) ;
neckbone . loca lEulerAngles =

new Vector3 ( 0 , 0 , 0 ) ;
}

p r i v a t e void speakPhoneme ( )
{

f l o a t currentBlend =
skinnedMeshRenderer . GetBlendShapeWeight (

currentPhoneme
) ;

/ / no t midway
i f ( ! midway)
{

f l o a t blend =
currentBlend + ( blendSpeed ∗ Time . deltaTime ) ;

/ / b l e n d not max
i f ( blend < animStrength )
{

skinnedMeshRenderer . SetBlendShapeWeight (
currentPhoneme ,
blend

) ;
/ / b l e n d a t max
} e lse
{

blend = animStrength ;
skinnedMeshRenderer . SetBlendShapeWeight (

currentPhoneme ,
blend
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) ;
midway = true ;

}
/ / d e c r e a s e from midway
} e lse
{

f l o a t blend =
currentBlend − ( blendSpeed ∗ Time . deltaTime ) ;

i f (midway && blend > 0 f )
{

skinnedMeshRenderer . SetBlendShapeWeight (
currentPhoneme ,
blend

) ;
/ / b l e n d a t min and f i n i s h e d

} e lse
{

blend = 0 f ;
skinnedMeshRenderer . SetBlendShapeWeight (

currentPhoneme ,
blend

) ;
midway = f a l s e ;
f i n i s h e d = true ;
currentPhoneme = nextPhoneme ;
i f ( currentPhoneme == −1)
{

animate = f a l s e ;
anim . SetBool ( " t a l k i n g " , f a l s e ) ;

}
nextPhoneme = −1;

}
}

}

/ / s e t t h e nex t phoneme
publ ic void setSpeaking ( i n t phoneme )
{

i f ( phoneme == 0)
{

phoneme =
phonemes [Random . Range ( 0 , phonemes . Length ) ] ;

}
i f ( currentPhoneme == −1)
{

currentPhoneme = phoneme ;
} e lse
{

nextPhoneme = phoneme ;
}
animate = true ;

}

publ ic void setMouth ( f l o a t amount )
{

blend = 0 f ;
mouthclosed = true ;
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i f ( amount == 0 f )
{

blend = 10 f ;
mouthclosed = f a l s e ;

}
currentMouth = amount ;

}

p r i v a t e void openWide ( )
{

i f ( currentMouth != blend )
{

i f ( mouthclosed )
{

blend =
blend + Time . deltaTime ∗ mouthOpenSpeed ;

i f ( blend > currentMouth )
{

blend = currentMouth ;
}

}
e lse
{

blend =
blend − Time . deltaTime ∗ mouthOpenSpeed ;

i f ( blend < currentMouth )
{

blend = currentMouth ;
}

}
skinnedMeshRenderer . SetBlendShapeWeight (

mouthopen ,
blend

) ;
}

}
}

A.2 VR Painting
using System . C o l l e c t i o n s ;
using System . C o l l e c t i o n s . Generic ;
using UnityEngine ;
using UnityEngine . Networking ;

publ ic c l a s s PaintMaterialNetwork : MonoBehaviour
{

[ S e r i a l i z e F i e l d ]
publ ic GameObject brushPrefab ;

[ S e r i a l i z e F i e l d ]
publ ic GameObject paintContainer ;

[ S e r i a l i z e F i e l d ]
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publ ic Camera paintCamera ;
publ ic Camera playerCamera ;

[ S e r i a l i z e F i e l d ]
publ ic GameObject presenta t ionConta iner ;

[ S e r i a l i z e F i e l d ]
publ ic Camera presentationCamera ;

[ S e r i a l i z e F i e l d ]
publ ic MeshCollider p r e s e n t a t i o n C o l l i d e r ;

p r i v a t e GameObject hand ;
p r i v a t e MeshCollider p a i n t C o l l i d e r ;

p r i v a t e void S t a r t ( )
{

ResetColor ( ) ;
}

p r i v a t e i n t Raycast ( r e f Vector3 uvWorldPosition , bool vr )
{

RaycastHit h i t ;
Ray cursorRay ;
i f ( ! vr )
{

f l o a t pos i t ion_ x = Input . mousePosition . x ;
f l o a t pos i t ion_y = Input . mousePosition . y ;

Vector3 p a i n t P o s i t i o n =
new Vector3 ( pos i t ion_x , posi t ion_y , 0 . 0 f ) ;

cursorRay =
playerCamera . ScreenPointToRay ( p a i n t P o s i t i o n ) ;

} e lse
{

hand = GameObject . FindWithTag ( "Hand1" ) ;
i f ( hand != n u l l )
{

cursorRay =
hand . GetComponent<MyLaserPointer > ( ) . getRay ( ) ;

} e lse
{

return 0 ;
}

}

i f ( Physics . Raycast ( cursorRay , out h i t , 2 0 0 ) )
{

MeshCollider meshCollider =
h i t . c o l l i d e r as MeshCollider ;

i f (
meshCollider == n u l l ||
meshCollider . sharedMesh == n u l l

)
{

return 0 ;
}
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i f ( meshCollider == p a i n t C o l l i d e r )
{

Vector2 pixelUV =
new Vector2 (

h i t . textureCoord . x ,
h i t . textureCoord . y

) ;
uvWorldPosition . x =

pixelUV . x − paintCamera . or thographicS ize ;
uvWorldPosition . y =

pixelUV . y − paintCamera . or thographicS ize ;
uvWorldPosition . z = 0 . 0 f ;
return 1 ;

} e lse i f ( meshCollider == p r e s e n t a t i o n C o l l i d e r )
{

Vector2 pixelUV =
new Vector2 (

h i t . textureCoord . x ,
h i t . textureCoord . y

) ;
uvWorldPosition . x =

pixelUV . x − presentationCamera . or thographicS ize ;
uvWorldPosition . y =

pixelUV . y − presentationCamera . or thographicS ize ;
uvWorldPosition . z = 0 . 0 f ;
return 2 ;

}
return 0 ;

}
e lse
{

return 0 ;
}

}

publ ic void PaintBrush ( bool vr )
{

i f ( ! vr && playerCamera == n u l l )
{

Debug . Log ( "No player camera f o r paint ing " ) ;
return ;

}
i f (

p a i n t C o l l i d e r == n u l l &&
p r e s e n t a t i o n C o l l i d e r == n u l l

)
{

return ;
}
Vector3 uvWorldPosition = Vector3 . zero ;
i n t r e s u l t = Raycast ( r e f uvWorldPosition , vr ) ;
i f ( r e s u l t == 1)
{

Vector3 p o s i t i o n =
uvWorldPosition +
paintContainer . transform . p o s i t i o n ;

GameObject paintBrush =
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( GameObject ) I n s t a n t i a t e (
brushPrefab , pos i t ion ,
Quaternion . i d e n t i t y

) ;
NetworkServer . Spawn ( paintBrush ) ;

} e lse i f ( r e s u l t == 2)
{

Vector3 p o s i t i o n =
uvWorldPosition +
presenta t ionConta iner . transform . p o s i t i o n ;

GameObject paintBrush =
( GameObject ) I n s t a n t i a t e (

brushPrefab , pos i t ion ,
Quaternion . i d e n t i t y

) ;
Vector3 zoom =

presenta t ionConta iner . transform . l o c a l S c a l e ;
Vector3 s c a l i n g =

paintBrush . transform . l o c a l S c a l e ;
paintBrush . transform . l o c a l S c a l e =

new Vector3 (
s c a l i n g . x ∗ zoom . x ,
s c a l i n g . y ∗ zoom . y ,
s c a l i n g . z

) ;
NetworkServer . Spawn ( paintBrush ) ;

}
}

publ ic void setPlayerCam ( Camera playerCam )
{

t h i s . playerCamera = playerCam ;
}

publ ic void s e t P r e s e n t a t i o n C o l l i d e r (
MeshCollider p r e s e n t a t i o n C o l l i d e r

)
{

t h i s . p r e s e n t a t i o n C o l l i d e r =
p r e s e n t a t i o n C o l l i d e r ;

}

publ ic void s e t P a i n t C o l l i d e r ( MeshCollider p a i n t C o l l i d e r )
{

t h i s . p a i n t C o l l i d e r = p a i n t C o l l i d e r ;
}

publ ic void ResetColor ( )
{

GameObject [ ] brushes =
GameObject . FindGameObjectsWithTag ( " PaintBrush " ) ;

foreach ( GameObject brush in brushes )
{

NetworkServer . Destroy ( brush ) ;
}

}
}
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Server Code Appendix

B.1 Presentation Conversion
<?php

$allowedSize = 5000000 ;
$ t a r g e t D i r = " uploads/" ;
$uploadOk = 1 ;
$formOk = 1 ;

i f ( ! i s s e t ( $_FILES [ " f i leToUpload " ] )
|| basename ( $_FILES [ " f i leToUpload " ] [ "name" ] ) === " " ) {
echo "ERROR: No f i l e given . < br>" ;
$formOk = 0 ;

}

i f ( ! i s s e t ( $_POST [ " s e s s i o n i d " ] )
|| $_POST [ " s e s s i o n i d " ] === " " ) {
echo "ERROR: No s e s s i o n ID given . < br>" ;
$formOk = 0 ;

}

i f ( $formOk == 0) {
return ;

}

$sess ionID = $_POST [ " s e s s i o n i d " ] ;

i f ( s t r l e n ( $sess ionID ) != 13) {
echo "ERROR: Wrong s e s s i o n ID. < br>" ;
return ;

}

$ f i l e = basename ( $_FILES [ " f i leToUpload " ] [ "name" ] ) ;
$ f i l e S i z e = $_FILES [ " f i leToUpload " ] [ " s i z e " ] ;
$ f i l e Ty p e = pathinfo ( $ f i l e , PATHINFO_EXTENSION ) ;

$targetFileName = $ t a r g e t D i r . $sess ionID ;
$ t a r g e t F i l e = $targetFileName . " . " . $ f i l e T yp e ;

i f ( f i l e _ e x i s t s ( $ t a r g e t F i l e ) ) {
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echo "ERROR: F i l e f o r t h i s s e s s i o n ID already e x i s t s . < br>" ;
$uploadOk = 0 ;

}

i f ( $ f i l e S i z e > $al lowedSize ) {
echo "ERROR: Your f i l e s i z e ( "

. $ f i l e S i z e . " bytes ) exceeds allowed f i l e s i z e : "

. $al lowedSize . " bytes . < br>" ;
$uploadOk = 0 ;

}

i f ( $ f i l e Ty p e != " pdf " && $ f i l e T yp e != " ppt " && $f i l e T yp e != "PDF" ) {
echo "ERROR: Only PPT or PDF f i l e s are allowed . < br>" ;
$uploadOk = 0 ;

}

i f ( $uploadOk == 0) {
echo "ERROR: Your f i l e was not uploaded . < br>" ;

} e lse {

i f ( move_uploaded_file (
$_FILES [ " f i leToUpload " ] [ " tmp_name" ] ,
$ t a r g e t F i l e

) ) {
echo "SUCCESS : The f i l e " . $ f i l e . " has been uploaded . < br>" ;
$convertOk = 1 ;
i f ( $ f i l e Ty p e == " ppt " ) {

$res = s h e l l _ e x e c (
" sudo /usr/ l o c a l /bin/unoconv . sh "
. $ t a r g e t F i l e

) ;
i f ( $res != " " ) {

$convertOk = 0 ;
echo "ERROR: " . $res . "<br>" ;

}
}

i f ( $convertOk == 0) {
echo "ERROR: There was an e r r o r convert ing your f i l e . < br>" ;
return ;

}

$ res = s h e l l _ e x e c (
" convert −densi ty 300 "
. $targetFileName . "
. pdf −q u a l i t y 100 "
. $targetFileName . " . jpg "

) ;
i f ( $res != " " ) {

echo "ERROR: There was an e r r o r convert ing your f i l e . < br>" ;
return ;

}

echo "SUCCESS : The f i l e has been converted to JPG. < br>" ;
$count = s h e l l _ e x e c (
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" l s "
. $ t a r g e t D i r
. " | grep \" " . $sess ionID . " . ∗ . ∗\ . jpg \" | wc − l "

) ;
echo "SUCCESS : Created " . $count . " s l i d e ( s ) . < br>" ;
i f ( $count == 1) {

s h e l l _ e x e c (
"mv " . $targetFileName . " . jpg "
. $targetFileName . " −0. jpg "

) ;
}
echo "SUCCESS : Access the s l i d e s s t a r t i n g with "

. $targetFileName . " −0. jpg <br>" ;
} e lse {

echo "ERROR: There was an e r r o r uploading your f i l e . < br>" ;
}

}

?>

B.2 Mesh Upload
<?php

$allowedSize = 20000000 ;
$ t a r g e t D i r = " uploads/" ;
$uploadOk = 1 ;
$formOk = 1 ;

i f ( ! i s s e t ( $_FILES [ " f i leToUpload " ] )
|| basename ( $_FILES [ " f i leToUpload " ] [ "name" ] ) === " " ) {
echo "ERROR: No f i l e given . < br>" ;
$formOk = 0 ;

}

i f ( ! i s s e t ( $_POST [ " s e s s i o n i d " ] )
|| $_POST [ " s e s s i o n i d " ] === " " ) {
echo "ERROR: No s e s s i o n ID given . < br>" ;
$formOk = 0 ;

}

i f ( $formOk == 0) {
return ;

}

$sess ionID = $_POST [ " s e s s i o n i d " ] ;

i f ( s t r l e n ( $sess ionID ) != 13) {
echo "ERROR: Wrong s e s s i o n ID. < br>" ;
return ;

}

$ f i l e = basename ( $_FILES [ " f i leToUpload " ] [ "name" ] ) ;
$ f i l e S i z e = $_FILES [ " f i leToUpload " ] [ " s i z e " ] ;
$ f i l e Ty p e = pathinfo ( $ f i l e , PATHINFO_EXTENSION ) ;
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$targetFileName = $ t a r g e t D i r . $sess ionID ;
$ t a r g e t F i l e = $targetFileName . " . " . $ f i l e T yp e ;

i f ( f i l e _ e x i s t s ( $ t a r g e t F i l e ) ) {
echo "ERROR: F i l e f o r t h i s s e s s i o n ID already e x i s t s . < br>" ;
$uploadOk = 0 ;

}

i f ( $ f i l e S i z e > $al lowedSize ) {
echo "ERROR: Your f i l e s i z e ( "

. $ f i l e S i z e . " bytes ) exceeds allowed f i l e s i z e : "

. $al lowedSize . " bytes . < br>" ;
$uploadOk = 0 ;

}

i f ( $ f i l e Ty p e != " ob j " && $ f i l e T yp e != " OBJ " ) {
echo "ERROR: Only OBJ f i l e s are allowed . < br>" ;
$uploadOk = 0 ;

}

i f ( $uploadOk == 0) {
echo "ERROR: Your f i l e was not uploaded . < br>" ;

} e lse {

i f ( move_uploaded_file (
$_FILES [ " f i leToUpload " ] [ " tmp_name" ] ,
$ t a r g e t F i l e )

) {
echo "SUCCESS : The f i l e " . $ f i l e . " has been uploaded . < br>" ;
echo "SUCCESS : Access the f i l e with " . $targetFileName . " obj <br>" ;

} e lse {
echo "ERROR: There was an e r r o r uploading your f i l e . < br>" ;

}
}

?>
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