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Abstract

The formation of polarons, i.e., charge carriers (electrons or holes) coupled with
the lattice vibrations, is a pervasive phenomenon on transition-metal oxide sur-
faces, with a strong impact on the physical properties and functionalities of the
hosting materials. This doctoral project focuses on rutile TiO2(110), a proto-
typical oxide surface, prone to form strongly localized (so called small) electron
polarons. By performing a systematic analysis in the density-functional the-
ory framework, supported by surface sensitive experiments, the fundamental
polaronic properties are described in detail, clarifying the role of polarons in
interesting applications. The polaron formation turns out to be more favorable
on specific titanium sites on the subsurface layer, due to the local electrostatic
potential and lattice flexibility. Positively charged intrinsic impurities, such
as oxygen vacancies and titanium interstitials, exert an attractive interaction
on the (negatively charged) polarons. As a consequence, polarons tend to
populate sites in the proximity of these defects, maintaining, however, their
intrinsic mobility, even at low temperature. The polaron-polaron repulsion
appears to be very strong, especially at short distances. This repulsive inter-
action undermines the stability of the surface, ultimately driving structural
reconstructions. In addition, polarons influence significantly the chemical re-
activity of the hosting material, as investigated for the CO adsorption. In fact,
molecules adsorbing on a polaronic site are strongly bound to the surface, due
to a partial transfer of the polaron charge towards the adsorbate. These find-
ings clarify long standing issues concerning oxide surfaces, which are key in
established and emerging technologies; moreover, the adopted techniques and
physical interpretations set the route for further investigations on other in-
teresting phenomena and applications connected to polarons, such as electron
transport, optical absorption, thermoelectricity, magnetoresistance, and high
temperature superconductivity.
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Zusammenfassung

Die Entstehung von Polaronen, also von Ladungsträgern (Elektronen oder
Löcher) die an Gitterschwingungen gekoppelt sind, stellt ein weit verbreitetes
Phänomen an Oberflächen von Übergangsmetalloxiden mit starken Auswirkun-
gen auf die Eigenschaften und Funktionalitäten dieser Materialien dar. Diese
Doktorarbeit befasst sich mit Rutil TiO2(110), einer beispielhaften Oxidober-
fläche, welche dazu neigt stark lokalisierte (kleine) Elektron-Polarone zu bilden.
Um fundamentale Eigenschaften von Polaronen und deren Rolle in wertvollen
Anwendungen beschreiben zu können wurde eine systematische Analyse basie-
rend auf der Dichtefunktionaltheorie und unterstützt von Oberflächen-sensitiven
Experimenten durchgeführt. Es wird gezeigt, dass sich Polarone vermehrt an
speziellen Gitterplätzen von Titan Atomen in einer Schicht unterhalb der
Oberfläche bilden. Verantwortlich dafür ist ein lokales, elektrostatisches Po-
tential und eine gewisse Gitterflexibilität. Positiv geladene Punktdefekte, wie
zum Beispiel Sauerstoffleerstellen oder interstitielle Titan Atome, üben eine
anziehende Kraft auf (negativ geladene) Polarone aus. Dies hat zur Folge, dass
sich Polarone bevorzugt in der Nähe der Defekte aufhalten, aber dabei ihre in-
trinsische Mobilität beibehalten und das sogar bei niedrigen Temperaturen.
Die Polaron-Polaron Abstoßung scheint sehr stark zu sein, vor allem bei gerin-
gen Distanzen. Diese abstoßende Wechselwirkung hat Auswirkungen auf die
Stabilität der Oberfläche und führt letztlich zu strukturellen Rekonstruktionen
des Kristallgitters. Des weiteren beeinflussen Polarone maßgeblich die chemis-
che Reaktivität des Wirtsmaterials, wie am Beispiel von CO Adsorption unter-
sucht wurde. Als Adsorbat dienende Moleküle werden durch partiellen Trans-
fer der Polaronladung stark an Stellen gebunden, die durch Polarone besetzt
sind. Die Erkenntnisse dieser Arbeit ermöglichen es, seit langem bestehende
Fragen bezüglich Oxidoberflächen zu beantworten, welche für viele Anwendung
von großer Bedeutung sind. Außerdem können die eingeführten Techniken und
physikalischen Interpretationen für weitere interessante Untersuchungen, wie
zum Beispiel für den Elektronentransport, die optische Absorption, die Ther-
moelektrizität, magnetoresistive Effekte und den Hochtemperatursupraleiter
verwendet werden.
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Preface

I am glad to present here my doctoral dissertation, finalizing the project “Po-
larons on transition-metal oxide surfaces” (March 2015 – December 2018),
carried out under the careful supervision of Prof. Cesare Franchini at the Fac-
ulty of Physics and Center for Computational Materials Science of the Univer-
sity of Vienna (Universität Wien). The project was enriched by the precious
and inspiring collaboration with the experimental surface-science group led by
Prof. Ulrike Diebold from the Vienna University of Technology (Technische
Universität Wien).

Aim
of the

project

This project investigated via computational techniques supported by ex-
periments the chemical and physical phenomena taking place in transition
metal oxides, aiming to describe the interplay of dimensional confinement and
electron-lattice interactions.

Outline
of the
topic

Oxides are the heart of a wide range of well established and emerging tech-
nologies, and their surfaces are key to device functioning. Moreover, besides
their technological importance, these systems represent a fertile playground for
the investigation of fundamental physical properties. In fact, these compounds
are usually well suited for many experimental techniques, and can generate a
great variety of interesting phenomena.

Typically, oxides exhibit relatively flexible and ionic crystals, which turn
out to be suitable for excess-charge trapping and polaron formation, in par-
ticular on the surface. A polaron is a quasiparticle originating from the inter-
actions between charge carriers (electrons or holes) and lattice ion vibrations,
owning peculiar properties (typical manifestations include charge localization
on specific lattice sites, local alteration of the lattice bond lengths, and a char-
acteristic energy peak well localized in the band gap region). Polarons are
classified as small or large depending on some specific properties, including
the extension of the spatial localization of the electronic charge. The question
whether excess charge in transition metal oxides forms free or trapped carriers
is a crucial aspect, since it drastically affects the material functionalities.

From the computational point of view, describing the many, often com-
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peting, collective phenomena in reduced dimensions requires methods at the
frontier of the material science research.

Our study We approached the study of this intriguing and intricate subject by ana-
lyzing the (110) surface of rutile TiO2, an archetypal system which is prone to
form electron small polarons.

We performed a vast set of calculations in the density-functional theory
framework; the ability to control the formation of polarons allowed us to obtain
a systematic analysis of the polaronic TiO2(110) surface, in excellent agreement
with the scanning-tunneling and atomic-force microscopy measurements per-
formed by the experimentalists, guided by Ulrike Diebold, Martin Setvin and
Michael Schmid. An overview of the computational and experimental tech-
niques useful to tackle the study of polarons in oxides was gathered into a
book chapter, describing in particular the methods refined for TiO2 and sug-
gesting possible applications [1].

The tight collaboration with the experimental group led us to achieve a solid
interpretation of interesting phenomena driven by polarons on TiO2(110). The
most relevant results of our research are collected and presented in scientific
articles, discussing the effects of polarons on molecular adsorption [2], the in-
trinsic properties of polarons [3], and the thermodynamic stability of polaronic
surfaces [4].

Additional data on the reactivity of TiO2(110) have been collected by Igor
Sokolović, from the experimental group, who performed experiments and cal-
culations (the results are not included in this dissertation).

Besides the study carried through with TiO2, this project set the basis for
the investigation of polarons in perovskite-type oxides. We analyzed the sta-
bility of the KTaO3(001) perovskite surface, an ionic crystal which undergoes
structural reconstructions in order to compensate the surface polarity [5]. The
comprehension of the surface stabilization mechanisms is a preliminary step
towards the study of the polaronic properties of this class of compounds.

Additionally, the properties of small polarons were analyzed for the SrTiO3

perovskite via density functional theory. In this case, Muhammad Shafiq,
a visiting Ph. D. student from the Abbottabad University of Science and
Technology (Pakistan), performed the calculations under our supervision. The
analysis is in a preliminary stage, thus, these results have not been published
yet, nor they are included in this dissertation.

The most relevant outcomes of this project have been also presented in
numerous conferences, and highlighted by third-party reviews [6, 7].
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This dis-
sertation

This dissertation focuses on the most interesting results obtained by our
study on small polarons on TiO2(110). It presents the results collected in our
publications together with unpublished data.

The core of the dissertation is structured in six main chapters followed by
the appendix: an abstract opens each chapter, presenting briefly the ongoing
topic and the connection with our published works.

Chapter 1 (“Introduction”) introduces the concept of polarons and the sig-
nificant aspects of transition metal oxides, TiO2 in particular. The methods
adopted to pursue our investigations are described in Chapter 2 (“Methods”).
Chapter 3 (“Properties of polarons on the rutile TiO2(110) surface”) discusses
the results at the core of our study, with a detailed description of the proper-
ties of small polarons on TiO2(110). The effects of polarons on the material
properties and surface phenomena are reported in Chapter 4 (“Surface stabil-
ity and structural reconstruction”) and Chapter 5 (“Adsorbates and polarons:
CO on TiO2(110)”), respectively. Chapter 6 (“Conclusions”) concludes the
main text, with a general outline on the major findings, discussing possible
future routes.

The appendix presents complementary insights on the main outcomes of
this doctorate project. Technical details on simulations of small polarons are
reported in Appendix A (“Polarons in TiO2: Crucial aspects of the compu-
tational setup”). Appendix B (“Polarity driven reconstructions in KTaO3”)
collects the results obtained for the KTaO3(001) surface thermodynamic sta-
bility. Appendix C (“Additional figures”) lists additional figures, which show
supplementary details regarding the topics discussed in the main text; these
figures are referenced directly from the main text.

Acknowledgements, the Bibliography and the complete list of my publica-
tions, conclude the dissertation.

Vienna, December 2018
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Chapter 1

Introduction

The formation of polarons is a pervasive phenomenon in tran-
sition metal oxide compounds, with a strong impact on the phys-
ical properties and functionalities of the hosting materials. In its
original formulation the polaron problem considers a single charge
carrier in a polar crystal interacting with the surrounding lattice.
Depending on the spatial extension of the polaron quasiparticle,
originating from the coupling between the excess charge and the
phonon field, one speaks of small or large polarons.

This chapter introduces the main physical concepts concerning
polarons in oxides, with a special focus on small polarons on rutile
TiO2(110) [1], the central aspect of this doctorate project.

Contents
1.1 Transition metal oxides . . . . . . . . . . . . . . . . 24

1.2 Polarons . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.3 Observations of polarons . . . . . . . . . . . . . . . 32

1.4 Modeling small polarons by first principles . . . . 37
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Chapter 1: Introduction

1.1 Transition metal oxides

Transition metal oxides (TMO), i.e., compounds including oxygen and tran-
sition metal atoms, have raised a vast interest in many scientific fields [8].
The popularity of these systems is due to several reasons. First of all, TMO’s
show a great variety of interesting magnetic, optical and electronic properties,
brought about by the outer d electrons of the transition metals and the polar-
izability of oxygen atoms [9]. The wide range of TMO’s comprises insulators
at one end, and metals at the other, including also high-temperature supercon-
ductors. The surface of oxides can be inert and suitable as corrosion protection
layer, or chemically active as catalyst. Moreover, TMO materials explore dif-
ferent regimes depending on pressure and temperature, or due to variations
of the chemical composition as well as formation of defects [10]. Many oxides
exhibit also ferroic properties, such as ferroelectricity, ferromagnetism and fer-
roelasticity. Therefore, TMO’s constitute a rich playground for the scientific
investigation of many physical and chemical phenomena. The academic inter-
est for oxide materials is accompanied by a large number of established and
emerging technologies, based on the TMO functionalities. Finally, the char-
acterization of TMO properties is useful also to understand the functionality
of other classes of materials, such as metals. In fact, almost every metal gets
oxidized while exposed to ambient conditions, forming an oxide at the surface,
which could alter the device functioning [8, 11].

[1.1.1]
TiO2

Titanium dioxide, TiO2, is one of the most studied transition metal ox-
ides. It is relatively easy to obtain high quality crystals, well suited for many
experimental techniques, making the basic properties of this material well char-
acterized [12]. A wide range of applications makes use of TiO2 as catalyst and
photocatalyst, as white pigment in paints and cosmetic products, as gas sen-
sor, as optical and corrosion-protecting coating, as varistor in electric devices,
for the purification of contaminated water, and in solar cells.

[1.1.2]
Rutile

TiO2 exists in various crystal structures. Rutile is one of the most common
and stable polymorphs. As shown in Fig. 1.1, the rutile TiO2 owns a tetrag-
onal symmetry with lattice vectors a = b = 4.584 Å and c = 2.953 Å [12]
[Fig. 1.1(a)]. Each Ti atom is surrounded by six O atoms in a distorted oc-
tahedral configuration. Four oxygens lying on the equatorial plane are at a
Ti-O distance of 1.944 Å while the two apical oxygens show a longer Ti-O
separation of 1.988 Å [13, 14]. Neighboring octahedra along 〈110〉-type di-
rections share one corner and are rotated by 90° [Fig. 1.1(b)]. The oxygen
atoms are in a planar-trigonal coordination symmetry. The titanium atoms
own a nominal 4+ oxidation state (Ti4+), while the oxygens are in a 2− state
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Figure 1.1: The rutile TiO2 crystal structure. Perspective views of the
primitive cell (a) and the octahedron stacking in the bulk (b). [Unpub-
lished Figure]

(O2−). Although TiO2 is a semiconductor, bulk defects can modify drasti-
cally its electronic properties. The n-type doping resulting from the intrinsic
defects, such as interstitial Ti atoms (Tiint) and oxygen vacancies (VO), can de-
termined a sensible decrease of the resistivity, accompanied by a color change,
from transparent to blue [15].

[1.1.3]
The

(110)
surface

The most stable surface of rutile TiO2 is the (110) surface, shown in Fig. 1.2.
It consists of a bulk-terminated (1×1) surface, with large relaxations of the
atoms on the surface layers, predominantly along [110]. The TiO2(110) is a
Tasker-type 2 surface [16], i.e., it is constituted by charged planes parallel
to the surface, with no dipole moment because of the symmetrical stacking
sequence. One plane is constituted by an equal number of Ti4+ and O2−

atoms (a Ti2O2 +4e-positively charged layer per bulk Ti2O4 unit cell), and
it lies between two layers of oxygen atoms (including a single O2− atom per
layer per bulk Ti2O4 unit cell). Therefore, these tri-layer units have no dipole
moment.

The (110) surface is very corrugated since it terminates with a layer of
undercoordinated oxygens (O2c), arranged in rows along [001], above a Ti2O2

layer. The Ti2O2 layer below the O2c rows is constituted by tri-fold coordinated
oxygen [001] rows alternated to six-fold coordinated (Ti6c) and five-fold coordi-
nated (Ti5c) titanium [001] rows. Therefore, the surface breaks the symmetry
of the Ti and O atoms: In particular, beyond the evident difference between
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Figure 1.2: The rutile TiO2(110) surface. The surface O2c, Ti5c and Ti6c
[001] rows are indicated in the figure, as well as the Ti6c rows on the
subsurface layer. [Unpublished Figure]

Ti5c and Ti6c atoms on the surface tri-layer, the Ti6c atoms on the subsurface
tri-layer undergo different degree of structural relaxations, depending on their
position (that is below the surface Ti6c or Ti5c rows).

The O2c atoms on the (1×1) surface are relatively easily removed by ther-
mal annealing, irradiation, electron bombardment, or sputtering, due to their
coordinative undersaturation. These experimental techniques are able to con-
trol the amount of oxygen vacancies and, consequently, the reduction level of
the system. At extreme reducing conditions, TiO2(110) undergoes a structural
reconstruction, from the (1×1) to a (1×2) phase, doubling the periodicity along
[11̄0]. Many models have been proposed to describe the atomic structure of the
(1×2) phase, and the debate is still open. The added Ti2O3 row model [17–19]
seems to be the best candidate, supported by recent experimental data [20]
and systematic simulations [21]. The (1×2) reconstructed structure is further
discussed in Chapter 4.

[1.1.4]
Polarons

in TiO2

TiO2 bears the formation of polarons (see Sec. 1.2 for a detailed introduc-
tion on the polaron concept) [22–33]. An overview on the polaronic properties
of TiO2 is elaborated in Sec. 1.3, together with a description of the experimental
observations of polarons in other materials. Charge trapping and the formation
of polarons is a pervasive phenomenon in transition metal oxide compounds,
in particular on the surface. Polaron formation influences the fundamental
physical and chemical properties of materials: The local alteration of the lat-

26



Doctoral Thesis – Polarons on transition-metal oxide surfaces

tice bond lengths, the change of the formal valence at the specific polaronic
site, and the emergence of a characteristic peak in the TMO-semiconductor en-
ergy gap are typical manifestations of polarons [34–37]. These changes affect
virtually all functionalities of the material in practical applications.

The experimental and computational methods usually adopted to study
the formation of polarons in oxides are described in Chapter 2. Chapter 3 is
devoted to the detailed characterization of the polarons on rutile TiO2(110),
as this is one of the most important aspects of this doctorate project. The
effects of the polarons on the stability and on the chemical reactivity of the
surface are discussed in Chapter 4 and Chapter 5, respectively.

1.2 Polarons

Electrons in perfect crystals are typically adequately described in terms of
periodic wave functions. However, rather than being constituted by a perfect
lattice, real materials are often characterized by the presence of defects, such
as impurities, grain boundaries, and dislocations [38, 39]. Defects in the crystal
break the periodicity of the electronic charge density. They can lead to the
formation of localized states [40–42], which affect the materials properties and,
thus, their performance in applications. Less intuitively, such localized states
could exist also in the absence of any defects in the crystal, i.e., they can form
in perfect lattices. This phenomenon is referred to as polaron. A polaron
is a quasiparticle originating from the interactions between charge carriers
(i.e., electrons or holes) and lattice ion vibrations [43]. The charge carrier
is surrounded by local lattice distortions, and this polarized cloud follows the
charge carrier as it moves through the crystal (see Fig. 1.3). Such quasiparticles
differ from lattice defect states: They own peculiar properties, described by
well developed quantum field theories [43, 44] as summarized in the following.

Formation of polarons is particularly favorable in polar semiconductors
and transition metal oxides owing to the strength of the electron-phonon in-
teraction, and it is further promoted in the vicinity of a surface, where the
crystal lattice is more flexible and the necessary lattice relaxations cost less
energy [45–49]. Polarons play a decisive role in a wide range of phenomena,
including electron transport [29, 50], optical absorption, and chemical reac-
tivity, and have crucial implications in high-Tc superconductivity [51], colossal
magnetoresistance [52, 53], thermoelectricity [54], photoemission [55], and pho-
tochemistry [56].
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Figure 1.3: Pictorial view of a polaron. An excess charge is trapped in a
lattice site (bright) and distorts the surrounding lattice. Figure adapted
from Springer ©2018 Handbook of Materials Modeling [1].

[1.2.1]
Origins

The emergence of the polaron theory can be traced back to 1933, when
Landau elaborated on the possibility for lattice distortions to trap electrons,
via modifications of the lattice phonon field induced by the electron itself [57].
The resulting electron-phonon quasiparticle was later called polaron, a coupled
electron-phonon system in which the polarization generated by the lattice dis-
tortions acts back on the electron renormalizing the electronic properties (such
as the effective mass). An analogous discussion is valid for holes rather than
electrons.

A first formal description of the polaron problem was published in 1946 by
Pekar [58], who considered a free electron interacting with lattice deformations
in the continuum approximation. Therefore, Pekar’s study is limited to the
case of polarons with a size larger than the lattice constant, so that the atomic
discreteness is negligible [59]. With the ionic lattice described as a polarizable
dielectric continuum, the ion displacements contribute to the charge trapping.
As a result, the lattice polarization enhances the charge carrier mass m, with
respect to the solely contribution of the valence electrons [60].

During the 1950s, the second quantization formalism was used to refine the
description of the polaron problem in terms of quantum effective Hamiltoni-
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ans including an electronic term (He), a phonon term (Hph) and the electron-
phonon coupling term (He−ph). The e− ph term is of fundamental importance
for understanding the polaronic states, since it takes into account the type (e.g.
short- or long-range) and intensity (weak to strong) of the mutual interactions
between charge carriers and lattice vibrations. However, a complete analytic
solution of the polaron Hamiltonian cannot be achieved and approximations
are needed. Fröhlich [61] and Holstein [43] separately addressed different as-
pects of the problem and proposed two different pictures, as described in the
following.

[1.2.2]
Fröhlich
polaron

In the Fröhlich picture [44, 61], the electron-phonon coupling is considered
in its weak limit. Therefore, perturbation theory can be applied to solve the
quantum Hamiltonian [59]:

H =
∑
k

k2

2
c†kck +

∑
q

b†qbq +
∑
k,q

[
Vd(q)b†qc

†
k−qck + V †d (q)bqc

†
k+qcq

]
, (1.1)

where ck and bq are annihilation operators for a particle with wave vector k

and a phonon with wave vector q, respectively. Vd(q) is the electron-phonon
coupling function for a system in d dimensions; in 3 dimensions, it reads:

V3(q) = i

(
2
√

2πα

V

) 1
2

1

q
. (1.2)

Here, V is the volume of the system and α is the dimensionless Fröhlich
electron-phonon coupling constant defined in terms of the reduced Plank con-
stant ~, the charge carrier charge e, the phonon frequency ω of the long-
wavelength optical-longitudinal phonon, and the material’s static and high-
frequency dielectric constants ε0 and ε∞, respectively (ε0 includes ionic relax-
ation effects, whereas the ion-clamped ε∞ accounts only for electronic contri-
butions):

α =
e2

~

√
m

2~ω

(
1

ε∞
− 1

ε0

)
. (1.3)

The material dependent constant α represents the phonon cloud thickness of
the polaron. In fact, for a polaron at rest, the number of phonons (Nph) in
the cloud is half the value of α, i.e., Nph = α/2. In real materials α ranges
typically between 0.02 (InSb) to 3.8 (SrTiO3).

The electron-phonon interactions are too weak to trap the charge carrier
in a lattice specific site. The spatial extension of the Fröhlich polaron is larger
than the lattice constant, and a phonon cloud accompanies the charge carrier
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motion, enhancing its mass [62, 63]:

m∗ =
m

1− α/6
' (1 + α/6)m . (1.4)

[1.2.3]
Holstein
polaron

Holstein considered the polaron determined by a strong electron-phonon
coupling, such that the spatial confinement reduces up to the order of the
lattice constant [43, 64]:

H = −t
∑
<ij>

c†icj + ω
∑
i

b†ibi + g
∑
i

ni(b
†
i + bi) (1.5)

where t is the hopping amplitude between neighboring sites, ci (bi) and c†i
(b†i ) are fermionic (bosonic) creation and annihilation operators acting on the
site i, ω the phonon frequency, g the electron-phonon coupling strength, and
ni = c†ici is the fermionic particle number operator.

In the simplified case of a polaron trapped in a linear molecule and hopping
between different molecular sites [43, 65], Eq. 1.5 reduces to a two-site Hamil-
tonian describing the electron hopping between the two sites, interacting with
the vibrational modes of an ion placed in between [59]:

H = t(c†1c2 + c†2c1)−
1

2M

∂2

∂x2
+
γx2

2
+ gx(c†1c1 + c†2c2) (1.6)

with M the ion mass, γ = Mω2 the spring constant and x the linear ion dis-
placement from the equilibrium position. The state |ψ〉 with an extra electron
introduced into the unperturbed system |0〉 and localized at the site 1 or 2
with amplitude probability u(x) and v(x), respectively, is written as

|ψ〉 =
[
u(x)c†1 + v(x)c†2

]
|0〉 . (1.7)

Despite the simplicity of this model, an analytic solution for the Schrödinger
equation Hψ = Eψ can be found only in special cases (e.g. ionic vibration
perpendicular to the hopping direction), and one has to rely on numerical
approximations or restrict the study to the nonadiabatic (t� ω) or adiabatic
(t� ω) limits.

[1.2.4]
Lattice
defects

At this point, the distinction between polarons and electrons trapped at
lattice defect sites stands out clearly by inspecting the Fröhlich’s and Holstein’s
analysis. First of all, as mentioned above, polaron formation occurs even in the
absence of lattice defects, i.e., in the perfect crystal. Moreover, polarons are
not stuck to a specific lattice site, rather they can move around through the
system. Both these characteristics, i.e., spontaneous localization and mobility,
were pointed out by Holstein, who summarized the concepts in few brilliant
sentences [43]:
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“Let us imagine that an electron is momentarily fixed at some
point of the crystal. As a result of electron-lattice interaction, the
surrounding lattice particles will be displaced to new equilibrium
positions [. . .] such as to provide a potential well for the electron.
If the well is sufficiently deep, the electron will occupy a bound
state, unable to move unless accompanied by the well, that is to
say, by the induced lattice deformation.”

Conversely, the physics of an electron attached to a defect is rather different,
as it is typically not mobile and its characteristics strongly depend on the type
of defect [10, 37].

[1.2.5]
Large VS

small

Many other theoretical studies have further developed the original pictures
elaborated by Fröhlich and Holstein, commonly referred to as large and small
polaron, respectively [66].

Large Polaron Small Polaron

Polaron radius � lattice parameter Polaron radius ' lattice parameter

Shallow state (∼ 10 meV below CBM) In-gap state (∼ 1 eV below CBM)

Coherent motion Incoherent motion

(scattered occasionally by phonons) (assisted by phonons)

Mobility µ� 1 cm2/Vs Mobility µ� 1 cm2/Vs

Decreasing mobility Increasing mobility

with increasing temperature with increasing temperature

Table 1.1: General properties of large and small polarons.

Table 1.1 summarizes the main distinctions between the large and the small
polaron [63]. Their names reflect the length scale of the spatial localization:
while the small-polaron electronic charge is usually confined in the primitive
cell (a few Å), the large polaron extends over several lattice sites (typically
about 20 Å). Also, the two types of polaronic states exhibit distinct energy
scales. The large polaron is usually a shallow state, few tens of meV below
the conduction band minimum (CBM). Conversely, the small polaron is firmly
trapped by local distortions in a stronger potential well, which determines the
formation of a deeper in-gap state well localized around 1 eV below the CBM.

The localization process is also different: a charge carrier introduced into
a system can quickly equilibrate with the lattice and form a large polaron,
whereas the formation of a small polaron occurs only after overcoming an
energy barrier [67, 68]. Finally, the two types of polarons are characterized by
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very different transport properties. The large polaron, a heavy quasiparticle,
is weakly scattered by phonons. This weak scattering can compensate the
large mass, resulting in a large mobility for the large polaron. A small polaron
instead hops between trapping sites with a lower mobility. Since its motion is
assisted by phonons, the mobility of small polarons increases with increasing
temperature.

Both large and small polarons have been observed in several experiments,
as reported in the next section, and studied by different theoretical and com-
putational schemes (Sec. 1.4). Historically, large polarons have been investi-
gated mostly via effective Hamiltonians, in particular by means of variational
treatments solved by Feynmann’s path integral techniques (able to extend
the Fröhlich’s Hamiltonian from the weak to the so-called all electron-phonon
coupling regime), and by diagrammatic Monte Carlo [69–75] approaches. First
principles techniques are more suitable for the description of the small polaron,
but successful attempts to address the large-polaron case have been presented
in the last few years [35, 48, 76].

1.3 Observations of polarons

Several years after the first theoretical predictions, experiments had started to
observe polarons in real materials [25]. Nowadays, it is a common practice to
complement experimental data with theoretical interpretations based on elec-
tronic structure simulations. Details regarding the computational techniques
are reported in Sec. 1.4. Table 1.2 lists significant experimental studies on
polaronic materials. This list also represents the variety of experimental tech-
niques used to observe both small and large polarons, formed by both negative
(electron) and positive (hole) excess charges in oxide materials. The injection
of extra carriers (eligible to form polarons) into the system is obtained by dif-
ferent approaches. Analogously, the observations of polarons is achieved by
measuring different quantities.

[1.3.1]
Conduc-

tivity exp.

The first observation of polarons is attributed [82] to an experimental study
published in 1963 [34]. Experiments on oxidized uranium dioxide reported an
increasing hole conductivity with raising temperature, following a behavior
well described by the formula:

µ ∼ 1

T
exp

(
−∆E

kBT

)
, (1.8)

indicating small polaron hopping from U5+ to U4+ sites upon thermal activa-
tion [77, 83, 84]. This interpretation is further substantiated by a decreasing
activation energy ∆E with increasing oxygen concentration.
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Type Material Source Exp. technique Publication

hole, small
polaron

UO2 oxidation
conductivity
measurement

1963 [34]

hole, small
polaron

MnO Li doping
conductivity
measurement

1970 [50]

electron,
small polaron

CeO2 O vacancies
conductivity
and Seebeck

1977 [77]

electron,
small polaron

BaTiO3 Nb doping EPR 1994 [78]

electron,
small and
large polaron

a-TiO2 and
r-TiO2

Nb doping
conductivity and
optical measure-
ments

2007 [79]

electron,
small polaron

r-TiO2 O vacancies
Resonant
photoelectron
diffraction

2008 [80]

electron,
small polaron

r-TiO2 O vacancies EPR 2013 [27]

electron,
large polaron

a-TiO2 O vacancies ARPES 2013 [29]

electron,
small polaron

r-TiO2 O vacancies STM and STS 2014 [48]

electron,
small polaron

r-TiO2
UV irradiation
or H adatom

IR spectroscopy 2015 [36]

hole, small
polaron

LiNbO3 Visible light IR spectroscopy 2016 [37]

electron,
small polaron

r-TiO2 O vacancies
IR spectroscopy
on adsorbates

2017 [81]

electron and
hole, large
polaron

lead halide
perovskites

laser pulse TR-OKE 2017 [76]

Table 1.2: List of significant experimental studies on polaronic materials.

Experimental confirmations of Eq. 1.8 were obtained for a wide range of
materials, with charge carriers injected by different types of defects. Examples
are given by the hole small polarons observed in Li-doped MnO [50], and by the
electron small polarons in oxygen deficient cerium dioxide [77]. In the latter
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example, two excess electrons originate from every oxygen vacancy present in
the system. Each excess electron localizes at one Ce4+ site forming a Ce3+

ion. Hopping is activated by temperature, and the conductivity measurements
confirmed the expected trend for polarons (Eq. 1.8). Moreover, by measuring
the Seebeck coefficient for thermo-electricity, the number of carriers was found
to be temperature independent. This is in contrast with the band model for
the conductivity, which predicts an increasing number of charge carriers with
raising temperature. On the contrary, according to the polaron hopping model,
the charge carriers are introduced in CeO2 only by defects, and the mobility
increases with raising temperature due to the increased phonon populations.

[1.3.2]
EPR

The electron paramagnetic resonance (EPR) technique is able to identify
lattice ions with unpaired electrons, a distinct feature of the polaron state.
In EPR experiments, an external magnetic field splits the energy level of the
unpaired electrons (Zeeman effect), thus determining energy levels available
by emitting or absorbing a photon at a specific frequency: the sample is il-
luminated by light, typically at constant frequency, while the magnetic field
varies and the resonance peaks are measured as function of the magnetic field
when the conditions for the level transitions are satisfied. The shape, intensity
and energy values of the resonance peaks determine the electronic states of
the atoms in the sample, making possible to detect charge trapping. Small
polarons were identified by EPR in Nb doped BaTiO3 samples [78, 85], and
other materials including oxygen-deficient rutile TiO2 samples [27].

[1.3.3]
Optical

measure-
ments

The difference between small and large polarons manifests itself promi-
nently in the optical properties of materials. An example is the response of
two different polymorphs of TiO2, rutile and anatase, to (electron) doping with
Nb, reported by Zhang et al. [79]. By substituting 4-valent Ti with 5% of 5-
valent Nb, electrons were added to the system. The two types of films showed
contrasting behavior in conductivity measurements: anatase films were metal-
lic while rutile films semiconducting. This is consistent with the formation of
large and small electron polarons, respectively. The optical transmittance of
80% in the visible range for epitaxial anatase films shows that these films can
be characterized as transparent conductive oxides [86].

[1.3.4]
Resonant

photo-
electron
diffrac-

tion

The charge distribution in reduced rutile TiO2(110) single crystals was
first determined by Krüger et al. [80, 87]. Their experiment is based on angle-
resolved x-ray photoemission (XPS). Intensity variations in a specific photo-
electron peak (here Ti-2p) are recorded while changing the polar and azimuthal
emission angle. Since forward-focusing dominates the scattering of electrons
with kinetic energies of a few hundred eV, the configuration of near-range
atomic neighbors can be accessed in a rather direct manner, and modeled in
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a simple cluster geometry [88]. In their work, the authors took advantage of
the fact that the Ti-2p XPS peak shows a clear shoulder that is attributed
to Ti3+; the intensity of this feature was additionally increased by tuning the
photon energy to a resonance condition [89]. The photoelectron diffraction
pattern of the Ti4+ peak (from Ti4+ at regular lattice sites) and the reduced
Ti3+ signature turned out to be drastically different, and the best fit was ob-
tained by attributing the excess electrons to the subsurface Ti atoms. This
is true independently of the way the excess electrons are introduced into the
lattice, either by creating O vacancies [80] or by adding electrons via Na depo-
sition [87]. This points to the fact that the location of polarons in subsurface
sites is an intrinsic feature of rutile TiO2.

[1.3.5]
ARPES

TiO2 has been investigated by numerous different experimental techniques
in addition to the methods mentioned above. Angle resolved photoemission
spectroscopy (ARPES) [29] was used to identify the presence of large polarons
in the anatase polymorph of titanium dioxide. The energy dispersion close
to the Fermi level measured by ARPES experiment shows satellite (shallow)
states below the conduction band, corresponding to large electron polarons,
brought about by the oxygen vacancies present in the sample. By tuning the
amount of oxygen vacancies (via UV irradiation [90]), the density of charge
carriers can be controlled. At high vacancy concentrations, the satellite states
disappear, due to the overlap of the polaronic wavefunctions, giving rise to a
metallic behavior indicated by the crossing of the conduction band with the
Fermi energy.

[1.3.6]
STM and

STS

A direct view at the polaronic states in TiO2 can be achieved by using
scanning tunneling microscopy (STM) and spectroscopy (STS) [48]. These
techniques are based on the electronic tunneling occurring between the sample
and a tip. By controlling the voltage bias between the sample and the tip, the
tunneling can be tuned to occur at various energy ranges around the Fermi
energy. By measuring whether the tunneling current at a given sample-tip dis-
tance (constant height mode) or the sample-tip distance for a given tunneling
current (constant current mode), one can obtain accurate information on the
energy-resolved dispersion (in the STS) and on the spatial distribution (in the
STM) of the electronic states.

In-gap states stand clearly from the STM and STS studies on rutile TiO2.
The charge carriers (electrons), induced by oxygen vacancies, form polaronic
states at deep energy (approximatively 1 eV below the conduction band min-
imum) [48]. The spatial distribution of the polaronic charge measured by the
STM confirms the small polaron formation on the subsurface Ti sites.
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[1.3.7]
IR spec.

Small polaron states have been detected in rutile TiO2 also by absorption
infrared (IR) spectroscopy experiments [36]. The vibrational energies of the
lattice bonds are typically in the infrared regime. Therefore, by exposing the
sample to IR light, resonance peaks appear in the transmitted and reflected
beams. In presence of small polarons, the localized charge together with the
local lattice distortions contribute to form resonant peaks at characteristic vi-
brational frequencies. Interestingly, the polaron peaks in TiO2 were found to
be independent of the source of charge carriers, H adsorption and UV irradia-
tion, a strong evidence of the polaronic nature of the peaks. The characteristic
vibrational spectra of a defect state would, in fact, be susceptible to the type
of donor.

Infrared spectroscopy can also be used to detect polarons indirectly, by in-
specting the vibrational properties of bonds in the vicinity of the trapping site.
Electron small polarons were found to redshift the stretching frequency of NO
molecules adsorbed on reduced TiO2 surfaces with respect to the pristine sam-
ples [81]. Analogously, hole small polarons modify the vibrational frequency of
the OH impurities at Li vacancies in LiNbO3 samples [37]. In the latter study,
irradiation in the visible region was used to generate hole small polarons at
O sites, and electron polarons at Nb sites. The hole polarons localize in the
vicinity of the Li vacancies, due to the a more favorable electrostatic potential,
and therefore strongly contribute to the frequency shift of the OH impurities.
Once the source is turned off, hole and electron polarons recombine, since their
mobile character, and the original vibrational frequency is restored.

[1.3.8]
Kerr

effect

Recently, the time-resolved optical Kerr effect (TR-OKE) was used to in-
vestigate polaron formations in CH3NH3PbBr3 and CsPbBr3 perovskites [76].
In a TR-OKE experiment, a laser pulse is sent to the material and the po-
larization rotation is detected. With laser pulses of energy larger than the
energy-gap value, the experiment probes the TR-OKE response upon charge
injection. In these lead halide perovskites, the detected signals are compatible
with a description of the altered phonon dynamics in terms of the formation of
hole and electron, large polarons in the PbBr3 sublattice. This TR-OKE study
reported also interesting insights on the polaron-formation dynamics. In fact,
the two materials show different rates for the polaron formation. This is at-
tributed to the reorientations of the cations in CH3NH3PbBr3, which determine
a polaron formation faster than in CsPbBr3.
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1.4 Modeling small polarons by first principles

The terms in the Fröhlich and Holstein Hamiltonians (Eqs. 1.1 and 1.5) can
be determined for real materials by first-principles density-functional theory
(DFT) calculations [35, 91]. Especially, the solution of the Fröhlich model
can be fairly straightforward [48]: All one needs to determine is the effective
mass, the phonon frequency, and the dielectric constant of the system hosting
the large polaron. Nevertheless, the modeling of polarons in real materials by
means of the Fröhlich and Holstein Hamiltonians constructed via first princi-
ples has hereto hardly been attempted [25]. In many cases, the restriction to
a single band and a single phonon mode (see Eqs. 1.1 and 1.5) is a too severe
simplification [59].

The situation is even more complicated for small polarons. The Holstein
model seems to be a too simplistic approach: For a small polaron, the lattice
distortions are usually large around the polaronic site, and it is not obvious
how to map the distortions to a single effective mode. However, small polarons
often involve fairly large energy scales, around 1 eV [24, 25, 92]. In this case,
one might consider the ionic degrees of freedom as classical particles, since
the typical vibrational frequencies are relatively small. The second crucial
approximation is to treat the electronic degrees of freedom via using a mean
field theory, such as DFT. Therefore, one might (and usually does) adopt
a full first-principles approach, which seems to be a valid approximation for
polarons in transition metal oxides [93], although it gives up on the quantum
nature of the ions and restricts the treatment of the electrons to a mean field
level. The full first-principles approach consists of few simple steps: One
chooses a large unit cell, adds a charge carrier, and investigates the ground
state of the system (see the detailed description of the computational methods
in Chapter 2). However, polarons pose particular technical challenges in DFT
calculations, since they imply localization of the electrons, which many density
functionals fail to describe accurately, as discussed in the following.

[1.4.1]
DFT

The electronic structure community has been indeed quite active in the
study of polarons in real materials, and density functional theory has been
largely employed. Simulations can be helpful to understand and interpret
the experimental findings, as well as to predict the formation of polaronic
states. However, as already mentioned, common schemes used to describe the
exchange-correlation functional in DFT simulations, such as the local density
and generalized gradient approximations (LDA and GGA, respectively), fail
to describe properly the charge localization at atomic sites. By using LDA or
GGA, the excess charges are delocalized through the lattice and partial occupa-
tions of the electronic levels is favored against integer occupations. Therefore,
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the modeling of polarons requires a correction able to overcome the drawback
of standard local and semilocal exchange-correlation approximations.

Figure 1.4: Total energy vs. occupation in DFT and HF. Total energy
as a function of the electronic occupation in DFT (convex function) and
HF schemes (concave function). Figure adapted from Springer ©2018
Handbook of Materials Modeling [1].

According to the Janak’s theorem [94], variations of the total energy E due
to the electronic occupation (ni) of the state i are given in terms of the DFT
Hamiltonian eigenstates εi as dE/dni = εi, independently of the exchange-
correlation approximation. The expected behavior of the exact total energy is
a piecewise linear function of the electronic occupation, with discontinuities in
the first derivative for integer values (ni = N) [95, 96], that is d2E/dn2

i = 0
except at integer occupancies. Therefore, the energy of the state i remains
constant during electron addition or removal.

At variance with the expected behavior, LDA and GGA generally result in
a convex function for the total energy, i.e., d2E/dn2

i > 0. This is schematically
shown in Fig. 1.4. The energy change of the state i upon its own occupation
reflects a spurious self-interaction effect, introduced by the type of exchange-
correlation approximation. As a consequence of the convexity of the calculated
energy, partial occupations are preferred over integer occupations. This leads
to well known failures of DFT simulations including the underestimation of the
energy band gaps, the description of strongly-correlated insulators as metals,
and the difficulty to account for charge localization.
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[1.4.2]
Hybrid

DFT

The tendency of DFT to delocalize charge can be corrected via modifica-
tions of the exchange-correlation approximations [97]. An effective approach
is to construct hybrid functionals by mixing LDA or GGA with the Hartree
Fock (HF) exchange [98], as in the following formula

EHybrid
XC = α1E

HF
X + α2E

LDA/GGA
X + α3E

LDA/GGA
C . (1.9)

The mixing ratios αi (and, eventually, other parameters not discussed here,
such as the screening length) related to the exchange (EX) and correlations
(EC) terms can be tuned to match physical quantities determined empiri-
cally, such as the energy band gap [99]. Alternatively, the hybrid-functional
parameters can be determined ab initio by requiring the linearity of the total
energy [100, 101], or by following a self-consistent procedure [102], or by fitting
the parameters to the dielectric function of the material [103, 104].

The piecewise linearity of the total energy can be effectively restored by
the hybrid functional approach, since the HF theory predicts an opposite re-
sult as compared to DFT: The energy change upon electronic occupation is
described by a concave function of the electronic occupation, d2E/dn2

i < 0,
thus, the charge localization is overestimated by HF. This overestimation is
due to neglecting screening effects, which are usually not negligible in solids.

[1.4.3]
DFT+U

As alternative to hybrid functionals, which are usually computationally
quite demanding, different corrections can be applied to the standard formula-
tion of the density functional theory in order to restore the expected behavior
for the charge localization [105–107]. To this class of methods belongs the
DFT+U approach, which includes an additional term to the expression for the
total energy. The DFT+U total energy EDFT+U is given by

EDFT+U = EDFT + EU(U, J) , (1.10)

where EDFT is the energy obtained by standard DFT, while EU is an on-site
correction arising from a local Hubbard-like Coulomb repulsion (U) and an
Hund’s parameter (J), including double-counting corrections. Various expres-
sions for EU have been proposed [108–112], such that the integer occupation
of electronic states is energetically favored. Clearly, the results depend on the
choice of U and J , which is not trivial. As a matter of fact, these quantities
are typically treated as fitting parameters, by adjusting their values such that
a specific quantity (e.g., the band gap) is predicted accurately. In order to
maintain the ab initio character of DFT, various procedures have been de-
fined to calculate the DFT+U parameters from first principles such as the
constrained local-density approximation [113, 114], where the interaction pa-
rameters are obtained by considering the total-energy variation with respect

39



Chapter 1: Introduction

to the occupation number of localized orbitals, and the constrained random-
phase approximation (cRPA), which allows for an explicit calculation of the
matrix element of the screened interactions U and J [115]. Alternatively, in
the specific case of excess charge introduced by impurities, the EU(U, J) term
can be substituted by an on site angular dependent potential that does not af-
fect the states of the defect-free system; this potential depends on parameters
which are tuned to restore the expected linearity of the total energy [116, 117].
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Methods

The modeling of polarons by first principles techniques requires
a careful consideration on the adopted methodologies. In fact, the
possibility for small polarons to localize at various lattice sites de-
termines the existence of many local minima on the energy surface.
In order to achieve a reliable physical description of the polaronic
materials, it is indeed essential to properly take under consideration
this aspect.

The methodology adopted within this doctorate project proved
to be adapt to achieve an exhaustive characterization of the pola-
ronic properties of TiO2(110) [3], as well as of the surface stabil-
ity [4] and reactivity [2] of this material. This chapter describes
the adopted computational setup, presenting a more detailed de-
scription as compared to the works previously published in scientific
journals. The crucial experimental aspects are also briefly reported
here.

Contents
2.1 Computational Methods . . . . . . . . . . . . . . . 42

2.2 Experiments . . . . . . . . . . . . . . . . . . . . . . 55
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2.1 Computational Methods

[2.1.1]
DFT+U

The study of polarons on transition-metal oxide surfaces [specifically, small
polarons on rutile TiO2(110)] was conducted in the framework of the density
functional theory (DFT), by using the Vienna ab initio simulation package
(VASP) [118, 119]. The generalized gradient approximation (GGA) within
the Perdew, Burke, and Ernzerhof parametrization (PBE) [120] was adopted.
As discussed in Sec. 1.4, GGA fails to account for the charge localization at
atomic sites, and various solutions have been proposed and commonly used in
numerous studies. In this study, the exchange-correlation approximation was
corrected in the DFT+U framework, i.e., by introducing an additional term
(EU) in the DFT Hamiltonian (see Eq. 1.10). EU takes into account the on-site
Coulomb repulsion and the exchange interaction expressed by the Hubbard
parameter (U) and the exchange parameter (J), respectively, and contains
double-counting corrections. Several expressions for EU have been proposed
in literature. In this study, the Dudarev rotationally invariant approach was
adopted [111], thus, EU takes the following form:

EU =
U − J

2

∑
σ

[(∑
m1

nσm1,m1

)
−

( ∑
m1,m2

nσm1,m2
nσm2,m1

)]
, (2.1)

where nσm1,m2
represents the m1 and m2 elements of the on-site occupancy ma-

trix n̂σ related to the electronic states m1 and m2 with spin σ. This term
forces the on-site occupancy matrix in the direction of idempotence [121], i.e.,
n̂σ = n̂σn̂σ. Therefore, the occupancy matrix is pushed to assume eigenvalues
equal to either 1 or 0, which correspond to fully occupied or fully unoccupied
states, respectively. In this approach, EU depends only on the difference be-
tween the U and J parameters, and can be written in terms of an effective
U ′ = U − J .

An effective U ′ of 3.9 eV was adopted for the Ti-d orbitals in rutile TiO2.
This value was previously determined by constrained random-phase approxi-
mation (cRPA) calculations in bulk rutile [48]. It has to be notice that atoms
close to the surface could be more reliably described by using a U ′ different
than the value calculated for the bulk. However, typical values of U ′ for d or-
bitals in rutile TiO2 are around 4 eV. The effect of changing the value of U ′ is
reported in the Appendix A.3. Moreover, the DFT+U results were compared
to test calculations based on the hybrid-functional approach, for selected repre-
sentative cases concerning the spatial extension of the electronic charge density
of polarons (details in Sec. 2.1.2). As discussed in Sec. 1.4, hybrid-DFT cal-
culations are able to reproduce the charge localization effects, at much higher
computational costs than DFT+U .
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The DFT+U approach was used to perform T = 0 K calculations, includ-
ing relaxations of the lattice stress (via optimizations of the ionic positions)
and, alternatively, calculations at fixed geometries (useful to investigate the
polaron energetics, see Sec. 2.1.4). Moreover, first-principles molecular dy-
namics (FPMD) DFT+U calculations at T = 700 K were also performed, in
order to investigate the mobile character of polarons (see Sec. 2.1.6).

Figure 2.1: The rutile TiO2(110) slab. The pristine 6×2-large 5-tri-layer-
deep slab is shown. The S0, S1 and S2 layers are outlined by solid
planes. [Unpublished Figure]

[2.1.2]
TiO2

structural
models

The structure of the pristine (i.e., stoichiometric, with no lattice defects)
rutile TiO2(110) is shown in Fig. 2.1. In order to address different aspects of
the polaron formation and dynamics, the (1×1) phase of the rutile surface was
modeled by constructing asymmetric slabs of various sizes, as summarized in
Table 2.1. The number of TiO2 tri-layers varied from 4 to 8, with the bottom
two layers kept fixed at bulk positions, whereas all other atomic sites where
relaxed. The unit cells including a large number of layers (up to 8) with small
lateral dimensions (5×2 and 3×2) were useful to inspect the convergence of
the results (see Appendix A.1) and to investigate the polaron formation as a
function of the localization depth.

43



Chapter 2: Methods

lateral size tri-layers system scope

9×2 5 (1×1)

polaron T = 0 K hopping,
T = 700 K FPMD,
polaronic ground-state analysis,
surface stability,
polaron-polaron interaction,
polaron-VO interaction,
CO adsorption

6×2 5 (1×1)

hybrid-DFT tests,
polaron T = 0 K hopping,
polaronic ground state,
CO adsorption,
interstitial Ti (also by FPMD)

5×2 8 (1×1)
layer resolved analysis
polaron T = 0 K hopping,

3×2 8 (1×1)
layer resolved analysis
polaron T = 0 K hopping,

3×2 4 to 8 (1×1) size tests

9×2 5 (1×2)
T = 700 K FPMD,
polaronic ground-state,
surface stability

3×2 5 (1×2) hybrid-DFT tests

Table 2.1: Structural models used in the calculations for the rutile TiO2(110).

Most of the calculations were performed by adopting large 9×2 and 6×2
unit cells, including five TiO2 tri-layers. The large lateral dimensions reduce
the interaction between a localized charge and its periodical image. Therefore,
this setup was useful to study the properties of isolated polarons, together
with the distance-dependent interaction between two polarons and between a
polaron and point defects, i.e., oxygen vacancies (VO), Ti interstitials (Tiint),
and also adsorbates (CO molecules). Moreover, this setup was used to analyze
the polaron dynamics via two different approaches, that are the T = 700 K
FPMD calculations and the T = 0 K simulations at fixed geometries simulating
the polaron hopping between two lattice sites (details in Sec. 2.1.6). Finally,
the analysis of the energy stability of a large number of polaronic configura-
tions allowed to determine the polaronic ground state among the considered
configurations.
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The properties of the spatial extension of the electronic charge densities
of the small polarons where investigated in both the thick (5×2 and 3×2,
8-layer deep) and the large (9×2 and 6×2, 5-layer deep) slabs. Scanning
tunneling microscopy (STM) simulations were performed, in order to achieve
a description of the polaronic charge above the surface, directly comparable
with the experimental images. The STM data obtained by DFT+U were also
compared to hybrid-DFT calculations, showing analogous results.

A similar analysis was conducted for the (1×2) reconstructed phase, con-
structed according to the Onishi Ti2O3 model [17, 20, 21] by placing recon-
structed asymmetric rows on top of the five tri-layers of the (1×1) phase (as
described in detail in Sec. 2.1.9).

[2.1.3]
Charge

injection

Formation of defects, such as oxygen vacancies, is one of the various ap-
proaches able to introduce excess charge eligible to form polarons, as discussed
in Chapter 1 [92]. The (1×1) phase of rutile TiO2(110) is prone to VO formation
at the undercoodinated O2c sites (see Sec. 1.1). Each VO supplies two excess
electrons, eligible to form two small polarons [48]. Therefore, oxygen vacan-
cies were homogeneously included in the slabs by removing the O2c atoms on
the surface layer, at different concentrations (cVO= 5.6%, 8.3%, 11.1%, 16.7%,
22.2%, 33.3%, 38.9%, and 50.0%) [122, 123].

In the (1×2) phase, the reconstructed Ti2O3 rows can be considered as
Ti2O4 units with cVO= 50.0%. This deviation of 50% from the stoichiometric
formula provides the slab with two excess electrons per 1×2 unit cell.

These slabs modeling the (1×1) phase with oxygen vacancies and the re-
constructed (1×2) phase are overall neutrally charged. In addition to the
charge-neutral slabs, charged systems with an altered number of electrons were
considered, in order to disentangle and investigate individually the key quanti-
ties driving the polaron formation. The following charged configurations were
modeled for the (1×1) phase, eventually including oxygen vacancies:

(i) No oxygen vacancies and one excess electron (−1 charged system, ob-
tained by adding one valence electron to the stoichiometric system). This
setup is useful to study individual polarons, with no perturbations com-
ing from the VO.

(ii) One oxygen vacancy with one excess electron (+1 charged system, i.e.,
one of the two excess electrons provided by the VO is neutralized by
the manual removal of one valence electron). The effect of VO on the
polaronic properties is conveniently inspected via this setup.

(iii) No oxygen vacancies and two excess electrons (−2 charged system, ob-
tained by adding two valence electrons to the stoichiometric system), to
study the polaron-polaron interaction.
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(iv) One oxygen vacancy and no excess electrons (+2 charged system, ob-
tained by removing the two excess electrons provided by the VO), to
study the intrinsic effects of the VO in the absence of excess charge.

It has to be noticed that the charged systems are automatically neutralized
by a homogeneous background charge, which is essential in order to perform
DFT calculations in periodic boundary conditions.

[2.1.4]
Polaron

formation

In the framework of DFT, regardless of the type of correction to the
local/semi-local exchange-correlation approximation (DFT+U or hybrids), the
stability of polarons can be analyzed in terms of a set of different energies. The
important ingredients to consider in order to characterize a polaron system are:

1. The type of electronic state: excess charge localized in a lattice site (po-
laron solution), or delocalized throughout the slab (no polaron, fractional
electronic occupation on several lattice sites).

2. The type of structural solution: local distortions at the trapping site
(polaron-induced distortions) or absence of polaron-induced distortions
(uniform lattice except for the deformations induced by the lattice de-
fects, such as VO). The polaron-induced lattice distortions are obtained
fully self-consistently, via the minimization of the forces acting on the
ions.

A given material, suitable for the formation of polarons, can be forced to
have only delocalized charge carriers (electrons and holes), by performing non
spin-polarized calculations. In this delocalized solutions, none of the charge
carriers is localized at any atomic site, and no polaronic state exists. By
selectively switching on or off the charge localization in combination with the
polaronic lattice distortions, it is possible to compute the total energy for a
given system in different regimes:

� Eloc
dist, i.e., the total energy of the system in the polaronic solution, in-

cluding localized excess charge and polaron-induced lattice distortions
(ionic positions relaxed in the presence of polarons);

� Edeloc
unif , i.e., the total energy of the system forced to have only delo-

calized charge carriers, in the lattice structure without polaron-induced
distortion (ionic positions relaxed in the presence of delocalized charge
carriers);

� Edeloc
dist , i.e., the total energy of the system forced to have only delocalized

charge carriers and constrained into the polaron-distorted structure (the
structure is obtained by relaxing the ionic positions in the presence of
polarons).
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In order to compare these energies with each other, many parameters, such as
the number of electrons, the unit-cell size and the value of the U ′ parameter
in the DFT+U (or the mixing parameter Hybrid-DFT) approach, are kept
constant.

Figure 2.2: Polaron energies. Sketch of the polaron formation energy
(EPOL), the structural energy cost (EST) and the electronic energy gain
(EEL) obtained as combinations of the calculated total energies in the
localized and delocalized solutions (Eloc

dist, E
deloc
unif and Edeloc

dist ). The delo-
calized and localized electronic charge densities are also shown for rutile
TiO2, together with the polaronic lattice distortions ∆i. Figure adapted
from Springer ©2018 Handbook of Materials Modeling [1].

Figure 2.2 sketches the energy diagram for the delocalized and localized
solutions, considering an harmonic (parabolic) dispersion as a function of the
lattice distortions. Valuable insights on the formation of polarons can be ob-
tained by combinations of the Eloc

dist, E
deloc
unif and Edeloc

dist total energies, that lead to
a set of polaronic energies. Unfortunately, the definition of polaronic energies is
not well standardized, and it varies according to the authors’ preferences. The
polaron formation energies (EPOL), the strain cost (EST) and the electronic
gain (EEL) are often defined as:

EPOL = Eloc
dist − Edeloc

unif , (2.2)

EST = Edeloc
dist − Edeloc

unif , (2.3)

EEL = Eloc
dist − Edeloc

dist . (2.4)

The stability of a polaron solution can be analyzed in terms of the polaron
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formation energy. A negative EPOL stands for stable polarons, i.e., the pola-
ronic solution is energetically more convenient than a system with delocalized
charge carriers. EST quantifies the structural cost needed to distort the lattice
in order to accommodate the excess charge to form a polaron, whereas EEL

is the electronic energy gained by localizing the charge in the distorted lat-
tice via the electron-phonon interaction. The values of EST and EEL depend
on the degree of charge localization and the size of the lattice distortion (see
the horizontal shift of the parabolas in Fig. 2.2), and on the curvature of the
parabola in Fig. 2.2. The three polaronic energies are strongly connected. For
instance, EPOL can be interpreted as the result of the competition between the
structural cost EST and the electronic energy EEL [48]:

EPOL = EEL + EST . (2.5)

The contribution of the electrostatic potential on the polaron formation
was also analyzed, by inspecting the volume-averaged electrostatic potential
energy for the electrons (Epot) at each atomic site [124].

The polaronic energies and the electrostatic potential energy were calcu-
lated also for the charged-state systems (see items i-iv in the list in Sec. 2.1.3).
Since the polaronic energies are defined as differences (between localized and
delocalized solutions at constant number of electrons), adopting charged sys-
tems does not substantially alter the results, regardless of the surface extension
of the slabs, as tested for the 3×2, 5×2, and 9×2 slabs. Conversely, the elec-
trostatic potential energy strongly depends on the charge state of the system.
Adding (and, similarly, removing) electrons to the neutral system alters the
value of Epot, obviously because of the presence of the additional charge. The
energetics of adsorbates on the surface is also affected by the charge state of
the system (see discussion in Sec. 5.3).

In order to measure the degree of local structural distortions, an average
bond-length distortion DO for the oxygen atoms Oi coordinated to the pola-
ronic Ti site was calculated:

DO =
1

NO

∑
i=1,NO

|∆Oi| (2.6)

where NO is the number of O atoms coordinated to the Ti site, and ∆Oi =
δlocOi
− δdelOi

is the distortion of the bond length δ at each atomic site Oi between
the localized (polaronic) and delocalized solution.
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Figure 2.3: Local energy minima in polaronic systems. Sketch of the
energy in a polaronic system. Several minima exist: the ground state is
given by a specific polaronic configuration, while other minima exist for
charge trapping occurring in other spatial configurations or not occurring
at all. [Unpublished Figure]

[2.1.5]
Site-

controlled
localiza-

tion

Typically, charge trapping can occur at various sites. Obviously, the dis-
tinct polaronic configurations result in different lattice distortions and different
energies. As a function of the lattice structure, the energy curve of a single
polaronic system shows multiple local minima, corresponding to the various
polaronic configurations (see diagram in Fig. 2.3). In general, there is no guar-
antee that a standard, self-consistent DFT+U (or hybrid-DFT) calculation
leads to the global energy minimum of the polaronic system. In fact, the for-
mation of polarons could spontaneously occur at less favorable lattice sites,
or not occur at all (i.e., the DFT self-consistent routine, aiming to minimize
the system energy, could get stuck in a local energy minimum). Therefore, it
is extremely important to inspect the formation of polarons at different sites
and to compare the relative formation energies. For this purpose it is essential
to establish a protocol capable to selectively control the charge trapping at
specific sites.

Since charge localization strongly depends on the initial conditions (input)
of the calculation, a selective charge trapping can be achieved by forcing initial
perturbations in form of structural distortions or strong on-site Coulomb en-
ergy [47, 125, 126]. Starting from a biased setup, it is easier for the system to
relax into one desired configuration at the end of the electronic and structural
self-consistent calculation (output). Structural perturbations can be intro-
duced manually by distorting the local structure around a given atomic site,
resembling the expected polaron-induced lattice distortions. Alternatively, the
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initial perturbation can be achieved by chemical substitution, as explained be-
low:

Step 1: Chemical substitution at the selected site where charge trapping should
occur with an atom containing one more electron than the original native
atom (e.g., Ti → V). Structural relaxation performed at spin-polarized
DFT+U level will yield local lattice distortions around the chosen site.

Step 2: The original element is reinserted at its original position (e.g., V → Ti).
It is often necessary to use a larger value of U at the selected site, while
the other atoms keep the original value of U . The manual initialization
of the local magnetic moment has to take into account the presence of
the localized electron at the selected site. A new relaxation is performed
starting from the optimized structure obtained in Step 1. The self con-
sistent run should be able to maintain the polaron solution obtained in
Step 1.

Step 3: A final step is necessary, performed by using the original value U for
all atoms. In this case it is recommended to initialize the orbitals with
those obtained by Step 2. In fact, by using a random initialization it can
happen that the self-consistent loop will end up in a different polaron
solution (different polaron site) or in a delocalized solution [45, 127–129].

The effective final localization of the electron at the end of each step can be
verified by analyzing the local magnetic moment at the selected site. Step 2
(i.e., using a larger U) usually helps to localize the electron at the selected site.
However, it is possible, in simple problems, to skip this step and obtain charge
localization at the selected site by simply performing steps 1 and 3. This
strategy can be extended to the hybrid-DFT level, by using the orbitals and
the optimized structure obtained in step 3 as an input for the hybrid functional
calculations. In case more than one electron needs to be localized at selected
sites, the steps 1 to 3 can be performed for every selected site separately, one
after the other, or, alternatively, at the same time. A systematic use of this
strategy allows the identification of the polaronic ground state (global energy
minimum) of the system [130].

This strategy was applied to a large number of polaronic configurations, in
order to determine the polaronic ground state of the (1×1) phase, at weakly
reducing conditions (one to four polarons in the slab). The polaronic configu-
rations differ from each other in terms of the polaron positions (as a function of
the depth and with respect to the lattice defects), and in terms of the polaron-
polaron distances. Strongly reduced surfaces, including also the (1×2) phase
require instead a different approach, since the large number of excess elec-
trons complicates the selective control of the charge trapping. This approach
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is based on the polaron distributions obtained by the FPMD calculations, as
described in detail in the following section.

[2.1.6]
Polaron

dynamics

Besides the selectively-controlled-charge-localization strategy, a large va-
riety of polaron configurations was obtained via first-principle molecular dy-
namics (FPMD) DFT+U calculations [131]. The ion motion was simulated by
Nosé dynamics at fixed temperature (T = 700 K) [132]. In the FPMD run, the
thermal vibrations of the ions perturb the polaron-induced lattice distortions.
This perturbation weakens the charge trapping, ultimately undermining the
polaron stability. As a result, these vibrations occasionally induce polaron
hopping [126]: A polaron is transfered from a lattice site to another one, re-
sulting in a different polaronic configuration. This process takes place several
times in long FPMD runs (approximatively 1 hopping event per polaron ev-
ery 100 fs), providing a large set of different polaronic configurations. The
corresponding ionic structures are characterized by thermally-induced lattice
distortions, which can be removed by performing T = 0 K DFT+U relaxations:
The lattice stress is relaxed, and the system shows only polaron-induced lat-
tice distortions. Finally, it is possible to determine the polaronic ground state
of the system by comparing the EPOL values (obtained by T = 0 K DFT+U
calculations) for the various configurations explored in the FPMD. This strat-
egy was performed for the rutile TiO2(110) surface, in the (1×2) and (1×1)
phases (with cVO= 5.6%, 11.1%, 16.7%, 22.2%, 33.3%, 38.9%, and 50.0%, or
with Tiint atoms).

A statistical analysis was also performed on the polaron dynamics obtained
by the FPMD calculations. The polaron hopping was analyzed as a function
of the distance from the surface, by determining the average occurrences of
charge trapping on each layer. The polaron-polaron site correlation function
Spol−pol was also calculated, in order to investigate the effects of the polaronic
interactions on the polaron dynamics. Spol−pol is defined as the distribution
of the site distance i along [001] between two polarons at a given time-step t,
averaged over the complete FPMD interval τ :

Spol−pol(i) =
1

N

1

τ

∑
t

∑
j

ρj(t)ρj+i(t) , (2.7)

where N is the number of Ti sites, and ρj(t) indicates the polaronic site density
at time t, and it is equal to 1 for the j-th Ti site hosting a polaron, and 0 other-
wise. Analogously, the polaron-polaron Rpol−pol and vacancy-polaron RVO−pol
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radial correlation functions were calculated, as a function of the distance r:

Rpol−pol(r) =
1

τ

∑
t

∑
(q,p)

δ(|rq − rp|, r, t) ,

RVO−pol(r) =
1

τ

∑
t

∑
(VO,p)

δ(|rVO − rp|, r, t) ,
(2.8)

where the variables δ(|rVO − rp|, r, t) and δ(|rq − rp|, r, t) assume the value 1 if,
at time t, the polaron p is at distance r from the VO at position rVO or from
the polaron q at position rq, respectively, and are 0 otherwise.

The polaron dynamics was investigated also by computing the energy bar-
rier for the polaron hopping between two Ti sites, in the T = 0 K DFT+U
framework [133]. A polaron was localized alternately in one of the two sites (the
initial and final Ti sites) by performing the procedure described in Sec. 2.1.5.
Clearly, the polaronic distortions depend on the polaron localization site. The
corresponding structures (hosting a polaron either in the initial or final Ti
site) were used to obtain a set of intermediate lattice structures, by linear
interpolation of the ionic positions. The energy barrier for polaron hopping
can be estimated by evaluating the energy of every intermediate structure.
Therefore, electronic self-consistent calculations at fixed geometry were per-
formed. Two solutions were obtained for every intermediate structure, which
exhibit the excess electron localized either on the initial or final Ti site1. This
set of calculations was performed with large 9×2 and 6×2 slabs, as well as
by using thick slabs with 8 tri-layers. The former were useful to describe
intra-layer hopping, and also to consider the effects of defects (such as oxygen
vacancies) and adsorbates on the surface. The latter were used to analyze
the inter-layer hopping. It is important to note that, unfortunately, different
functionals can lead to a different description of the polaron transfer process.
In fact, DFT+U and hybrid functional approaches lead to qualitative different
results [134]. In DFT+U , partial localization is unfavorable, and the excess
charge is strongly localized in one site only; therefore, the interaction between
the initial and final configurations is weak and the hopping occurs typically
diabatically. Conversely, hybrid functionals predict usually an adiabatic hop-
ping, with a gradual transfer of the electronic charge from one trapping site to
the other one.

1The excess electron localization in the intermediate structures was selectively controlled.
The electronic wavefunctions were calculated for a polaron in the initial structure, and, sepa-
rately, for a polaron in the final structure. The electronic wavefunctions for the intermediate
structures were initialized to the two polaronic wavefunctions, alternately.
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[2.1.7]
Surface
stability

The stability of the (1×2) and (1×1) phases was inspected by constructing
a surface phase diagram, using standard ab initio atomistic thermodynam-
ics [135]. The total energies of the most stable polaronic configurations, at
given phase and cVO , were used. By neglecting configuration entropy and
phonon contributions the surface free energy ∆G can be approximated as fol-
lows:

∆G =
1

A

[
Eloc

dist − nTiE
bulk
TiO2

+ µO(2nTi − nO)
]
, (2.9)

where Eloc
dist is the total energy for the surface slab with trapped polarons (as

described above), and Ebulk
TiO2

is the energy for the TiO2 bulk. The adimen-
sional prefactor 1/A scales the energy to the (1×1) surface cell. The weighted
difference between the number of Ti (nTi) and O (nO) atoms accounts for the
deviation from the stoichiometric formula. The chemical potential µO of oxy-
gen atoms was considered in terms of its deviation ∆µO from the total energy
EO2 of an isolated oxygen molecule:

µO =

(
1

2
EO2 + ∆µO

)
. (2.10)

An additional phase diagram describing the stability of TiO2(110) surfaces
forced to have all the electrons delocalized was also constructed, by substituting
Edeloc

unif to Eloc
dist in Eq. 2.9.

[2.1.8]
Molecular

adsorp-
tion

The interplay between polarons and adsorbates was investigated by model-
ing the adsorption of CO molecules on the polaronic TiO2(110) surface. Several
configurations of polarons were considered, in combination with CO molecules
adsorbed on various surface sites and at different coverage. Therefore, the
adsorption energy per CO molecule (Eads) was computed according to the
formula

Eads = EP
TiO2+CO − (ECGS

TiO2
+ ECO) , (2.11)

where EP
TiO2+CO is the total energy of the TiO2(110) surface with adsorbed

CO and an arbitrary configuration of polarons (P ), ECGS
TiO2

is the total energy
of the clean (i.e., without adsorbates) TiO2(110) with polarons in the clean-
surface-ground-state configuration (CGS), and ECO represents the energy of
the CO molecule in the gas phase.

In addition to Eads, the adsorption energy of CO molecule was compared
also with respect to the clean surface including excess electrons in config-
urations different than the polaronic CGS ground state. In this case, the
adsorption energy E∗ads reads

E∗ads = EP1
TiO2+CO − (EP2

TiO2
+ ECO) , (2.12)
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where the labels P1 and P2 refer to arbitrary polaronic configurations. By
fixing P1 = P2, E∗ads evaluates the adsorption energy at a fixed polaronic
configuration. Additionally, P1 and P2 could refer also to systems with delo-
calized excess electrons (obtained by non spin-polarized calculations).

[2.1.9]
Further

technical
details

The structural models were built by using the low-temperature experimen-
tal values for the lattice parameters: a = b = 4.584 Å and c = 2.953 Å [12]. The
effects of the thermal expansion on the polaronic properties were also investi-
gated (see Appendix A.2). Since the periodical boundary conditions used by
VASP, a large region of vacuum (about 30 Å long) was included in the surface
models, in order to separate the rutile surface from its the periodic repetition.
Ionic relaxations were performed by using standard convergence criteria with
a plane-wave energy cutoff of 300 eV. The density of states (DOS) and the
distribution of the polaronic charge density in real space were obtained by us-
ing a large plane-wave energy cutoff (700 eV). The Tersoff-Hamann approach
was used to simulate the STM images [136]. The FPMD was conducted using
Nosé dynamics [132], with a lower energy cutoff of 250 eV, at a simulation
temperature of 700 K, with a timestep of 1 fs, for 10 ps (except 17 ps for the
cVO = 5.6% slab, and 5 ps for slabs containing Tiint).

Figure 2.4: The rutile (1×1) and (1×2) surface phases. The stoichio-
metric (1×1) (a) and the reconstructed (1×2) (b) surfaces are shown,
by indicating the nomenclature adopted for the various sites. Figure
adapted from Physical Review X ©2017 American Physical Society [4].

The study of the molecular adsorption on the rutile TiO2(110) surface was
conducted by using a larger energy cutoff for the ionic relaxation (400 eV)
and including van der Waals corrections, adopting the optimized PBE [137]
functional as proposed by Dion et al. [138] (reliability among various methods
is discussed in the Appendix A.4).

The notation adopted for the atomic sites is illustrated in Fig. 2.4. The
A sites are the five-fold coordinated Ti atoms (Ti5c) on the top layer S0 and
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all six-fold (octahedrally) coordinated Ti6c atoms at deeper layers (S1, S2,
etc. . . ) below the TiAS0 row. The B sites are the Ti6c atoms bonded to the
two-fold coordinated O2c atoms and/or VO in the S0 layer and all Ti6c atoms
at deeper layers below the TiBS0 row. For the (1×2) reconstruction, the Ti sites
below the reconstructed rows are named by using Greek symbols, with α and
β replacing A and B, respectively. The symmetry of the d orbitals is defined
in terms of the x, y and z directions which correspond to [001], [11̄0] and [110],
respectively.

2.2 Experiments

The detection of polarons on TiO2(110) was performed by combining atomic
force and scanning tunneling microscopy (AFM and STM, respectively) mea-
surements. These experiments were performed by research partners, and here
briefly summarized.

Synthetic single-crystal TiO2 samples were cleaned in a preparation cham-
ber, by repeated sputtering with 1 keV Ar+ ions, and annealing to 1000 K.
The rutile TiO2(110) surface was reduced by more than 100 cycles of prior
sputtering and annealing.

The combined STM and AFM measurements (in constant-height mode)
were performed at low temperature (T = 78 K or lower) in an adjoining
ultrahigh vacuum (UHV) chamber with a base pressure below 2 × 109 Pa.
Tuning-fork-shaped AFM sensors with a separate wire for the tunneling current
were used [139]. Glued to each tuning fork was an electrochemically-etched W
tip, which was cleaned in situ by field emission and self-sputtering in 10−4 Pa
argon [140]. The tips were purposely functionalized by either an O adatom or
CO.

Both the O-terminated and CO-terminated tips allow the imaging of the
surface oxygen atoms, with excellent lateral resolution. Best images were ob-
tained with O-functionalized tips having negligible attractive force towards the
surface O2c atoms.

The AFM imaging has significant advantages compared to more commonly
employed empty-states STM imaging, especially for investigating the molecular
adsorption. First, imaging at zero bias (without tunneling current) is possible
in AFM experiments. This eliminates the possibility of adsorbate hopping in-
duced by the tunneling electrons. Certain adsorption configurations are more
affected by the tunneling electrons, therefore the imaging by STM perturbs
the system and alters the configuration balance. Second, AFM imaging pro-
vides a more reliable picture of the adsorption geometry (electronic effects are
eliminated).
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The STM measurements are instead essential to investigate the polaron
formation. In fact, the in-gap states can be detected by the filled-state STM
technique. This technique has been largely employed in this project, has shown
in the next chapters.
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Properties of polarons on the
rutile TiO2(110) surface

Polaron formation plays a major role in transition metal oxides,
determining the structural, electrical and chemical properties, as-
sociated to a significant impact on the functionalities of these ma-
terials.

This Chapter reports the systematic analysis of the polaronic
properties of rutile TiO2(110) surface that has been carried on
within this doctorate project [3]. This systematic analysis revealed
to be fundamental to disclose the crucial mechanisms behind var-
ious processes occurring at the surface, such as structural recon-
structions [4] and molecular adsorption [2].
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3.1 The excess electrons

A wide range of transition metal oxides, including TiO2, bears the formation of
polaronic in-gap states upon injection of extra charge, as the excess electrons
or holes couple with the lattice phonon field (as described in Chapter 1) [22–
33]. The formation of polarons alters the properties of the system [59, 82, 141],
and it can prevent doping-driven insulator-to-metal transition.

Figure 3.1: Excess electrons on rutile TiO2(110). The density of the
filled (blue) and empty (gray) states around the Fermi energy (dashed
lines) are shown for the stoichiometric (a) and VO-reduced (b,c) slabs.
The reduced slab is modeled by using a 6×2-large cell with one surface
oxygen vacancy (corresponding to cVO

= 8.3%); the DOS for both the
delocalized (b) and polaronic (c) solutions are shown. Panel (d) shows
the spatial extension of the delocalized electrons at the bottom of the
conduction band of panel (b); high (yellow) and low (gray) isosurface
levels of the charge density are shown. [Unpublished Figure]

The pristine rutile TiO2(110) surface is insulating, as shown by the density
of states (DOS) in Fig. 3.1(a). However, rutile TiO2 samples are often char-
acterized by the presence of intrinsic defects, such as oxygen vacancies (VO)
and interstitial titanium atoms (Tiint) [142], which reduce the system. In par-
ticular, one VO and one Tiint introduce two and four excess electrons into the
system, respectively. In Fig. 3.1, the DOS of the pristine surface [Fig. 3.1(a)]
is compared to the electronic properties of a reduced TiO2(110) slab, modeled
by the inclusion of a surface VO [Fig. 3.1(b,c,d)]. Analogous results can be
obtained by reducing the slab via the inclusion of a Tiint atom or by manually
modifying the number of electrons in the system (by adding one or more extra
electrons to the stoichiometric slab). By selectively switching on or off the
spin polarization (see Chapter 2), it is possible to study via DFT+U calcula-
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tions both the localized (polaronic) and delocalized excess electron solutions,
respectively. In the delocalized solution, the excess electrons spread through-
out the crystal rather than being localized at any specific lattice site. The
spatial distribution of the excess charge in the delocalized solution is shown
in Fig. 3.1(d). Most of the charge lies on the subsurface TiAS1 sites and on
deeper A-type Ti atoms. The TiAS0 sites appear to host a minor amount of
excess charge: This is likely due to the presence of a higher electronic density
on S0 as compared to the density on S1 and deeper layers, originating from
the broken bonds at the surface, which repels the excess charge.

The density of state obtained in the delocalized solution in Fig. 3.1(b) re-
veals an insulator-to-metal transition. In fact, the delocalized excess electrons
lie at the bottom of the conduction band, driving the system into a metallic
state. This result contradicts the experiments: Weakly reduced samples are
found to be insulators, and the excess charge forms in-gap states, as clearly
evidenced by STM/STS experiments [48]. The agreement with the experimen-
tal measurements is restored by performing spin polarized calculations, which
enable the formation of polarons. The polaronic solution is energetically more
favorable than the delocalized electron solution. By using this setup, the con-
duction band remains entirely unoccupied, while polaronic states form within
the energy band gap [see Fig. 3.1(c)]. Therefore, in the reduced system, the
insulating state characteristic of the pristine system is preserved through the
formation of polaronic states.

The modeling of the excess electrons is a delicate task, since the energy
surface is characterized by numerous local minima, due to the the various sites
available for the localization of the excess electrons (see Fig. 2.3) [130]. It is
necessary to adopt specific procedures in order to identify the global minimum
(as discussed in Sec. 2.1.5 and 2.1.6). In fact, an improper modeling of the
polaron formation could lead to an incorrect account of the physical proper-
ties of polaronic materials. The fundamental properties of small polarons on
TiO2(110) are described in the following sections.

3.2 Isolated polarons

A systematic characterization of the intrinsic properties of isolated polarons
on TiO2(110) was achieved by controlling the numbers of electrons in the DFT
calculations, as described in Sec. 2.1.3. Thick slabs including 8 TiO2 tri-layers
were used. The excess charge was introduced into the system by manually
adding one electron to the stoichiometric slab. The site-controlled localization
strategy (see Sec. 2.1.5) was used to trap the excess electron in various Ti sites.

Figure 3.2 shows the charge densities for isolated polarons at various Ti
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Figure 3.2: Polaron charge density. The side and top views of the TiAS0

polaron (a,b), TiAS1 polaron (c,d) and TiAS2 polaron (e,f) are shown. The
inner and outer isosurfaces represent different levels of the charge den-
sity of the polaronic states. Faded spheres represent deeper atoms in
top-view images [S0 and S1 atoms not shown in panel (f)]. The inset in
panel (d) shows the simulate filled-state STM image of the TiAS1 polaron.
Figure adapted from Physical Review B ©2018 American Physical So-
ciety [3].

sites (TiAS0, TiAS1 and TiAS2), which exhibit distinct orbital topologies, degree
of localization and structural distortions. The corresponding orbital-projected
analysis is reported in Table 3.1. The symmetry of the d orbitals is defined in
terms of the x, y and z directions which correspond to [001], [11̄0] and [110],
respectively. A description of the polaronic lattice distortions is reported in
Table 3.2.
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Polaron dxy dxz dyz dx2−y2 dz2 non local

TiAS0 - 22 48 - - 30

TiAS1 - - - 14 57 28

TiAS2 - - - 71 - 29

Table 3.1: Polaronic orbitals. The orbital character is reported (in percentage) for the TiA

polarons in the S1, S2 and S3 layers; the column ‘non local’ refers to the amount of
charge (in percentage) non localized at the Ti site hosting the polaron. Data obtained
for independent polarons in the 5×2 large, 8-layer deep, stoichiometric slab.

Polaron ∆zTi DO δTi−Ti

TiAS0 0.14 +0.10 +0.02

TiAS1 0.03 +0.07 -0.03

TiAS2 0.00 +0.07 -0.02

Table 3.2: Polaronic distortions. Displacement (∆zTi) of the Ti site hosting the polaron,
with respect to the delocalized solution (in Å); the average bond-length distortion of
the surrounding O atoms (see Eq. 2.6) is also indicated (in Å per atom); the bond-
length distortion δTi−Ti indicates (in Å) the variation in the bond-legth between the
polaronic Ti site and its nearest neighbor along [001] due to the presence of the
polaron. Data obtained for independent polarons in the 5×2 large, 8-layer deep,
stoichiometric slab.

[3.2.1]
The TiAS0

polaron

The TiAS0 polaron is characterized by a predominant dyz orbital charac-
ter, mixed with a smaller dxz contribution, well recognizable from the pola-
ronic isosurfaces displayed in Fig. 3.2(a,b). Remarkably, only two thirds of
the polaronic charge density is localized at the Ti site. The remaining 30%
spreads away from the central Ti, and hybridizes asymmetrically with the in-
plane oxygen atoms along the xy directions, the two nearest-neighbor Ti atoms
along [001], and atoms below the S0 layer. Polaron formation on TiAS0 induces
large structural distortions, mostly localized around the polaron site, quanti-
fied by an average bond-length distortion DO of 0.10 Å per O atom. The Ti
site hosting the polaron relaxes outwards along [110] by 0.14 Å. The in-plane
nearest-neighbor Ti-O bond-lengths involving the O atoms hybridized with the
polarons increase by 0.05 Å with respect to the positions in the non-polaronic
cell, while the remaining two in-plane O are pushed away by 0.11 Å. The dis-
tortions involve also the nearest-neighbor Ti atoms on the [001] row, which
move away from the polaronic site by approximately 0.02 Å.
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[3.2.2]
The TiAS1

polaron

The TiAS1 polaron is instead characterized by a dominant dz2 symmetry
together with a smaller dx2−y2 contribution [143] [Fig. 3.2(c,d)]. Almost one
third of the polaronic charge density spreads away from the hosting Ti atom:
The hybridization with two Ti atoms in S0 determines the dimer-like signal
typically observed by STM simulations and experiments [144] [see the inset in
Fig. 3.2(d)]. The hybridization with the two nearest-neighbor Ti atoms along
[001] affects the polaron-polaron interaction and stabilizes a 3×1 ordering of
polarons at high cVO , which leads to a surface reconstruction (discussed in
Sec. 3.3 and Chapter. 4). The TiAS1 polaron is coupled with small lattice
distortions. The polaronic Ti site is displaced towards the surface by only
0.03 Å; the Ti atoms in the same [001] row move towards the polaronic site by
0.03 Å; the six octahedrally coordinated O atoms move away by about 0.04-
0.08Å, resulting in rather different in-plane and out-of-plane Ti-O bond-lengths
(DO = 0.07 Å).

[3.2.3]
The TiAS2

polaron

Finally, on the S2 layer [Fig. 3.2(e,f)], the TiAS2 polaron shows a clear dx2−y2
symmetry. Due to the 90◦ rotation of the coordination octahedron around
the TiAS2 site with respect to the TiAS1 site, the polaronic cloud resembles the
symmetry of the TiAS1 but extends on a plane parallel to the (110) surface rather
than the (11̄0) plane. Distortions for the TiAS1 polaron are small: The polaron
site is very close to the original non-polaronic Ti position, the closest Ti sites
move towards the polaronic site by 0.01 Å, whereas the Ti-O bond-lengths
undergoes changes of about 0.02-0.09 Å (DO = 0.07 Å).

[3.2.4]
TiB

polarons

The formation of polarons on B sites on S1 and S2 (not shown) was also
explored. The corresponding polaronic charge have orbital symmetries very
similar to those forming at the A sites: TiBS1 and TiBS2 polarons exhibit a
dx2−y2 and dz2-dx2−y2 symmetry, respectively, consistently with the orientation
of the coordination octahedron of the hosting site. Localization of electrons at
TiB sites on the surface S0 layer is very unstable, and it was not achieved on
the stoichiometric slabs.

[3.2.5]
The oc-
tahedral

coordina-
tion

It has to be noticed that, in any case, the polaronic orbitals show a t2g char-
acter, determined by the octahedral environment around the Ti atom hosting
the polaron. In the setup used for the calculations, both the combination of
dxz-dyz orbitals of the TiAS0 polaron, and the combination of dz2-dx2−y2 orbitals
(such as for the TiAS1 polaron), and a pure dx2−y2 orbital (such as for the TiAS2
polaron), are t2g orbitals. The d orbitals of the six-fold coordinated Ti4+ atoms
in rutile TiO2(110) are unoccupied, and split into eg orbitals, lying along the
Ti-O bonds, and t2g orbitals, with lower energies, at the bottom of the conduc-
tion band [48]. When an excess electron is introduced into the system, a t2g
polaronic state is formed. Interestingly, on S1 and deeper layers, the orbital
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characters, dz2-dx2−y2 or purely dx2−y2 , vary alternately along the [110] and
[11̄0] directions, following the orientation of the octahedral orientation around
the hosting site.

The inner charge of the S1 [Fig. 3.2(c,d)] and S2 [Fig. 3.2(e,f)] polarons
shows two lobes extending along [001], towards the two nearest-neighbor Ti4+

atoms, with a consequent decrease of the Ti-Ti bond-length, by a different
extent due to the local lattice stiffness. The characteristics of polarons on the
S0 layer are substantially different, due to the broken symmetry at the surface.
The broken bonds at the surface make the TiAS0 atoms more negatively charged.
Excess charge avoids these sites, as observed for the delocalized solution shown
in Fig. 3.1. As a result, the inner lobes of S0 polarons do not extend along
[001], and the two neighbor TiAS0 sites move away from the polaronic Ti site
[Fig. 3.2(a,b)], in contrast to the behavior observed for polarons localized at
deeper layers. Therefore, the surrounding atoms exert a compressive stress on
the TiAS0 polaron: This aspect becomes crucial while considering the molecu-
lar adsorption on the surface, as discussed in Chapter 5 and Appendix A.2.
Moreover, due to the broken bonds surrounding the polaronic TiAS0 site, the
symmetry of the S0 polarons can be easily modified: Local distortions of the
lattice, such as those produced by a surface oxygen vacancy, are indeed able to
move the dxz-dyz orbitals to different characters, accompanied by slight energy
variations (see discussion in Sec. 3.4).

[3.2.6]
Polaronic
energies

The polaron stability strongly depends on the type of polaronic Ti site.
This is shown in Fig. 3.3, where the polaron formation (EPOL), structural (EST)
and electronic (EEL) energies as well as the electrostatic potential energy Epot,
are reported for one excess electron in the 3×2, 8-layer-deep slab with and
without VO (qualitatively similar behaviors are obtained at lower polaronic
density, i.e. one excess electron in a 5×2 cell, not shown). The convergence
of the EPOL as a function of the number of tri-layers included in the slabs is
discussed in Appendix A.1.

The TiAS1 site results to be the most favorable one for charge trapping.
In absence of oxygen vacancies, polaron formation at the S1 A site is about
300 meV more convenient as compared to the other layers [see EPOL curve
in Fig. 3.3(a)]. When polarons are trapped in A-type sites on S0 or S2, the
energy of the localized polaronic solution Eloc

dist is almost identical to Edeloc
relax (the

energy of the system with the excess electron delocalized in the conduction
band), resulting in essentially no energy gain, i.e., EPOL ≈ 0. Despite the
very large energy gain provided by EEL, the formation of a S0 polaron is
contrasted by a large structural cost EST [Fig. 3.3(b,c)]. This is due to the
large lattice distortions of the undercoordinated atoms around the TiAS0 polaron
(see Table 3.1) and to the reduced electron screening at the surface, which leads
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Figure 3.3: Polaronic energies of isolated polarons. Polaron formation
energy EPOL (a), strain energy EST (b), and electronic energy EEL (c)
of a polaron localized at TiA sites at various depths (from S0 to S2).
Results of stand-alone DFT+U calculations on a 8-layer deep, 3×2-large
slab with one excess electron considering both the cases of one and no
VO in the cell. TiA sites closest to the VO at the S1 and S2 layers
were considered, while the next-nearest neighbor to the vacancy at S0
is shown. The electrostatic potential energy for the electrons Epot (d)
was obtained on a neutral, pristine, 3×2-large, 8-layer deep slab. Figure
adapted from Physical Review B ©2018 American Physical Society [3].

to an unfavorable Edeloc
dist energy (i.e., an unfavorable energy for the delocalized

solution constrained in the distorted structure). On the S2 layer (and also in
deeper layers, reported in Fig. C.1), the polaron formation is unfavorable due
to a reduction of EEL and a still larger structural cost owing to the increased
rigidity of the deep layers. Conversely, charge trapping on S1 is preferable due
to the relatively small structural cost compared to the the electronic energy
gain EEL. Remarkably, EEL follows the trend of the electrostatic potential
energy Epot [calculated for the neutral slab, see Fig. 3.3(d)], which is very
negative on S0 sites (i.e., more adapt to attract excess negative charge), and
gradually increases at deeper layers (finally saturating at S2).

The presence of oxygen vacancies on the surface alters this picture. The
polaron formation in S1 is further stabilized (EPOL≈ −450 meV); moreover,
the reduced structural cost to distort the lattice on S0 (from 800 meV to

64

https://www.aps.org/


Doctoral Thesis – Polarons on transition-metal oxide surfaces

500 meV) results in a rather large EPOL, making polaron formation on S0 a
more favorable process as compared to the vacancy-free situation. This strong
reduction of the structural costs does not involve sub-surface layers, where EST

changes only slightly (in the range of 20 meV), which is however sufficient to
maintain S1 the most favorable site for polaron trapping. The effect of the
oxygen vacancies on the polaronic states are discussed in detail in Sec. 3.4.

Therefore, TiAS1 atoms represent the most convenient trapping sites [47].
Conversely, polarons localized at B sites on any layer (including S1) are not
energetically convenient (discussed in detail in Sec. 3.4). Despite the similarity
of the octahedral environments around the TiAS1 and TiBS1 sites, different relax-
ations of the oxygen octahedra occur due to the surface symmetry breaking,
which leads to different charge trapping capabilities. At deeper layers, the
energy difference between B and A sites becomes negligible, since these sites
become structurally equivalent at large distance from the surface.

The technical setup adopted in the calculations can drastically affect the
polaron stability, for instance favoring the formation of TiAS0 polarons rather
than TiAS1 polarons. In particular, the stretching of the lattice parameter along
[001] and larger (physically unjustified) values for the U parameter make the
S0 polarons more stable. This effect is discussed in detail in the Appendix A.
The choice of the computational setup is indeed crucial in order to describe
successfully the physical phenomena occurring in the real polaronic systems.

3.3 Polaron-polaron interaction

This section focuses on the quantitative analysis of the polaron-polaron inter-
action and its effect on the overall energetics. Figure 3.4 collects the results
obtained by using a stoichiometric 9×2, 5-layer-deep slab containing two ex-
cess electrons (manually added to the slab). One polaron is kept fixed on a
TiAS1 site, while the second one is systematically localized on different TiA sites
in S1 and S0 (see Fig. C.3 for the TiB sites). In agreement with the results
obtained by using deeper slabs (presented in Sec. 3.2), the energy is lower if
polarons reside on S1 sites (down-pointing triangles). However, the energy
depends strongly on the polaron-polaron distance. The polaron formation be-
comes progressively more favorable by increasing the polaron-polaron distance.
Clearly, two polarons interact via Coulomb repulsion: A polaron affects the
electrostatic potential on the surrounding atoms (see Fig. C.2), contrasting
the formation of other polarons nearby. The details of the polaron-polaron
interactions are described in the following.
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Figure 3.4: Polaron-polaron interaction. EPOL (in meV per polaron) as
a function of the distance between two polarons in the stoichiometric
9×2 slab (−2 charged slab). One polaron is fixed on a TiAS1 site; the
second polaron explores TiA sites on S0 (up-pointing triangles) and S1
(down-pointing triangles). Filled (empty) symbols are used for polarons
lying on sites with the same (different) y coordinate(s). The insets show
the in-gap DOS polaronic peaks for two particular configurations (en-
ergy values in eV units, with respect to the bottom of the conduction
band). The spatial distribution of the polaronic charge is also shown
for polarons located on two next-nearest neighbor TiAS1 sites (two lat-
tice constants apart, approximatively 6Å). Figure adapted from Physical
Review B ©2018 American Physical Society [3].

[3.3.1]
S1-S1

polaron
pair

The most spatially-confined configuration for the polaron pair is given by
two polarons localized on adjacent Ti sites along [001] (d1-TiAS1, corresponding
to a polaron-polaron distance of d1 ' 3 Å). However, it was not possible
to obtain this d1-TiAS1 configuration in the stoichiometric cell, unless forcing
large local lattice distortions by using a larger U ′ of 5 eV (see the discussion
on the effects of the U ′ values in Appendix A.3). In fact, the configuration
with the two polarons separated by two lattice sites (d2-TiAS1), corresponding
to a polaron-polaron distance of d2 ' 5.9 Å, is the most spatially-confined
configuration along [001] obtained by using the standard value of U ′ = 3.9 eV
(calculated by cRPA) [48] and a stoichiometric cell.

The energy gained by separating the two polarons from the d2-TiAS1 config-
uration to a distance of four lattice constants (11.87 Å) on the [001] row (filled
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S1 triangles) is quite large, ∆EPOL= 46 meV, clearly indicating that polarons
prefer to be spatially separated. Figure C.3 helps to clarify the reason of the
EPOL trend, by considering the EST and EEL components. The d2-TiAS1 config-
uration is energetically unfavorable due to the overlap of the electronic charge
of the two polarons (shown in the inset in Fig. 3.4). In fact, as described in
Sec. 3.2, a considerable part of the TiAS1-polaron charge extends on the TiAS1
atoms aside. Therefore, the charge overlap affects mostly d1-TiAS1 and d2-TiAS1
polarons, while it vanishes for polarons separated by three or more lattice
constants. The charge overlap results in a strong polaron-polaron repulsion,
quantified by the weaker EEL energy of the d2-TiAS1 configuration as compared
to polarons at large separation (see Fig. C.3). On the other hand, the trend
of EST is opposite to EEL: The structural cost to form polarons in the d2-TiAS1
configuration is smaller, since the two polarons induce similar lattice distor-
tions on shared atoms (i.e., a smaller degree of distortions can accommodate
both the two polarons in the d2-TiAS1 configuration). However, the reduction
in EST is smaller than the variation in EEL. Therefore, the EPOL is driven
essentially by EEL and it is overall less favorable to form d2-TiAS1 polarons than
polarons at larger separation.

The trend of EPOL as a function of the polaron-polaron distance is useful
also to determine the minimal setup to adopt in simulations aiming to de-
scribe isolated polarons: By using less than three lattice sites along [001], the
overlap of the polaronic charge is large, and the spurious interactions between
a polaron and its periodical image are not negligible [145]. Conversely, po-
larons separated by three lattice sites show an EEL energy converged to the
large-distance value (see Fig. C.3).

If the two polarons are localized on two different TiAS1 [001] rows (empty
S1 triangles in Fig. 3.4), the EPOL variations are rather small (25 meV), and
mostly attributable to the structural EST contribution, while EEL varies only
slightly, due to the small overlap of the polaron charge densities (see Fig. C.3).

Importantly, the polaronic energy trend reflects the location of the pola-
ronic state in the energy gap region, shown in Fig. 3.5. At large separation,
the polarons do not interact strongly and form independent polaron peaks,
which are degenerate in energy [see Fig. 3.5(a-e) for polarons on different TiAS1
rows, and Fig. 3.5(g,h) for polarons on the same row]. Conversely, spatially
confined polaronic pairs split this degeneracy and give rise to a double-peak
structure due to the enhanced polaron-polaron interaction via the charge over-
lap [see Fig. 3.5(f)]. As mentioned above, three lattice sites along [001] are
enough to separate two polaronic charges and obtain degenerate polaronic
states [Fig. 3.5(g)].
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Figure 3.5: The TiAS1 polaron in-gap state. Two polarons are localized
on different (a-e) TiAS1 [001] rows, or on the same (f-h) row, as sketched
in the inset (the yellow sphere represents the position of one polaron,
while the position of the second polaron is indicated by the a-h labels).
The [001] component of the polaron-polaron distance is reported in each
panel (in both Å and lattice site units). These results were obtained
by using a −2e-charged, 9×2-large, stoichiometric slab. [Unpublished
Figure]

[3.3.2]
S1-S0

polaron
pair

An analogous trend is observed when the two polarons are localized on
different layers, on TiAS1 and TiAS0 sites (up-pointing triangles in Fig. 3.4).
In this case, it is possible to form a polaron-polaron pair confined within a
distance of less than 4 Å (one polaron above the other). Nevertheless, the
resulting EPOL is positive (in the computational setup used here)1, indicating
an intrinsic instability of this solution. This is due to the repulsive interaction
between the S0 polaron with the electronic charge of the S1 polaron, which
spreads towards the surface TiAS0 sites right above. The electronic energy gain

1The polaron formation energy depends strongly on the computational setup (e.g., the
EPOL convergence requires an high number of TiO2 layers, as reported in Appendix A.1).
However, energy variations between different polaronic configurations are satisfyingly con-
verged in the computational setup used here. Therefore, only the energy trends can be
safely addressed and analyzed, while the analysis of the absolute values would require a
more refined computational setup, hardly possible for such large slabs.
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EEL is largely affected by this overlap, and it is not compensated by a the
smaller reduction of the structural energy (see Fig. C.3), even though smaller
lattice distortions are required to accommodate spatially confined polaron-
pairs.

By separating the two polarons along [001] (filled S0 triangles in Fig. 3.4),
the polaron formation becomes progressively more convenient: the energy gain
is 100 meV at the maximum distance considered (15 Å). Similarly to the S1-S1
case, the variation of EPOL is small (15 meV) if the two polarons are located
on different [001] rows (empty S0 triangles).

3.4 Polaron-VO interaction

The removal of an O2c atom from the surface creates a positively charged
vacancy [146], which is expected to behave as an attractive center for the
negatively charged polarons. Figure 3.6 reports the most interesting effects of
VO on the polaron formation (the complete data set is shown in Fig. C.4). A
9×2, 5-layer-deep slab, containing one single VO was used in the calculation;
one of the two excess electrons provided by the VO was removed manually, in
order to investigate the formation of one polaron only. These data confirm
that polaron formation is energetically favored in proximity of the vacancy
[Fig. 3.6(a)] [147, 148]. Forming a polaron at the TiAS1 site closest to the VO is
95 meV more favorable than for large (14.54 Å) polaron-VO distances.

[3.4.1]
The TiBS1

polaron

The polaron-VO attractive interaction influences particularly the propen-
sity of TiBS1 sites to host polarons. As already mentioned in Sec. 3.2, in the
stoichiometric cell the formation of polarons in B sites is unstable (EPOL> 0 in
the adopted computational setup)2. The presence of a surface vacancy reduces
the strain cost and increases the electronic gain [shown in Fig. C.4(b,c)] asso-
ciated with the TiBS1 polarons, making polaron formation at B sites possible
(negative EPOL) for polaron-VO distances smaller than approximatively 8 Å.

The trend of EPOL correlates well with the electrostatic potential. This is
shown in Fig. 3.6(b) by comparing the electrostatic potential energy Epot for
Ti A and B sites in S1. At long distance from the VO, Epot is largely more
negative at TiAS1 sites (more suitable for polaron formation) as compared to
TiBS1 sites, due to a different degree of local-structure distortions induced by the
broken symmetry at the surface. By decreasing the distance from the VO, Epot

decreases quickly at TiBS1 sites, and stabilizes the polaron formation (negative

2As already mentioned in Footnote 1, the polaron formation energy depends strongly on
the computational setup, and well converged EPOL values would require an higher number
of TiO2 layers
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Figure 3.6: Polaron-vacancy interaction. Panel (a): EPOL as a function
of the distance between the oxygen vacancy and the polaron, included
in the 9×2 slab (i.e. cVO

= 5.6%, +1 charged system). The polaron ex-
plores the TiAS0, TiAS1 and TiBS1 sites. Defect states at TiBS0 sites adjacent
to the VO (not reported) show a large positive EPOL (' 300 meV). Panel
(b): Epot on TiAS1 and TiBS1 sites as a function of a distance from the oxy-
gen vacancy, in the +2 charged slab (one VO and no excess electrons). In
both panels, filled and empty symbols represent polaron positions with
the same or different [11̄0] coordinate with respect to VO, respectively.
Figure adapted from Physical Review B ©2018 American Physical So-
ciety [3].

EPOL). The trend of Epot determines the EEL energy gain [Fig. C.4(c)], and,
finally, affects the EPOL. Therefore, despite being similar in terms of the
local structural coordination and possibly geared to host polarons with similar
orbital symmetry (dz2-dx2−y2 and dx2−y2 , respectively), TiAS1 and TiBS1 sites
do show different EPOL values as a consequence of the different electrostatic
potential [Fig. 3.6(b) and Fig. C.4(c)] and structural flexibility [Fig. C.4(b)].
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[3.4.2]
VO effects

on S0
polarons

The EPOL calculated for S0 polarons follows a similar trend, with the po-
laron formation favored on sites closer to VO. This trend can be understood
in terms of the EST and EEL contributions [Fig. C.4(b,c)], as discussed above
for the S1 polarons.

However, besides the general trend of EPOL, the TiAS0 site nearest neighbor
to VO (NN-TiAS0) is energetically less favorable than the next nearest neighbor
one (NNN-TiAS0) [47], as evidenced by the kink at about 4.5 Å. Therefore, the
overall attractive trend is perturbed at the NN-TiAS0 site. The deviation from
the overall trend of the energy is accompanied by a change of the orbital sym-
metry, due to local lattice distortions induced by the oxygen vacancy (shown
in Fig. C.5). In fact, the VO moves the nearest TiBS0 atoms downwards, which
become aligned with the TiAS0 atoms along the [001] direction. This alignment
facilitates the formation of polarons with a dominant dx2−y2 orbital character
(52%) on NN-TiAS0 sites, at variance with all other TiAS0 polarons, which show a
dxz-dyz symmetry [Fig. 3.2(a,b)]. Therefore, the NN-TiAS0 polaron shows an or-
bital character similar to polarons on deeper layers (e.g., TiBS1 and TiAS1 sites),
due to the alignment with the surrounding atoms.

Flavor EPOL dxy dxz dyz dx2−y2 dz2 nonlocal

dxz-dyz −359 0 24 41 0 0 36

dx2−y2 −337 0 10 1 50 3 36

dyz −322 0 6 58 0 0 36

Table 3.3: Flavors of the NNN-TiAS0 polaron. The polaron formation energy (in meV)
and the orbital character (in percentage) are reported here for three different vari-
ations of the S0 polarons localized on the NNN-TiAS0 site, with different dominant
characters (dxz-dyz, dyz and dx2−y2); the column ‘non local’ refers to the amount of
charge (in percentage) non localized on the Ti site hosting the polaron. Data obtained
by using the 6×2 large, 5-layer deep slab, with two oxygen vacancies (cVO

= 16.7%),
one S0 polaron on the NNN-TiAS0 site, and three S1 polarons in a fixed configuration.

As already mentioned, at variance with the NN-TiAS0 polaron, the NNN-
TiAS0 polaron retains the dxz-dyz symmetry typical of the isolated S0 polarons.
However, it is possible to obtain solutions with different orbital characters,
which show slightly less favorable energies. This can be achieved by initial-
izing different structural distortions during the polaron localization process
(see Sec. 2.1), which drive the electronic and ionic relaxations towards differ-
ent energy minima. The characteristics of the various flavors obtained for the
NNN-TiAS0 polaron are summarized in Table 3.3 (see also Fig. C.6). In analogy
with the NN-TiAS0 case, the dx2−y2 flavor for the NNN-TiAS0 polaron is stabilized
by the hybridization with the TiBS0 atoms, pushed downwards by the VO. A
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Figure 3.7: The polaronic in-gap state versus the VO-polaron dis-
tance. DOS calculated for a polaron on TiAS1 (a-e) and TiAS0 (f-j) sites,
in the 9×2-large slab with one oxygen vacancy (cVO

= 5.6%). The VO-
polaron distance is shown in each panel. [Unpublished Figure]

third flavor is found, which owns a large dyz (58%) orbital character, and it
tends to extend along [11̄0]. These two additional flavors are less convenient
in energy by about 20 meV and 40 meV, respectively.

Therefore, it is important to keep the orbital character of polarons under
control while evaluating the energy of the system (since simulations could
eventually lead to the less stable NNN-TiAS0 polaron flavors). Moreover, the
orbital symmetry plays an important role in molecular adsorption calculations.
In fact, simulations are able to reproduce the filled-state STM measurements
only if the most favorable orbital character for S0 polarons is considered in
the calculations (details in Chapter 5).

[3.4.3]
DOS

The S0 polaron states lie at different energies in the gap region, as shown
in Fig. 3.7, following the trend of EPOL. In fact, the polaronic state depends
on the type of the hosting site and on the mutual interaction among polarons
as well as on the interaction between polarons and VO, which strongly de-
pend on the relative positions [149]. Therefore, modifications on the energy of
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the polaronic in-gap state, observed in experiments for TiAS1 polarons, should
be interpreted as a result of the interaction with other polarons and oxygen
vacancies, rather than an intrinsic property of the isolated polaron [36].

3.5 Combined VO-polaron and polaron-polaron

effects

This section focuses on the combined polaron-polaron-vacancy effects in the
charge-neutral system, containing one VO and two TiAS1 polarons, modeled by
a 9×2, 5-layer-deep slab.

Besides facilitating individual charge trapping at the surface and sub-
surface sites, as reported in Sec. 3.4, the presence of an oxygen vacancy weak-
ens the strong repulsion between polaron pairs localized at adjacent TiAS1 sites
along [001] (d1-TiAS1, with d1 ' 3 Å). This allows the study of the evolution
of the polaronic properties as a function of the polaron-polaron distance from
very short to large separation. The results are collected in Figure 3.8.

[3.5.1]
d1-TiAS1

polarons

The formation of d1-TiAS1 polarons is clearly not a favorable configuration
[see Fig. 3.8(a,b)]. The EPOL value is influenced by the alignment of the po-
laronic spin [47, 149–151]. In fact, when the distance between polarons is
small, it is important to take into account the magnetic ordering of the po-
laron complexes. Two different spin configurations, parallel and antiparallel,
were tested, and are reported here. As expected, when the spins are separated
by only one lattice constant, the antiferromagnetic state (resulting in a zero to-
tal magnetization) is the energetically most favorable solution. Two polaronic
peaks appear at the same energy, approximatively 0.65 eV below the bottom
of the conduction band [two-spin channel DOS in Fig. 3.8(a)]. In contrast, the
parallel alignment induces a large splitting between the two polaronic peaks
of about 0.6 eV [Fig. 3.8(b)]. The two distinct spin-polarized solutions exhibit
different orbital symmetries, as graphically visualized in the spin-dependent
isosurfaces shown in Fig. 3.8(f-i). In the anti-parallel spin case, the orbital
occupation of one polaron is not drastically altered by the overlap with the
electronic cloud of the other polaron in the neighboring site, which belongs to
a different spin channel. Therefore, the two polarons individually retain the
dz2-dx2−y2 orbital character, typical of isolated TiAS1 polarons [Fig. 3.8(f,g)].
Conversely, within the parallel-spin configuration, a hybridization of the po-
laronic state occurs, which causes a spread of the polaron charge across both
adjacent sites: The polarons are no longer fully localized in one specific Ti
site, rather, the polaronic charge is shared between the two adjacent sites in a
sort of bonding/anti-bonding configuration [see partial DOS in Fig. 3.8(b) and
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Figure 3.8: VO-polaron and polaron-polaron combined effects (TiAS1

sites). Panels (a-e): DOS calculated for two polarons at various dis-
tances with opposite (a) and parallel (b-e) spins. The total DOS and the
projection on the two polaronic sites are shown with filled and dotted
curves, respectively. One polaron is fixed at the TiAS1 closest to VO while
the other one is localized at various sites of the same [001] Ti row. The
respective EPOL is indicated on each panel (in meV per polaron). Pan-
els (f-i): spatial charge density of the polaronic states for two adjacent
polarons with opposite (f,g) and parallel (h,i) spins. Each state is shown
separately: Spin up (f) and spin down (g) charge densities for the anti-
ferromagnetic configuration, and the charge densities of the −0.90 eV (h)
and −0.35 eV (i) energy states for the parallel-spin configuration. The
insets show the simulated STM resulting from the in-gap states. Figure
adapted from Physical Review B ©2018 American Physical Society [3].

isosurfaces in Fig. 3.8(h,i)]. The spin-integrated STM signals of the adjacent
polaron-pairs are qualitatively similar for the two spin alignments [insets in
Fig. 3.8(f,g) and Fig. 3.8(h,i)], both very different from a superposition of two
double-lobed shape typical of individual polarons [compare with the inset in
Fig. 3.2(d)]. They are characterized by a weak spot in the middle between two
bright ones, separated by two lattice constants. Only spin-dependent STM
measurements would be able to experimentally detect the difference between
the parallel and antiparallel orderings. In fact, the two brightest spots in the
antiparallel case come from one specific spin channel [compare the polaron
isosurfaces in the top layer in Fig. 3.8(f,g)]. However, as already highlighted,
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this is not a likely polaronic configuration in TiO2(110), while it was experi-
mentally observed in materials with a high density of polarons and a similar
lattice structure. [152]

[3.5.2]
d2-TiAS1

polarons

The spin-dependent splitting of the polaronic state vanishes very rapidly
with the distance, due to the reduction of the overlap of the polaronic clouds.
For next-nearest-neighbor d2-TiAS1 polarons (i.e., two TiAS1 atoms 5.9 Å apart)
the energy difference between parallel and antiparallel spin orderings reduces
to less than 1 meV. Therefore, only the parallel spin solution is discussed in
the following.

By separating the polarons from d1-TiAS1 configuration to d2-TiAS1, the en-
ergy splitting reduces to 0.1 eV and the spin-dependent polaron charge is
almost equally distributed between the two Ti sites [see Fig. 3.8(c) and the
charge density in Fig. C.7]. As compared to the analogous configuration of
two polarons located 5.9 Å apart without oxygen vacancy (inset in Fig.3.4),
the energy separation between the two polaron peaks is not largely affected by
the introduction of the VO, confirming that the nature of the splitting should
be attributed to the polaron-polaron hybridization. However, in the presence
of a VO, both states are shifted towards deeper energy by 0.3 eV, leading to an
enhanced EPOL (−264 meV rather than −94 meV observed in the slab with-
out VO, see Fig. 3.4), with a major contribution arising from the electrostatic
potential, and only a slight reduction of the structural cost.

[3.5.3]
Large

distance

By further increasing the distance along [001], the two polarons can be
effectively considered as independent from each other. In fact, the charge
overlap is negligible for inter-polaron distances of at least three TiAS1 sites,
with a consequent reduced repulsion between the polarons. The splitting is
strongly reduced, and each polaron is localized around its TiAS1 trapping cen-
ter [Fig. 3.8(d,e)]. It is important to note that the residual splitting between
the two peaks for a distance of 8.9 Å and 11.9 Å does not originate from hy-
bridization effects, but from electrostatic effects due to the fact that polarons
are trapped in inequivalent positions with respect to the VO (as discussed in
Fig. 3.7). EPOL saturates to a value of about -280 meV, since both attrac-
tive (VO-polaron) and repulsive (polaron-polaron) interaction decay rapidly
with increasing separations. Consistently, the deepest polaronic peak remains
located at about −0.9 eV, the typical energy level associated to individual
polaronic states in proximity to a VO. As mentioned before, the polaron is less
stable in defect-free samples, and the characteristic polaronic peak is instead
typically located approximatively 0.6 eV below the bottom of the conduction
band.
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3.6 Polaron dynamics

[3.6.1]
Hopping

energy
barrier

When thermally activated, small polarons are able to hop to surrounding
Ti4+ sites [46, 126, 153, 154]. The energy barrier for the polaron hopping can be
calculated in the framework of DFT, by interpolation of ionic positions between
the initial and final polaronic configurations (see Chapter 2). However, the
commonly employed correlation-exchange functionals drastically influence the
physical description of this process [134]. In fact, hybrid functionals favor an
adiabatic process, and the polaron migrate gradually from the initial site to the
final one. Conversely, the DFT+U approach leads to a diabaticlike hopping,
where the polarons is strongly localized in whether one site or the other. In the
latter case, the hopping barrier value is determined by the intersection of two
energy curves, which describe the variations of the total energy as a function
of the structural distortions. The results for the energy barrier in the DFT+U
approach are described in the following. Due to the conceptual and technical
limitations, the conclusions have qualitative validity only.

The energy barrier for polaron hopping along the TiAS1 row (that includes
the most favorable sites for charge trapping, as discussed in Sec. 3.2), was
investigated by using a 9×2, 5-layer-deep slab, including one excess electron
and one oxygen vacancy (+1 charged slab). As shown in Fig. 3.9(a-d), polarons
hop easily between adjacent sites along the TiAS1 row [155], with an energy
barrier lower than 200 meV. The energy barrier is not strongly dependent on
the position of the initial and final Ti sites with respect to the position of
the oxygen vacancy. The same setup was adopted also to analyze the S1-to-
S0 polaron hopping. In this case, the calculations yield an energy barrier of
approximately 350 meV for a polaron hopping from a TiAS1 to a NNN-TiAS0 site
(not shown).

The inter-layer hopping was investigated also by using thicker slabs (3×2
slabs with 8 tri-layers). The results are shown in Fig. 3.9(e-h). The S1-to-S0
barrier obtained in this setup, 327 meV, is consistent with the result of the thin-
ner slab [Fig. 3.9(e)]. Hopping towards deeper layers is more difficult, as the
energy barrier for the S1-to-S2 polaron hopping is 479 meV [Fig. 3.9(g)]. The
different lattice distortions induced by the S1 and the S2 polarons contribute
to disfavor S1-to-S2 hopping. In fact, the total amount of ionic displacements
(i.e., the variation of the ionic positions between the structure with a TiAS2
polaron and the structure with a TiAS1 polaron) is about 3.2 Å, much larger
than for the S1-to-S0 hopping (2.7 Å).

The inter-layer polaron hopping is influenced strongly by the oxygen va-
cancy, playing the role of an attracting center for polarons. In fact, in case
of a defect free surface with one excess electron (a −1 charged slab, with 8
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Figure 3.9: Energy barrier for the polaron hopping. Panel (a): polaron
hopping among various TiAS1 sites, with values of the energy barriers
reported for each case (in meV). Panels (b-d): detail of the polaron hop-
ping energies for the cases sketched in panel a, as obtained by DFT+U
calculations on 9×2 slabs with 5 tri-layers, one vacancy and one excess
electron (+1 charge state system). Filled and empty triangles refer to
the two different hosting sites. Panels (e-f): inter-layer polaron hopping,
obtained by using 3×2 slabs with 8 tri-layers and one excess electron,
with and without oxygen vacancies. The values of the energy barriers is
indicated in meV. In panels (b-f), the ionic total displacement refer to
the sum of the distortions of each ion with respect to the position in the
starting configuration. [Unpublished Figure]

tri-layers), the energy barrier for the S1-to-S0 hopping is definitively higher
[412 meV, compare Figs. 3.9(e,f)]. Moreover, the absence of oxygen vacancies
lowers the S1-to-S2 barrier by approximatively 70 meV [compare Fig. 3.9(g,h)].

[3.6.2]
FPMD
on the
(1×1)
phase

The polaron dynamics was investigated also by performing FPMD calcu-
lations [126, 131, 132, 156] on 9×2, 5-layer-deep slabs. Both the (1×2) and
(1×1) phases of rutile TiO2(110) surface, at various oxygen-vacancy concentra-
tion levels (cVO= 5.6%, 11.1%, 16.7%, 22.2%, 33.3%, 38.9%, and 50.0%), were
considered. The excess electrons are introduced into the system by modifying
the TiO2 stoichiometry: two excess electrons per VO in the (1×1) phase, and
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two excess electrons per Ti2O3 unit in the (1×2) phase. Therefore, each sys-
tem is in a neutral charge state. The polaron dynamics in the presence of Ti
interstitials was investigated in separate FPMD calculations, and the results
are discussed in Sec. 3.7.

Figure 3.10: FPMD polaron hopping. A representative part of the re-
sults for the (1×1) surface with one oxygen vacancy in the 9×2 slab
(cVO

= 5.6%) is shown. The gray rectangles highlight data discussed
in detail in the main text. Panel (a): DFT+U energies (based on the
structures obtained by FPMD at 700 K and relaxed to the local equilib-
rium). The most stable polaronic configuration is taken as a reference.
The up-pointing triangles, down-pointing triangles and squares refer to
configurations with the two excess electrons in the slab localized both
on the S0 layer, both on the S1 layer and one polaron per S0 and S1
layer, respectively. The circled value indicates the case of a polaronic
TiBS1 site. Panel (b): polaron positions at every FPMD step. The y-axis
indicates the polaron positions along each TiA and TiB [001] row (as
sketched in the inset). The thick lines indicates the polaron positions
as obtained by the FPMD runs at T = 700 K, whereas crosshairs are
the corresponding post-FPMD polaron configurations obtained by the
relaxation. The position of VO projected along the various [001] rows is
shown by dashed circles. Figure adapted from Physical Review B©2018
American Physical Society [3].

Figure 3.10 shows the results for the lowest VO concentration analyzed,
cVO= 5.6% (one VO on the 9×2 slab). Figure 3.10(b) reports the polaron lo-
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calization site at every FPMD time step. Two polarons are initially localized
on two sub-surface TiAS1 sites, and hop to different Ti sites on the S0 and
S1 layers, in particular sub-surface TiAS1 sites and surface TiAS0 sites [46, 48]
[Fig. 3.10(b)]. The distinctly different configurations assumed by the polarons
during the FPMD run were further analyzed by performing T = 0 K DFT+U
relaxations (i.e., the ions were relaxed to the equilibrium positions determined
by the given polaronic configuration, see Chapter 2). The resulting total en-
ergies are shown in Fig. 3.10(a), while EPOL is reported in Fig. 3.11(a) for
the whole set of configurations of this FPMD run at cVO= 5.6%. It has to be
noticed that in a few cases, during the T = 0 K relaxation calculations, the po-
laronic configuration changes as compared to the initial FPMD configuration:
The energies reported in Fig. 3.10(a) refer to the final T = 0 K configurations
[represented by the crosshairs in Fig. 3.10(b)]. The specific arrangement of
small polarons plays a crucial role in determining the energy of TiO2(110).
The results are in line with the analysis reported in Sec. 3.2, 3.3 and 3.4.

The most recurring and most stable configurations are those hosting both
polarons on TiAS1 sites, located in different [001] rows [47, 80, 157]. Formation of
two TiAS1 polarons on the same [001] row has a high energy cost, about 150 meV
with respect to the most stable configuration, and it is indeed a relatively rare
event (see gray area around 7500 fs in Fig. 3.10). Moreover, during the FPMD
run at cVO= 5.6%, polarons were never found on two adjacent Ti-sites (about
3 Å) [as evident from Fig. 3.11(a), which shows no data at short distance].

The polaron-vacancy interaction is another factor which influences the en-
ergy of the system. Figure 3.11(b) shows the total energy of the most favorable
TiAS1-polaron configurations with respect to the distance from the surface oxy-
gen vacancy. In the most stable configuration both polarons (labeled p1 and
p2) lie on the nearest TiAS1 sites to the VO (black triangle, set to E = 0 eV).
The energy increases progressively with increasing polaron-vacancy distance.
Therefore, the total energy of a TiAS1-polaronic configuration depends on the
polaron-polaron repulsion, and on the polaron-VO attraction.

Polaron formation on S0 sites [filled squares and up pointing triangles
in Fig. 3.10(a) and Fig. 3.11(a)] is unfavorable, characterized by an energy
increase of about 200 meV. However, depending on the specific location of
polarons on S0, significant energy changes occur. As an example, the gray
area around 9000-9500 fs in Fig. 3.10 highlights a S0-S1 configuration which
is only 90 meV less stable than the optimal TiAS1 arrangement. This behavior
can be traced back to the relative distance and interaction between the S0 and
S1 polarons as well by their interaction with the VO, as discussed in Sec. 3.3
and 3.4. At variance with charge trapping on TiAS1 sites, polaron formation
on TiBS1 sites occurs very rarely [80]: only one event observed during the en-
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Figure 3.11: Energetics of the FPMD configurations. The 9×2-large
slab, with one VO (i.e., cVO

= 5.6%, two excess electrons) is considered
here. Panel (a): EPOL as a function of the polaron-polaron distance,
for configurations hosting both polarons on the S0 layer (up-pointing
triangles), or on S1 (down-pointing triangles), or one polaron on S0 and
one on S1 (squares). The circled triangles represents the configuration
with a TiBS1 polaron. The typical size of the [001] lattice vector is also
reported (2.97 Å) Panel (b): Energy (with respect to the most favor-
able configuration) as a function of the distance of two TiAS1 polarons
(labeled p1 and p2) from the VO site. The inset sketches the geometry
used (the distances between the VO and the TiAS1 sites are shown in Å).
Figure adapted from Physical Review X, Supplemental Material ©2017
American Physical Society [4].
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tire FPMD run, which shows an energy comparable to the S0-configurations
[circled triangle in Fig. 3.10(a)].

Figure 3.12: FPMD layer-resolved statistical analysis. Panel (a): Av-
erage number of polarons on the various layers, per FPMD time step.
The dashed line represents the number of polarons (i.e., six polarons)
sustained by the 3×1 pattern in our 9×2 slab. Panel (b): Overall occur-
rences of polaron formation on the various layers. For the (1×1) phase,
the histogram bars represent from top to bottom the S0, S1 and even-
tually S2 layers, while for the (1×2) phase the topmost bar refers to
the reconstructed layer. Figure adapted from Physical Review B ©2018
American Physical Society [3].
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[3.6.3]
FPMD

statistical
analysis

The polaron dynamics obtained by the FPMD were further analyzed by
means of a quantitative analysis of the polaron distribution. Figure 3.12 shows
the layer-resolved polaronic distribution for all oxygen-vacancy concentrations
considered. At cVO= 5.6%, polaron hopping occurs mainly among Ti sites
on the S1 layer [see Fig. 3.12(b)]. At higher VO concentrations, the polarons
populate more often the S0 layer, and also the S2 layer becomes sporadi-
cally populated by polarons. At large cVO , polaron localization in S0 becomes
progressively predominant.

The trend of the layer-resolved polaron occupancy observed in the FPMD
runs is due to the balance between two opposite effects: The energetic con-
venience to host polarons on the sub-surface S1 layer, and in particular on
TiAS1 sites (dominant at low cVO), and the strong repulsion between nearby
polarons (dominant at high cVO), discussed in Sec. 3.2 and 3.3. As a result,
polarons tend to assume an optimal arrangement involving 1 polaron every 3
Ti sites along the TiAS1 rows. In fact, as discussed in detail in Sec. 3.3 and 3.5,
the overlap of polaronic clouds for two polarons localized 3 sites apart along
a [001] row is small, as well as the resulting polaron-polaron repulsion. This
defines a maximum density for the TiAS1 polarons (that is 6 polarons in the 9×2
slab), arranged in a 3×1 pattern. Indeed, Fig. 3.12(a) shows that the average
polaron density on S1 does not exceed this limit, at any VO concentration. At
large cVO , polarons prefer to populate S0 rather than undermining the favor-
able 3×1 pattern on the TiAS1 rows. The localization on S0 sites at large cVO
is also favored by the relatively small structural costs to distort the lattice at
the surface, due to the presence of a large number of oxygen vacancies. In
contrast to TiAS1 polarons, excess electrons on S0 reach higher densities on the
TiAS0 rows, and localize also on the TiBS0 atoms near the VO. The increasing
polaron-polaron repulsion gradually weakens the stability of the surface and
ultimately leads to a (1×2)-Ti2O3 structural reconstruction, which is able to
accommodate a large amount of excess electrons at easily reducible TiS0 sites.
The details of this reconstruction are discussed in Chapter 4.

Therefore, the trend of the distribution of polarons among various layers,
observed in the FPMD runs, is consistent with the analysis on the energetics
for isolated polarons, reported in Sec. 3.2, and for the polaron-polaron and
polaron-vacancy interactions, as discussed in Sec. 3.3 and 3.4, respectively. It
has to be mentioned that the FPMD runs were conducted on 5-layer deep slabs
(with the 2 layers at the bottom kept fixed). This setup weakens EPOL and
restrains the formation of polarons in deep layers. However, this is a physically
valid choice due to the inconvenience to form polarons on layers deeper than
S1 (discussed in Sec. 3.2).

Figure 3.13 collects information on the statistical analysis of the polaron-
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polaron and polaron-vacancy interactions, which are the key quantities for
achieving further insights on the formation and dynamics of polarons. The
correlation function Rpol−pol displayed in Fig. 3.13(a-c) shows that polarons
on nearest-neighbor sites along the [001] TiAS1 row (i.e., d1-TiAS1-polarons, at
a polaron-polaron distance of 2.97 Å) are extremely rare. Instead, polarons
prefer to maximize the distance between them as manifested by the strong
peak at 9 Å and 12 Å, corresponding to a 4×1 and 3×1 periodicity in the
9-sites long TiAS1 row at cVO= 5.6%-11.1% and cVO= 16.7%, respectively.

Figure 3.13: FPMD correlation. The radial distribution functions of the
correlation between polarons (a,b,c) and between a polaron and the near-
est oxygen vacancy (d,e,f) are shown for the systems with cVO

= 5.6%,
11.1% and 16.7%. Filled and empty curves refer to the correlation be-
tween two S1 polarons in the same and different [001] rows, respectively,
(a,b,c), and to the correlation between the oxygen vacancy and the S1
and S0 polaron, respectively, (d,e,f). The positions of the TiAS1 (filled
circles) and VO (empty circle) sites are sketched. Figure adapted from
Physical Review B ©2018 American Physical Society [3].

The correlation between polarons lying on different [001] TiAS1 rows is rather
homogeneous with a larger probability to find polaron pairs at short distances,
approximately corresponding to the inter-row distance of 6.6 Å [Fig. 3.13(a,b)].
This implies that inter-row polaron-polaron repulsion is essentially ineffective.
The nature of these peaks at short distances becomes clear by considering the
contribution of the vacancy, which is summarized in Fig. 3.13(d-f), in terms
of the correlation function RVO−pol. These data show a polaron-VO attraction,

83

https://www.aps.org/


Chapter 3: Polaron Properties

which clearly influences the polaron distribution. In fact, RVO−pol decreases
with increasing polaron-VO distance, at any reported cVO , indicating the overall
tendency of polarons to occupy the TiAS1 sites nearest to the VO, which is
consistent with the experimental observations [144] and with the analysis on
the energetics reported in Sec. 3.4. This polaron-VO attraction counteracts the
polaron-polaron repulsion and facilitates the short-range arrangement between
polarons on different rows, evidenced by the large peaks in Rpol−pol at 6.6 Å and
7.0 Å, as well as in the same row, manifested by the peak at 6 Å (revealing
polarons at next-nearest neighbor TiAS1 sites) [see empty and filled peaks in
Fig. 3.13(a-c)]. On the S0 layer, the VO-polaron correlation function shows
that the preferred site is the TiAS0 site next nearest neighbor to VO (NNN-
TiAS0), at 4.7 Å. Finally, even though polaron-polaron repulsion hinders the
formation of a TiAS0 polaron directly above a TiAS1, the presence of an oxygen
vacancy mitigates the polaron-polaron repulsive interaction, and formation of
such S0-S1 polaron-complex sporadically occurs (not shown in the figure).

[3.6.4]
FPMD

averaged
STM

At this point it is interesting to compare the computational results with
available experimental data, in particular to acquire some insights on the possi-
ble existence of surface S0 polarons. Surface sensitive experimental probes like
scanning tunneling microscopy (STM) and scanning tunneling spectroscopy
(STS) provide clear evidence of the formation of S1 polarons, but do not report
any direct indication of S0 polaronlike in-gap states, at least at low temper-
ature. Similarly to STM/STS, resonant photoelectron diffraction performed
at room temperature supports the formation of sub-surface S1 polarons, but
some broadened signals coming from surface Ti atoms are detected, which
were tentatively assigned to S0 polarons [80]. Therefore, one might argue that
S0 polarons might be activated by temperature. As already mentioned, the
FPMD runs are done at 700 K, a choice motivated by the need of increasing
the statistics by accelerating the polaron hopping. As a coupled effect, high-
temperature enables S1 polarons to overcome the energetic barrier and hop on
the S0 layer. At low temperature, the appearance of S0 polarons in FPMD
would be a much rarer event, which would require very long time-intervals to
be observed.

The presence of S0 polarons and their influence on experimentally mea-
surable quantities is well described by the simulated filled-state STM images
shown in Fig. 3.14. Figure 3.14(a) is obtained as a time average of the charge
of the polaronic states at each FPMD step at the representative concentration
cVO= 16.7%. The time average is performed in order to mimic the experimen-
tal conditions: In fact, the exposure time of the STM measurements is much
longer than the typical lifetime of any given polaronic configuration. The S0
polarons appear in the simulated STM image as particularly bright and diffuse
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Figure 3.14: Simulated filled-state STM (cVO
= 16.7%). Time-averaged

simulated STM images of the in-gap states for the whole FPMD run (a)
and for configurations (1168 time steps) with polarons only on S1 (b).
Empty circles mark the positions of the oxygen vacancies. Ball models
representing the S0 surface layer are also shown. Figure adapted from
Physical Review B ©2018 American Physical Society [3].

spots above the TiAS0 sites nearest neighbor to VO (each VO is indicated by a
circle). The less intense and generally circular spots arise from TiAS1 polarons.

In low-temperature experimental STM images [48], it is well-established
that TiAS1 polarons exhibit a dimerlike shape, in apparent disagreement with
the high-T -FPMD STM images. To recover the dimerlike feature peculiar of
low temperature experiments, an STM image was constructed, by averaging
the polaronic states over all FPMD-derived configurations characterized by
S1 polarons only. The resulting image, shown in Fig. 3.14(b), is in excellent
agreement with the low-temperature experiments and, at the same time, it
satisfies the energetic requirements for favorable TiAS1 polarons (i.e., proximity
to the vacancy, and 3×1 pattern that maximizes the polaron-polaron distance).
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[3.6.5]
FPMD
on the
(1×2)
phase

As already mentioned, also the (1×2) phase was inspected by FPMD. The
Ti2O3 reconstructed row on the 9×2 slab introduces 18 excess electrons, cor-
responding to a deviation from the TiO2 stoichiometry of 50%. While most
of the results are discussed in detail in Chapter 4, it is interesting to mention
here about the statistical analysis, due to the similarity between the (1×1)
and (1×2) phases.

Figure 3.15: FPMD correlation for the (1×2) phase. The site-resolved
polaron-polaron correlation function along [001] is shown for the (1×2)
and (1×1) (cVO

= 50%) cases (a,b). The site-resolved correlation at zero
distance indicates the density of polarons per step. The (1×2) and (1×1)
models from Fig. 2.4 are reported here for clarity (c,d). Figure adapted
from Physical Review B ©2018 American Physical Society [3].

In fact, the (1×2) reconstructed phase shows polaron distributions similar
to those obtained for the unreconstructed (1×1) phase at strongly reducing
conditions (see Fig. 3.12): Charge trapping takes place predominantly on S0
rather than S1. Moreover, the Ti atoms on the reconstructed Ti2O3 layer
(Tirec) are found to host on average only 1 of the 18 excess electrons available
per time step, due to the energetic instability of polarons trapped on the
reconstructed sites (see analysis on the energy stability for the reconstruction
in Chapter 4).

However, the specific site-resolved polaron distribution shows specific dif-
ferences between the (1×1) and (1×2) phases. Figure 3.15 reports the polaron-
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polaron correlation Spol−pol obtained for the reconstructed Ti2O3 phase and the
unreconstructed (1×1) surface with cVO= 50%. Since these slabs are character-
ized by the same deviation from the stoichiometric formula (50%), they include
the same amount of excess electrons. The Spol−pol data at zero distance indi-
cate the density of polarons localized on a specific site type per FPMD step.
In the (1×1) slab, polaron localization on the S0 layer is predominant, show-
ing a density of approximatively 0.34 polarons per TiAS0 site per FPMD time
step [Fig. 3.15(b)]. Both TiAS0 and TiAS1 polarons tend to avoid localization on
sites adjacent to other polarons (the Spol−pol correlation is essentially zero at
one Ti site distance). Considering the TiAS1 polarons, Spol−pol becomes progres-
sively larger for increasing distance, indicating that the TiAS1 polarons tend to
maximize the polaron-polaron distance.

The (1×2) reconstruction does not substantially alter the density of po-
larons on the TiAS0 rows on the surrounding (1×1) terrace [compare the TiAS0
data at zero distance in Figs. 3.15(a,b)]. However, excess electrons prefer to
localize on the TiαS0 sites underneath the reconstructed rows: Excess electrons
on TiαS0 sites (empty triangles) are able to reach higher densities (approxima-
tively 0.5 polarons per site per step), by localizing on sites adjacent to each
other (see data at 1 Ti site distance).

Interestingly, the TiβS0 polarons on the (1×2) phase [Fig. 3.15(a)] tend to
adopt the 3×1 pattern characteristic of the TiAS1 polarons. This similarity can
be understood by considering that TiβS0 and TiAS1 sites show similar structural
properties: The coordination octahedra are oriented along the same direction,
and all the coordinated O atoms are three-fold coordinated. The TiβS0 sites in
the (1×2) phase correspond to TiBS0 sites on the (1×1) terrace [Fig. 3.15(c,d)].
However, the TiBS0 sites are coordinated to two-fold coordinated O2c atoms,
and polaron formation is unfavorable (see Sec. 3.2). Therefore, the (1×2)
reconstructed row stabilizes the formation of polarons on the TiβS0 sites by
saturating the bonds of the O2c atoms, ending up with three-fold coordinated
O3c [indicated in Fig. 3.15(c)]. Due to the structural similarities, polaron
formation on TiβS0 and TiAS1 occurs with a similar spatial extension of the
electronic charge, the key quantity driving the polaron-polaron repulsion and
the polaronic 3×1 pattern (Secs. 3.3 and 3.5).

3.7 Interstitial Ti atoms

Typical point defects on rutile TiO2(110), in addition to the surface vacancies,
are the Ti interstitials (Tiint). In the following, the rutile TiO2 containing only
interstitial Ti atoms is referred to as Ti1+xO2, while TiO2−y is used for slabs
including only oxygen vacancies. The Tiint atoms introduce excess electrons to
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the system, which are eligible to form polarons [158]. Therefore, it is interesting
to compare the VO-induced polarons to the Tiint-induced polarons. As reported
in this section, the polarons show similar characteristics, regardless of their
origin. However, understanding the role of Tiint in TiO2 is more complicated
than for the VO.

First, at low temperature, oxygen vacancies are known to form on specific
surface sites, i.e., the two-fold coordinated oxygen O2c. These defects can
be experimentally detected relatively easily by AFM or empty-states STM
imaging. Conversely, the position of interstitial Ti atoms is more difficult to
detect. However, experiments and simulations agree that, at low-temperature,
Tiint atoms are located in deep bulklike positions, far below the (110) surface.

Second, as already mentioned, both oxygen vacancies and interstitial tita-
niums contribute to reduce the TiO2 rutile. However, one VO introduces two
excess electrons, while one Tiint introduces four electrons. The localization of
this excess charge is not trivial. The systematic analysis reported in the pre-
vious sections shows that on TiO2−y(110) surfaces, the two VO-induced excess
electrons form polarons, preferentially localized on the S1 layer, in the prox-
imity of the VO. The VO, immobile at the temperature explored in this study,
acts as an attractive center for the polarons. On the other hand, the interac-
tion between polarons and interstitial titaniums has not been systematically
investigated yet, and it represents a challenge for theory and experiment.

[3.7.1]
Tiint en-
ergetics

The study on Ti1+xO2 starts by inspecting the formation of interstitial Ti
atoms. Figure 3.16 reports the computational results for the energy stability
analysis of possible Tiint positions. The system is modeled by using a 6×2
slab both without any oxygen vacancies, and with one VO. An interstitial Ti
atom is introduced into the system at various positions, as explained in the
following. From a top view of the rutile TiO2(110) surface, it is possible to
identify pentagons whose corners lie in correspondence of three Ti and two
O atoms on the S0 layer [159]. The interstitial Ti atom are inserted on the
center and on the [11̄0] edge of the pentagon, between the S0 and S1 layers,
and between the S1 and S2 layers (labeling every interstitial site as S0S1-
center, S0S1-edge, S1S2-center and S1S2-edge, as sketched in the insets of
Fig. 3.16).

There is no systematic study accounting for the free energy variations of
the Ti1+xO2 system brought about by the localization of polarons in different
configurations. Similarly, there is no study aiming to deliver an exhaustive de-
scription of the individual contribution of the various interactions at play, such
as the Tiint-polaron and the polaron-polaron interactions. A recent work inves-
tigated the dynamics of polarons in presence of interstitial Ti atoms [160], and
obtained patterns revealing an attractive Tiint-polaron interaction, in combi-
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Figure 3.16: Stability of the Tiint. A 6×2-large slab contains a Tiint atom
modeled in the S0S1-center, S0S1-edge, S1S2-center and S1S2-edge
positions. The insets sketch the geometry used (Tiint is in green; faded
spheres represent atom deeper into the slab; the reference pentagon is
individuated by a green line). The energy of each system is calculated in
the non spin-polarized setup and shown with respect to the most stable
case, that is S1S2-edge. Both the energy values obtained by using slabs
with and without surface VO are reported. [Unpublished Figure]

nation with the formation of S1 polarons (it has to be noted that the stability
of S1 polarons could be here fictitiously overestimated by the computational
setup, which models interstitial Ti atoms only at deep layers, where polaron
formation is inhibited by the crystal stiffness). Consequently, the most con-
venient polaronic configuration is unknown for the TiO2(110) surface with
interstitial Ti atoms (at variance with the TiO2−y system).

As a starting-point, the stability of Ti interstitials was studied in the de-
localized electron solution (the excess electron localization is inhibited by per-
forming non spin-polarized calculations, see Sec. 2.1). In the delocalized elec-
tron solution, the Tiint preferentially form in the S1S2-edge position, while
shallower positions are energetically less favorable (Fig. 3.16), in agreement
with literature [160, 161].

The VO and Tiint show a strong repulsive interaction [162]. This repulsion
stands out clearly from the delocalized-electron calculations, since the forma-
tion of interstitial Ti atoms in S1S2 positions is favored by the presence of a
surface VO (Fig. 3.16). Therefore, it makes sense to study the properties of
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Tiint by considering Ti1+xO2 slabs without any surface VO, since the oxygen
vacancy would repel the Ti interstitials towards the bulk, thus, reducing the
impact of the Tiint on the surface properties.

Figure 3.17: Polaron FPMD hopping (Tiint excess electrons). A pris-
tine 6×2-large slab contains a Tiint atom (introducing four excess elec-
trons) modeled in the S0S1-center (a), S0S1-edge (b), S1S2-center (c)
and S1S2-edge (d) positions. The local magnetization is shown for the
Tiint atom (red line) and the S0 (orange), S1 (green) and S2 (blue)
layers. [Unpublished Figure]

[3.7.2]
Tiint

polarons

The polaron formation in the Ti1+xO2 system was studied by performing
FPMD calculations, on the four different geometries considered (S0S1-center,
S0S1-edge, S1S2-center and S1S2-edge). At the simulating temperature of
700 K, the interstitial Ti does not diffuse through the crystal, and it main-
tains its original position in the whole FPMD run (approximatively 5000 fs),
with minor deviations from the equilibrium position. The four excess elec-
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trons introduced by the Tiint atom form polarons, which hop among the Ti
sites. The 6×2 slab used in the calculations is large enough to accommodate all
four polarons on a single layer and, simultaneously, to guarantee a minimum
polaron-polaron distance of three lattice sites along [001]. It is important to
recall that a smaller distance results in a strong polaron-polaron repulsion (see
Sec. 3.3); therefore, smaller slabs could affect the polaron formation by penal-
izing configurations with high polaron density on a single layer. The polaron
hopping is tracked by inspecting the local magnetic moment on every site. In
fact, in the absence of polarons, every Ti atom would have a zero magnetic
moment; one polaron determines a local magnetic moment of approximatively
1 µB. Figure 3.17 shows the amount of local magnetic moment on the Tiint
atom and on the S0, S1 ad S2 layers.

For a Tiint at S0S1 positions [Fig. 3.17(a,b)], the polarons lie preferentially
on S1, analogously to the TiO2−y FPMD at low cVO presented in Sec: 3.6. How-
ever, hopping towards the S0 layer occurs frequently, confirming the attractive
character of the Tiint sites for the polarons (i.e., the Tiint seems to reduce the
energy cost required by the S0 polarons). Consistently, hopping towards the
S2 and deeper layers was not observed. Polaron localization at the Tiint site
occurs sporadically, and it could lead to a polaron transfer between the S1
and S2 layers [see the magnetization switching around 3000 fs in Fig. 3.17(a),
which shows one S0 polaron moving to the Tiint and, finally, to S1].

The hopping pattern appears different for a Tiint at the S1S2 positions
[Fig. 3.17(c,d)]. The S1 layer plays again the major role for the polaron lo-
calization. Interestingly, one polaron is strongly trapped at the Tiint site: Few
hopping events from the Tiint towards any other Ti site are observed. The
attractive interaction with the Tiint atoms also drives the polaron hopping
towards the S2 layer, depleting the S0 layer (especially in the S1S2-center
geometry).

In addition to the data shown in Fig. 3.17 for the layer-resolved distribu-
tion of polarons, it is important to mention that the Tiint seems to stabilize
the charge trapping at specific Ti sites (not shown). In fact, in the S0S1
geometries, the nearest TiAS0 atoms from Tiint host frequently polarons. More-
over, at any considered geometry, the Tiint favors the polaron formation on the
TiAS1 sites nearby; this attraction makes polarons lie on two nearest and next
nearest TiAS1 sites along [001] (d1-TiAS1 and d2-TiAS1 sites), in particular in the
S1S2 geometries. Therefore, the polaron-Tiint attractive interaction appear to
be able to overtake the short-range polaron-polaron repulsion, resembling the
effect of the polaron-VO interaction (discussed in Sec. 3.6)

The polaron hopping observed during the FPMD runs provides a set of po-
laronic configurations, which can be analyzed via T = 0 K DFT+U relaxations
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S0S1-center

Amount of polarons Total

S2 S1 S0 Tiint ∆E (meV) EPOL (meV)

0 2 1 1 0 -1564

S0S1-edge

Amount of polarons Total

S2 S1 S0 Tiint ∆E (meV) EPOL (meV)

0 2 2 0 +17 -1642

0 3 1 0 +26 -1633

S1S2-edge

Amount of polarons Total

S2 S1 S0 Tiint ∆E (meV) EPOL (meV)

0 2 1 1 +514 -876

0 3 0 1 +338 -1053

Table 3.4: Tiint polaron energetics. Free energy (∆E, referenced to the S0S1-center
system) and total EPOL for the Ti1+xO2 system. The calculations are performed by
using given FPMD configurations (the amount of polarons on the Tiint site and S0,
S1 and S2 layers is reported for each case).

in analogy with the study for the VO-induced polarons in Sec. 3.6. The analy-
sis of the polaronic configurations was performed by using only a small subset
of the FPMD configurations. As discussed in the following, this restriction
allowed for the explanation of some aspects of the Tiint-polaron interaction,
while some issues are left open for future studies. A deeper analysis, extended
to more FPMD configurations (and, eventually, longer FPMD runs), seems
to be required in order to achieve a comprehensive understanding of the Tiint
role, which was beyond the scope of this work.

Table 3.4 summarizes the results of the analysis on the energetics of the
Ti1+xO2 system, in the presence of polarons. Only the values related to the
most favorable polaronic configurations are reported. The layer-resolved po-
laron occupation is reported for each entry in the table, together with the en-
ergy of the system (referenced to the S0S1-center geometry) and the polaron
formation energy. The considered polaronic configuration in the S0S1-center
geometry seems to represent the ground state of the Ti1+xO2 system (∆E = 0).
The stability of this configuration originates from an EPOL energy particularly
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strong for the S0S1 geometries in comparison to the S1S2. For the Tiint in
the S1S2-edge geometry in the considered polaronic configurations, the sys-
tem turned to be largely less stable (∆E = +338 meV). At variance with the
data obtained for the delocalized solutions, the results seem to contradict the
low-temperature experimental observations, which report Tiint atoms prefer-
entially at deeper positions [19, 142, 163]. This discrepancy could be due to
several reasons, such as the small variety of polaronic configurations examined
in this work, and the setup used to model the structure, which includes only
three mobile layers in the slab. These open issues will be examined in future
works.

Despite the open doubts regarding the Tiint stability, the employed compu-
tational setup seems to deliver a consistent picture regarding the polaron-Tiint
interaction. The attractive nature of the Tiint atoms stands out clearly from
the ∆E and EPOL values reported for two pairs of configurations in the S0S1-
edge and S1S2-edge geometries. Each configuration differs from the second
configuration in the pair by the position of only one polaron. In the S0S1-
edge geometry, by moving one polaron from S1 to S0, the energetic variation
is small, due to the attractive interaction of the Tiint at short distance, com-
pensating the larger cost usually required to form S0 polarons (see Sec. 3.2).
Accordingly, moving one polaron from S1 to S0 costs more energy in the
S1S2-edge geometry. Moreover, the most stable polaronic configurations for
the S1S2-edge geometry are obtained by localizing one excess electron on the
Tiint site, as expected from the FPMD hopping analysis.

In summary, the excess electrons introduced by the Tiint form polarons on
TiO2(110), similarly as for the excess charge originating from VO. However, the
attractive interaction with the Tiint is stronger: it could lead to the formation
of polarons at short inter-polaronic distance (overtaking the polaron-polaron
repulsion), and on the surface S0 layer at low energy cost. Moreover, the
defect point is found to host polarons itself, without compromising the polaron
mobility (i.e., the polaron is able to escape the Tiint site).

3.8 Outline of the polaron formation and dy-

namics

The conditions for the formation of polarons and their dynamics on the reduced
rutile TiO2(110) surface were analyzed by using first principles static and dy-
namic calculations, in the framework of DFT+U and FPMD (at T = 700 K).
The excess electrons were obtained by removal of oxygen atoms from the sur-
face layer of the (1×1) phase, and a wide range of VO concentrations were
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considered from cVO= 0 to cVO= 50%. The analysis was also partly extended
to TiO2 slabs reduced by Ti interstitials and to (1×2) surfaces modeling the
Ti2O3 reconstruction.

During the FPMD runs, the thermally activated hopping drives the po-
larons to a wide variety of configurations. At low cVO , polarons reside pre-
dominantly on the S1 sub-surface layer, which is energetically favored. At
cVO= 16.7%, the polarons tend to populate the S1 layer with an optimal 3×1
pattern, which avoids the repulsive interaction of the negatively charged elec-
tronic clouds (particularly strong at short polaron-polaron distance). At higher
concentrations (cVO> 16.7%), the distribution of polarons in the system is too
high to preserve the 3×1 pattern on S1, and polarons start to form often on S0
sites. At this high concentrations, the high density of polarons on the surface
and subsurface layers destabilizes the 1×1 surface and the systems undergoes
a (1×2) structural reconstruction (details in Chapter 4), which is able to host
a larger number of polarons.

Each inequivalent polaronic configuration observed in the FPMD was fur-
ther analyzed by T = 0 K DFT+U relaxations, in order to calculate EPOL and
inspect the energy balance. To disentangle the different effects contributing
to the degree of stability of the various polaron configurations, and to address
the role of polaron-polaron and polaron-vacancy interactions, DFT+U calcu-
lations were conducted also by selectively controlling the polaron position in
the slab. Engineering the polaron position was useful in order to selectively
vary the relative distance of polarons and oxygen vacancies in the (1×1) sys-
tem. The resulting picture appears to be comprehensive and consistent with
the FPMD results.

Various Ti sites are able to host polarons, which differ by their specific
location in the slab and by the different local chemical and structural environ-
ment. This gives rise to different types of polarons with distinct characteristics
in terms of orbital symmetry, spatial localization and local structural distor-
tions. In the (1×1) phase, polaronic TiAS0 sites are accompanied by larger local
distortions of the lattice, with a polaronic cloud exhibiting preferentially a
dxz-dyz orbital. At deeper layers, A and B Ti sites are able to host dz2-dx2−y2
and dx2−y2 polarons, alternately in the [110] and [11̄0] directions (due to the
orientation of the coordination octahedron surrounding the polaronic Ti site).
The TiAS1 atoms are the most energetically stable sites for isolated polarons,
in agreement with experimental observations. The electrostatic potential at
TiAS1 sites is stronger, owing to the local-structure distortions induced by the
broken symmetry at the surface, and determines an electron energy gain EEL

large enough to overcome the small strain energy cost EST required to locally
distort the lattice and accommodate a polaron. Conversely, the TiAS0 sites suf-
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fer from a large strain energy cost EST to distort the lattice in the defect-free
surface, while formation of polarons at TiBS1 sites is hindered by an unfavor-
able electrostatic potential. The presence of a vacancy on the surface increases
the flexibility of the lattice, thereby lowering the EPOL in both surface and
sub-surface Ti sites. In general, oxygen vacancies act as attractive centers
for polarons (a situation also observed in other oxides [164–167]), reduce EST,
increase the electronic gain EEL (due to an attractive electrostatic potential),
and can influence the orbital symmetry of the neighboring polarons. Similarly,
Ti interstitials show attractive interactions with polarons, and the polaronic
pattern depends on the specific position assumed by the Tiint.

The polaron-polaron interaction is clearly repulsive, and particularly effec-
tive at small distances. Polaron pairs at nearest-neighbor TiAS1 sites along [001]
only form in proximity of a Ti interstitials or an oxygen vacancy, whose electro-
static potential mitigates the strong polaron-polaron repulsion enhanced by the
overlap of the polaronic charges. In this configuration, the energy level of the
characteristic in-gap polaron peak as wells as its shape depend significantly
on the spin alignment of the two polarons. The antiferromagnetic configu-
ration is energetically more favorable and results in polarons at degenerate
energy levels, with electronic clouds resembling the features of isolated TiAS1
polarons. Conversely, for ferromagnetically aligned spins, the two polarons are
shared equivalently by the two hosting TiAS1 sites, and the polaronic orbitals
undertake a substantial hybridization, with a bonding/anti-bonding splitting
of about 0.6 eV. At larger polaron-polaron distance (i.e., more than 2 sites
apart along the [001] row), the charge overlap becomes negligible: antiferro
and ferro solutions are degenerate in energy and the polaron charge remains
distinctively localized in one single TiAS1 sites.

In conclusion, the results presented here offer a valid key to interpret the
behavior of small polarons in TiO2, and likely represent the general behavior
of polaron in oxides. In particular, on oxide surfaces, the site-specific polaron
characteristic is expected to influence the interaction with adsorbates and to
play a crucial role in catalysis (details in Chapter 5).

From a technical point of view, the results presented here confirm the need
to control the charge trapping process in simulations rather than relying on
the spontaneous electron localization, which, in same cases, could not lead to
the global energy minimum of the system. Finally, adopting large supercells is
advised for calculations on polaronic systems, in other to minimize the spurious
overlap among polaronic orbitals, as well as to avoid rigid constrains on the
polaron-induced lattice relaxations.
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Surface stability and structural
reconstruction

Solid surfaces, even at the thermodynamic equilibrium, expe-
rience a structural and electronic stress (due to, e.g., unsaturated
bonds and/or intrinsic polarity), undermining the surface stabil-
ity. Spontaneous geometrical reconstructions, generally associated
with charge transfer, occur to overtake this instability.

An alternative and radically different reconstruction mechanism
based on charge trapping (i.e., polarons) rather than charge trans-
fer was proposed and investigated within this doctorate project, by
combining first principles calculations and surface sensitive exper-
iments [4]. This mechanism explains the debated (1×1)-to-(1×2)
transition on the polaronic rutile TiO2(110) surface.
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4.1 The Ti2O3 reconstruction

[4.1.1]
Surface

recon-
structions

The majority of surfaces undergo significant structural and electronic mod-
ifications with respect to the ideal bulk phase in order to minimize their surface
free energy [168]. Typical mechanisms reduce the number of surface dangling
bonds, compensate intrinsic polarity, or decrease the lattice stress [17, 168–
170]. Prototypical examples are the Si(111)-(7×7) reconstruction [171, 172],
and the (n×1) and (2×n) reconstructions occurring on the SrTiO3(110) sur-
face [173, 174]. A complex example of polarity compensation mechanism in
transition metal oxides is reported in Appendix B for the KTaO3(001) per-
ovskite.

Unraveling the mechanism that drives the surface reconstructions is essen-
tial to understand the physical and chemical properties of surfaces, and it can
serve to optimize applications in microelectronics, catalysis, and surface engi-
neering [175]. The stabilization process typically involves the displacements of
surface atoms and electronic charge transfer between surface atoms, and often
results in non-stoichiometric reconstructions; this mechanism can be affected
by defects, heating treatments, and by the interaction of orbitals, lattice and
spins [168, 176, 177]. In addition to the well studied reconstructing processes,
charge trapping can cause surface reconstructions as well: The following dis-
cussion focuses on the role of polarons on the surface stability and its structural
reconstruction, by considering the archetypal TiO2(110) surface.

[4.1.2]
The TiO2

(1×2)
phase

TiO2 single crystals are often reduced by formation of surface oxygen vacan-
cies. At strongly reducing conditions, the surface assumes a (1×2) reconstruc-
tion rather than the (1×1) termination that is observed on more stoichiometric
crystals [17, 178, 179]. This (1×2) structure is then the low-temperature phase;
it can reversibly switch to the (1×1) phase when the sample temperature is
raised above ≈1000 K [180], and the transition is facilitated by the surface-to-
bulk mass flow [181].

The large-area STM image in Fig. 4.1(a) shows a surface typical for a
strongly reduced TiO2(110) sample. The bulk-terminated (1×1) structure with
isolated oxygen vacancies (VO) coexists with stripes of the (1×2) reconstruc-
tion. When a pristine (stoichiometric) TiO2 sample is introduced into UHV, it
shows only the (1×1) surface. Standard sample treatments, consisting of sput-
tering and high-temperature annealing, reduce the crystals and, at first, result
in the appearance of isolated surface oxygen vacancies at the 2-coordinated
oxygen (O2c) sites. Eventually the (1×2) stripes shown in Fig. 4.1(a) appear;
their density increases upon further reduction until they cover the whole sur-
face [178]. This phase separation into (1×1) and (1×2) regions allows for an
accurate determination of the critical concentration of oxygen vacancies at
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Figure 4.1: The (1×1) and (1×2) surface phases of TiO2(110). Panel
(a): Large-area STM image of a reduced rutile (110) single crystal. Unre-
constructed (1×1) regions with single oxygen vacancies appear together
with reconstructed (1×2) Ti2O3 stripes. Panels (b, c): Structural mod-
els of the (1×1) and (1×2) phases, as shown also in Fig. 2.4. Panels (d,
e): STS spectra (line) taken above (1×1) and (1×2) together with cal-
culated polaronic gap states (filled area), shifted upwards by ≈0.25 eV
to align the polaronic peaks with the experiment. Panels (f-k): High-
resolution images of the (1×1) and (1×2) regions marked in panel (a),
overlaid with the respective structural models. AFM images (i, f) show
the highest O atoms (O2c and Orec) on the surface, and STM images
the empty (g, j) and filled (h, k) states. Figure adapted from Physical
Review X ©2017 American Physical Society [4].

which the transition occurs. In the samples considered here it is measured as
16.7± 0.2% (≈1/6) monolayer.
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[4.1.3]
AFM

A zoom-in of the (1×1) phase and a detail of the (1×2) reconstruction
are shown in Figs. 4.1(f-h) and Figs. 4.1(i-k), respectively. The O sublattice
is revealed by AFM. On the well-known (1×1) phase [Fig. 4.1(f)], the image
shows the O2c atoms in the regime of repulsive forces; oxygen vacancies ap-
pear as missing spots in the rows. This imaging mode is particularly useful for
the (1×2) reconstruction [Fig. 4.1(i)], since the structural model is still under
debate [17, 20, 21, 182–185]. The AFM allows a precise measurement of the
positions of the surface O atoms on the [11̄0]-[001] plane, which contributes
to exclude most of the proposed structures. These results confirm the Ti2O3

model [sketched in Fig. 4.1(c)], initially proposed by Onishi and Iwasawa [17],
recently refined by Wang et al. [21] via DFT-based genetic algorithms, and sup-
ported by a total-reflection high-energy positron diffraction study [20]. Here
the stripes have a Ti2O3 stoichiometry, i.e., their composition can be viewed
as Ti2O4 with 50% of oxygen vacancies.

[4.1.4]
STM

While STM images [Figs. 4.1(g,h) and Figs. 4.1(j,k)] provide supplemen-
tary information about the geometric structure, their importance resides in
unraveling the electronic structure of the two phases. In the empty-state STM
images of the (1×1) phase [the imaging mode most-widely employed in the lit-
erature, Fig. 4.1(g)] the oxygen vacancies appear as bright spots between the
surface TiAS0 rows. More interesting, however, are the filled-states STM images,
which collect the gap states seen in STS [Fig. 4.1(d)]; the image in Fig. 4.1(h)
directly shows the polaron spatial distribution on the (1×1) phase (here the
excess electrons originate from the surface oxygen vacancies). The lattice of
the (1×2) reconstruction is very flexible [see the DFT ground-state structural
model shown in Fig. 4.1(c)]: Both experiment and DFT find competing struc-
tures with different degree of buckling (discussed in details in Sec. 4.2). When
the buckling is small, like in Fig. 4.1(i-k), the STM signal comes from the O3c

[empty-states, Fig. 4.1(j)] and Tiα,βS0 [in-gap states, Fig. 4.1(k)] atoms; the lat-
ter is attributed to Ti3+ polaronic-like states. The DFT calculations show that
the reconstructed Ti2O3 (1×2) surface hosts two polarons per (1×2) unit cell,
in accord with a nominal VO concentration of 50% (i.e., 1 missing oxygen per
unit cell). This value is also in agreement with the electronic structure results
shown in Fig. 4.1(e): The significant jump in the off-stoichiometry from the
(1×1) to (1×2) reconstruction, 16.7% to (locally) 50%, implies a high concen-
tration of polarons and causes the broadening of the in-gap peak in the DOS
and filled state STS [186–188] of the reconstructed surface [see Figs. 4.1(d,e)].
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4.2 The buckling of the Ti2O3 stripes
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Figure 4.2: The buckling (1×2) reconstruction. Panel (a): A large-area
STM image of a strongly reduced rutile (110) surface. There are brighter
and less bright stripes of the (1×2) reconstruction, marked by solid and
dashed white arrows. Red arrows mark tip-induced switching between
these two configurations. Panel (b): A region with four adjacent stripes
of the (1×2) reconstruction. The stripes are labeled by numbers 1 to 4.
Panels (c-e): Simultaneous AFM (c1-e1) and STM (c2-e2) images of the
selected region. Figure adapted from Physical Review X, Supplemental
Material ©2017 American Physical Society [4].

[4.2.1]
Exper-
iments

The (1×2) reconstruction appears in the STM images via two distinctly
different signals, as shown in Fig. 4.2. Fig. 4.2(a) shows a large-area STM
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image of the rutile (110) surface, with stripes of the (1×2) reconstruction.
Some of the (1×2) stripes are brighter (marked by solid white arrows), while
others are darker (marked by dashed white arrows), as shown in detail in
Fig. 4.2(b). A switching between the brighter and darker contrast occurs
frequently on the surface (marked by red arrows). This switching is induced
by the STM tip, and depends on both the sample bias and the tunneling
current.

The brighter and darker stripes have the same atomic structure, and the
STM contrast-switch is related to the buckling of the (1×2) stripe. The area
surrounded by a rectangle in Fig. 4.2(b) is imaged in Figs. 4.2(c-e) at different
conditions. There are four (1×2) stripes, labeled by numbers (1 to 4). The
detailed AFM images (c1-e1) reveal that the lines 1 and 3 are buckled, while
lines 2 and 4 are almost symmetric. The different AFM contrasts in c,d,e
stems from a varying tip-sample distance. The buckling of line 3 was switched
between images d1 and e1, by changing the sample bias polarity. The buckling
is stable when the surface is imaged by AFM at zero sample bias. On the other
hand, tunneling current and applied bias induce often tip-induced buckling
switches.

Therefore, the STM signal from the (1×2) reconstruction originates from
different atoms in the buckled and non-buckled cases. For the buckled chains,
the tunneling current flows mainly from the surface Orec and Tirec atoms; the
stripes 1 and 3 in Fig. 4.2 are a bit narrower in both filled and empty states.
In contrast to this, the non-buckled stripes are a bit broader in both filled-
and empty-states STM images: The empty states fit with the positions of the
reconstruction O3c atoms, while the filled states are centered on the TiαS0 and
TiβS0 atoms of the surface layer below the reconstruction.

[4.2.2]
DFT sim-

ulations

The Ti2O3 stripes were analyzed also in the DFT framework, by exploring
a large set of polaronic configurations. The first-principles molecular dynamics
was used to obtain the most favorable polaron spatial localization. The statis-
tical analysis on the FPMD calculations for the Ti2O3 reconstructed surface
[reported in Fig. 3.15(a)] reveals that the excess electrons are preferentially
localized on TiαS0 and TiβS0 sites. This configuration (without polarons on the
reconstructed Tirec row) is the most energetically favorable (details in Sec. 4.3).
The corresponding electronic charge density is shown in Fig. 4.3(c). The DFT
polaron positions closely resemble the positions deduced by the experimental
filled-state STM images on the non-buckled Ti2O3 stripes [compare Fig. 4.3(c)
with the experimental STM in Fig. 4.3(a)]. However, the direct comparison
between experimental and simulated filled-state STM image is unsatisfying
[compare Fig. 4.3(a) and 4.3(b)]: In the calculations, the polaronic states typi-
cally hybridizes with the atoms of the reconstructed rows [see Fig. 4.3(d)], thus,
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Figure 4.3: In-gap states on the Ti2O3 stripes. Panel (a): Experimental
filled-state STM image for a non-buckled Ti2O3 row (almost symmetric
in AFM). Panel (b): Simulated filled-state STM image corresponding to
the lowest energy configuration from the FPMD run. The top-view of the
Ti2O3 model in the inset in panel (a) and (b) compares the positions of
the bright spots in the experimental and calculated STM images. Panel
(c): Detail of the corresponding charge density isosurfaces in Ti2O3,
showing that polarons are localized at the S0 layer level. Panel (d):
Same as panel (c), but for a lower isosurface density. Figure adapted from
Physical Review X, Supplemental Material ©2017 American Physical
Society [4].

the calculated filled-state STM images show bright spot above the top-layer
atoms. Conversely, filled-state STM experiments show bright signals above the
Tiα,βS0 atoms. This misalignment between simulations and experiments could
be due to the limitation of the Tersoff-Hamann approach, which neglects the
tip-sample interaction.

Interestingly, the polarons occasionally hop to the Tirec sites. In fact, on
average 6% of the total polaronic charge is located on these sites during the
FPMD run (which corresponds to one electron among the eighteen excess elec-
trons introduced by the stoichiometry deviation of the Ti2O3 rows in the 9×2
slab used for the FPMD), as shown in Fig. 3.12. The presence of polarons on
the Ti2O3 rows results in a strong buckling. Figure 4.4(a) shows the in-gap
charge density for the buckled Ti2O3 stripes, with polarons trapped on Tirec
sites. The corresponding in-gap STM image is shown in Fig. 4.4(b): the bright-
est and broadest spots are related to the polarons on the Tirec sites, while, the
remaining visible charge comes from the hybridization between polarons on
S0 and Orec atoms (similar hybridization as for the non-buckled stripes). The
calculated STM images for the polaronic buckled stripes closely resemble the
experimental results [compare Fig. 4.4(b) and 4.4(c)].
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Figure 4.4: Polaron trapping at Tirec sites. Panel (a): Isosurface charge
density for the Ti2O3 stripe, hosting polarons also at Tirec sites. Panel
(b): Simulated filled-sate STM image for the same structure as in panel
(a). Panel (c): Experimental filled-state STM image. The top-view
model facilitates the comparison between the simulated and experimen-
tal STM images. Figure adapted from Physical Review X, Supplemental
Material ©2017 American Physical Society [4].

4.3 Surface thermodynamic stability

In the (1×1) phase, the surface free energy ∆G (defined in Eq: 2.9) strongly
depends on the reduction level of the TiO2(110) surface. The thermodynamic
stability of the surface was studied as a function of the cVO level by constructing
9×2 and 6×2 large, 5 tri-layer deep slabs.

[4.3.1]
The VO

distribu-
tion

The vacancies were homogeneously distributed on the surface, to mimic the
experimental situation, as explained and justified in the following. The oxygen
vacancies are nominally positively charged, and exhibit a mutual repulsive in-
teraction on TiO2(110) [189]. This repulsion can be analyzed via both theoret-
ical and experimental approaches. Figure 4.5(a) shows the contribution of the
VO distribution to the total energy of the slab as obtained by non-spin-polarized
DFT+U calculations (precluding polaron formation). Two oxygen vacancies
were included on the 9×2 surface (corresponding to cVO= 11.1%), varying the
VO-VO distance. The calculated total energies are compared with the auto-
correlation function [Fig. 4.5(c)] extracted from the experimental empty-state
STM image [Fig. 4.5(b)]. Both, theoretical and experimental data indicate a
strong repulsion between the oxygen vacancies along the [001] direction, and a
significantly weaker repulsion along the [11̄0] direction. Specifically, the exper-
imental images suggest that the two oxygen vacancies hardly form at nearest
and next-nearest O2c sites along a [001] row; these VO distributions are indeed
characterized by highly unfavorable energies (≈ 800 meV larger than the refer-
ence case). In the perpendicular [11̄0] direction there is a visible repulsion only
for the first nearest neighbor positions. As a result, the experimental AFM

104

http://link.aps.org/supplemental/10.1103/PhysRevX.7.031053
http://link.aps.org/supplemental/10.1103/PhysRevX.7.031053
https://www.aps.org/


Doctoral Thesis – Polarons on transition-metal oxide surfaces

a

b c

1.0
0.0
0.0
0.06
0.24
0.19

0.19
0.15
0.15

0.09
0.18
0.22
0.15
0.13
0.18

0.15
0.15
0.20

[001]

[1
10
]

[1
10
]

[001]

Figure 4.5: Oxygen vacancy distribution. Panel (a): Calculated total
energy of the 9×2 slab with two surface oxygen vacancies (cVO

= 11.1%).
The oxygen vacancies are placed at different sites in the same or in
adjacent O2c rows. To avoid the additional complication of VO-polaron
interactions, polaron formation is here inhibited by performing non spin-
polarized calculations. Panel (b): Experimental empty-state STM im-
age of a surface with approximatively 15% VO, used for calculating the
VO autocorrelation function. A few bright VO-free areas are attributed
to subsurface argon bubbles left over from sputtering. Panel (c): Ex-
perimental autocorrelation function of the VO positions. The numbers
denote values of the autocorrelation for selected points. Figure adapted
from Physical Review X, Supplemental Material©2017 American Phys-
ical Society [4].

and STM images acquired on the reduced (1×1) phase show a clear tendency
towards a homogeneous distribution of the oxygen vacancies.

Consistently, in order to study the stability of TiO2(110), the oxygen va-
cancies were placed homogeneously on the surface. Clearly, using energetically
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unfavorable (i.e., inhomogeneous) VO distributions would fictitiously change
the thermodynamic stability of the surface, and alter the overall thermody-
namic phase diagram. The lateral dimensions of 9×2 surface unit cells used
to perform the simulations, are compatible with the optimal arrangement for
the oxygen vacancies at any relevant concentration here investigated, except
cVO= 16.7%. In this latter case, the homogeneous distribution of oxygen va-
cancies is achieved by constructing a 6×2 slab with two oxygen vacancies (one
VO per O2c row).

[4.3.2]
Polaronic

configu-
rations

The configurations assumed by the polarons play a crucial role for the sur-
face stability. In the (1×1) structure, the VO-induced excess electrons form
polarons preferentially located on the subsurface TiAS1 atoms (as described
in Chapter 3). These can easily hop to surface sites when thermally acti-
vated [46, 48, 127, 147, 190, 191], while a polaron trapping deeper in the
bulk is energetically significantly less favorable, as well as delocalized elec-
trons [27]. The hopping was simulated by FPMD calculations (discussed in
detail in Sec. 3.6), at various polaron densities, by constructing 9×2 slabs
with an increasing amount of homogeneously distributed oxygen vacancies (cVO
ranging from 5.6% up to 50.0%). At the smallest concentration, cVO= 5.6%,
the polarons are located on the S1 layer 95% of the time, and undergo inter-
and intra-TiAS1 row hopping [histogram bar of Fig. 4.6(a)]. Hopping towards
surface sites is very rare, with polarons being trapped on S0 for 5% of the time
only. By increasing cVO [histogram bars of Figs. 4.6(b-d)], i.e., by increasing
the amount of excess electrons, hopping towards S0 sites becomes more likely.

The configurations obtained by FPMD were further analyzed to determine
the most stable structure at low temperature: Each polaronic FPMD con-
figuration was relaxed at the DFT+U level, according to the methodology
detailed in Sec. 2.1.6. Figure 4.6 shows the charge density isosurfaces of po-
larons, as obtained for the energetically most favorable configuration for each
cVO . The stable configurations at relatively low VO concentration (cVO6 16.7%)
are characterized by polarons trapped only on S1 sites [Figs. 4.6(a-c)]. At
higher concentrations (cVO> 22.2%), it is energetically more favorable to host
polarons also on S0 sites rather than increasing their density in the S1 layer
[Fig. 4.6(d)], in agreement with the energetic analysis of the polaronic in-
teractions illustrated in Chapter 3. Interestingly, the calculated cVO= 16.7%
maximum value for polaron formation exclusively on the S1 layer coincides
with the experimental critical VO concentration at which the (1×1) and (1×2)
phases coexist. Therefore, the (1×1)-to-(1×2) transition seems to be related
to the limited capacity of the subsurface layer to accommodate large amounts
of polarons.

The polaron-polaron electrostatic repulsion is the mechanism pushing po-
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Figure 4.6: Polaron distribution in the (1×1) TiO2(110). (a-d), Most
stable polaron configurations obtained by FPMD and subsequent relax-
ations. 9×2 large slabs with various VO concentrations (specified in each
panel) were used. The histograms illustrate how often the polarons are
found on S0 (orange) and S1 (green) Ti sites during the FPMD runs.
Figure adapted from Physical Review X ©2017 American Physical So-
ciety [4].

larons towards the S0 layer. As reported in Sec. 3.6, the probability of finding
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Figure 4.7: Polaron distribution along the TiAS1 row. Panel (a): Simu-
lated filled-states STM of an isolated polaron around a TiAS1 site. Panel
(b): The corresponding charge density isosurface shows the high-density
dz2-like orbital localized at TiAS1 (yellow) and the large, low-density cloud
extending across the nearby TiAS1 and TiAS0 sites. Panels (c-e): Cal-
culated polaron-polaron autocorrelation functions along TiAS1 and TiAS0

rows extracted from FPMD runs at cVO
= 5.6%,16.7%,and 22.2%. Panels

(f,g): Experimental filled-state STM image at cVO
= 16.7% (f) and corre-

sponding polaron-polaron autocorrelation function along the [001]-rows
(g). Panel (h): Sketch of the 3×1 periodicity on the TiAS1 row. Figure
adapted from Physical Review X ©2017 American Physical Society [4].
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two polarons at adjacent TiAS1 sites in the FPMD runs is very low at any
cVO . Figure 4.7(c-e) summarizes the results for the polaron-polaron autocor-
relation functions along the TiAS1 rows. The highest probability is found for
values that maximize the distance between polarons in the row, corresponding
to 3 or 4 lattice constants apart, depending on the cVO level [Fig. 4.7(c-e)].
This result is in excellent agreement with the experiment, in particular at
cVO= 16.7% where a clear 3×1 periodicity is observed in the autocorrelation
analysis of filled-states STM images [Fig. 4.7(g)]. At larger VO concentration
(cVO> 22.2%), the peak of the calculated correlation function is not shifted
to smaller distances, notwithstanding the increased amount of polarons in the
system: Instead, the 3×1 pattern in S1 is preserved [Fig. 4.7(e)] and polarons
populate the S0 layer more often [histogram bar of Fig. 4.6(d)]. The robustness
of the 3×1 pattern is explained by the spreading of the TiAS1 polaron charge
density. While most of the polaron charge has dz2 symmetry [see inner yellow
isosurface in Fig. 4.7(b)], a non negligible amount of charge spreads across
the surrounding TiAS0 and TiAS1 atoms [see external isosurface in Fig. 4.7(b)].
This extended cloud gives rise to the characteristic double lobes [Fig. 4.7(a)]
observed in STM experiment [Fig. 4.7(f)]. The 3×1 periodicity of polarons
along the TiAS1 row [sketched in Fig. 4.7(h)] avoids the overlap of two adjacent
extended repulsive polaron clouds [Fig. 4.7(b)], thereby reducing the polaron-
polaron repulsion (see the analysis in Sec. 3.8) [125]. In the FPMD runs at
higher VO concentrations, polarons are pushed towards S0 sites in order to
preserve the optimal pattern on the S1 layer. It has to be noticed that the
polaron-polaron repulsion is perturbed by the attracting interaction between
polarons and the VO centers [26, 192], which modifies the optimum patterns.

[4.3.3]
Polaron

driven
transition

The polaron hopping towards the S0 layer results into an energetic instabil-
ity. In fact, as discussed in detail in Chapter 3, TiAS0 polarons are energetically
less favorable than TiAS1 polarons. Conversely, the Ti2O3 reconstructed surface
is able to accommodate a larger amount of excess electrons (corresponding to a
reduction level of 50%), with a sensible energy gain. Therefore, the instability
is overtaken by the structural (1×1) to (1×2) reconstruction, rather than a
migration of the excess electrons to the bulk as recently suggested in litera-
ture [125]. Figure 4.8 summarizes the evolution of the TiO2(110) surface energy
as the reduction level is increased. The phase diagram in Fig. 4.8(b) was ob-
tained by considering the surface free energy ∆G for the most stable polaronic
configuration for the (1×1) phase at each cVO and for the Ti2O3 reconstruction.
By increasing the reduction level of the system, the Ti2O3 reconstruction be-
comes the most stable structure above the critical VO concentration of 22.2%.
This value is slightly larger than the critical concentration measured experi-
mentally (16.7%); this deviation could be attributable to effects not included
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Figure 4.8: TiO2(110) surface phase diagram. Surface free energy (∆G)
for the most stable configurations obtained from the FPMD for the re-
duced (1×1) structures at different VO concentrations (all lines except
magenta) and for the (1×2) Ti2O3 reconstruction (magenta line) as a
function of the chemical potential ∆µO with respect to the stoichiomet-
ric (1×1) phase. All the calculations were performed in 9×2 large, 5
tri-layer deep slabs, except the cVO

= 16.7% modeled by a 6×2 slab with
a selective control of the polaron formation. Panel (a): Delocalized solu-
tion (excess electrons are spread across all lattice sites and delocalized at
the bottom of the conduction band). At cVO

= 50.0% the (1×1) structure
is degenerate with the (1×2) Ti2O3 reconstruction (Ti2O4 with 50% of
VO). Panel (b): Localized solution (the excess electrons are trapped in
distinct Ti sites, mostly located in S0). The insets show the distribution
of excess electrons in the (1×2) structure. Figure adapted from Physical
Review X ©2017 American Physical Society [4].

in the calculations, such as the presence of additional dopants (e.g., interstitial
Ti [142]), the contribution of different VO distributions, and the specific type
of approximation (DFT+U) chosen to treat the localization effect [143] (see
also discussion in Appendix A.3).

The polarons play a crucial role in the determination of the surface sta-
bility. In fact, calculations are able to simulate the (1×1) to (1×2) transition
only if the polaron states are included in the slab [126]. The phase diagram
in Fig. 4.8(a) was obtained by considering the surface free energy for the un-
realistic case of excess electrons delocalized in the conduction band. The de-
localized calculations predict that the reduced (1×1) phase remains the most
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stable structure even at high VO concentrations: The Ti2O3 reconstruction
with delocalized electrons [shown in the inset in Fig. 4.8(a)] is just as stable
as the (1×1) at cVO= 50.0%.

4.4 Details of the polaronic contributions to

the surface stability

To understand the polaron-mediated change of the surface stability, it is in-
structive to analyze the trend of the energy gained upon polaron formation,
that is described by EPOL. Figure 4.9(a) shows EPOL for the most stable con-
figuration at each considered cVO . For low concentrations, up to cVO' 20%
in the (1×1) phase, EPOL decreases with increasing concentration (it becomes
more favorable to form polarons in the system). For cVO> 22.2%, EPOL re-
mains initially constant, and ultimately increases. Figure 4.9(a) also includes
the polaron energy for the reconstructed Ti2O3 surface. It has the largest neg-
ative value of all the configurations considered, and the resulting convex hull
shows that the reduced (1×1) phases are unstable for cVO> 22.2%. The surface
undergoes a structural reconstruction above this critical value.

The trend of EPOL as a function of cVO becomes clear if one considers the en-
ergy cost that is required to locally distort the lattice in order to accommodate
an electron and the energy gained by localizing an electron in such a lattice.
Figure 4.9(b) reports this strain energy EST for the most stable configuration
at each considered cVO . EST decreases with increasing cVO , but shows a distinct
discontinuity at the critical cVO= 22.2% (∆EST=EST(22.2%)−EST(16.7%) =
65 meV). The isosurfaces plotted in Figure 4.6 are helpful to understand this
trend. At low concentrations, up to cVO= 16.7%, the polarons reside preferen-
tially along the TiAS1 [001] row. Once the lattice in the S1 layer is distorted, it
is progressively easier to form more polarons. The S0 layer is kept essentially
unperturbed. At cVO= 22.2%, however, the polarons start to populate also
the S0 layer: The breaking of the symmetry of the top layer results in a large
energy cost (as analyzed in Sec. 3.2). As pointed out in Sec. 4.3, hopping
towards S0 sites happens in order to preserve the optimum 3×1 pattern on
S1 (reached at cVO= 16.7%), since a larger polaron density in S1 would result
in the overlap of the polaronic cloud, and in a strong Coulomb repulsion (see
also Sec. 3.5). While hosting polarons on both the S1 and S0 layers reduces
the charge overlap, it simultaneously requires a distortion of the lattice around
both the TiAS1 and TiAS0 sites. Apparently a structural switch to a local (1×2)
structure happens instead. The Ti2O3 reconstruction exhibits a high degree of
structural flexibility, expressed in terms of a low energy cost EST [Fig. 4.9(b)]
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Figure 4.9: Polaron energies (meV/polaron) as a function of cVO . Po-
laron formation energy EPOL (a), strain energy cost EST (b) and elec-
tronic energy gain EEL (c) for the (1×1) (circles) and (1×2) (squares)
phases. Figure adapted from Physical Review X©2017 American Phys-
ical Society [4].

needed to accommodate a large concentration of polarons (as large as in the
(1×1) cVO= 50% case).
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Figure 4.10: The polaron state as a function of cVO
. Calculated elec-

tronic density of states showing the top of the valence band, the pola-
ronic peak and the bottom of the conduction band, in the reduced (1×1)
surfaces, at various VO concentrations (a-i), and in the (1×2) phase (j).
Figure adapted from Physical Review X, Supplemental Material ©2017
American Physical Society [4].
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Finally, Figure 4.9(c) shows the evolution of EEL as a function of cVO . EEL

is overall about twice as larger as EST and leads to a large polaron formation
energy at any VO concentration. The trend of EEL correlates with the cVO-
dependent change in the polaron DOS [Fig. 4.1(d,e) and Fig. 4.10]. The energy
value and broadening of the polaronic in-gap state depends on the position of
the polarons in the crystal, and on the polaron-polaron and polaron-vacancy
interactions, as detailed in Sec. 3.3 and Sec. 3.5. At low cVO the polarons form
a well localized peak below the Fermi energy [Fig. 4.1(d) and Fig. 4.10(a-c)],
corresponding to EEL' −620 meV [Fig. 4.9(c)]. At cVO= 22.2%, EEL jumps
downwards by approximatively 100 meV, and the polaronic peak broadens
significantly [Fig. 4.10(d)]. For larger cVO , the peak exhibits a progressive
broadening towards higher energies, accompanied by a progressively weaker
EEL [Fig. 4.10(e-i)].

The combined action of both the low strain cost EST and the favorable
electronic localization energy EEL determines the thermodynamic stability of
the (1×2) phase, which overtakes the electrostatic instability brought about by
the trapped charges on the (1×1) surface. The Tiα,βS0 sites on the reconstructed
Ti2O3 surface are easily reducible and can conveniently host polarons [see the
advantageous formation energy EPOL in Fig. 4.9(a)]. The (1×2) phase is more
stable than the highly reduced (cVO= 50%) (1×1) surface, by about ∆EPOL=
84 meV. This energy gain arises predominantly from the difference in EEL

between the two phases (∆EEL= 64 meV, while ∆EST= 20 meV).

4.5 Outline of the polaron driven reconstruc-

tion

In conclusion, polarons play a fundamental role for the stability of rutile sur-
faces. At low reducing conditions, polarons trap in the sub-surface sites of the
(1×1) TiO2 surface, with the optimal polaron-polaron distance being 3 lattice
sites. As the polaron density increases, polarons are pushed to the less favor-
able Ti surface sites as well. This, however, costs energy, so that ultimately a
transition to a strongly reduced (1×2) reconstruction occurs. If one neglects
the formation of polaron in the description of the process, the reconstructed
phase would turn to be unstable.

The results reported here for the rutile TiO2 (1×1) to (1×2) transition
could present a new paradigm for surface reconstructions that involve trapped
charges and the interaction among them. Polaron formation is ubiquitous in
transition-metal oxides and is typically propelled by oxygen vacancies and dop-
ing [147]. Possible examples of other materials in which polaron-mediated re-
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constructions could be operational are oxide perovskites, in particular SrTiO3 [126,
174, 193], as well as popular oxides like ceria [194–196] and hafnia [82]. There-
fore, this polaron-mediated mechanism is likely to be a pervasive phenomenon
that could explain structural, electronic and magnetic reconstructions at sur-
faces and interfaces [197] and could be employed to tune surface properties
and to control the surface geometry. For instance, it is known that Nb-doping,
V-doped or Cr-doped TiO2 samples form the (1×2) reconstruction much eas-
ier, even when the surrounding (1×1) phase has much lower VO concentra-
tions [198–200]. Finally, the control of charge trapping could provide a way
to optimize the functionality of TiO2-based memristors [201] and to facilitate
charge transfer in catalytic processes [202] (see also the discussion in Chap-
ter 5).
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Adsorbates and polarons: CO
on TiO2(110)

On weakly reduced TiO2(110) surfaces, polarons lie preferen-
tially on the sub-surface layer. Due to the vicinity to the surface,
polarons strongly interact with adsorbates, as explored within this
doctorate project for the CO adsorption, by first-principles mod-
eling, with the support of surface sensitive experiments [2]. CO
adsorbates are indeed able to alter the polaron stability, destabi-
lizing the typical polaronic ground-state configuration, and forcing
the polarons to localize on surface sites. In turn, polarons affect
the energetics and the geometry of the adsorption process.
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5.2 The effects of polarons on the adsorbates: Unre-
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5.1 The effects of adsorbates on polarons

The ground state of weakly reduced rutile TiO2(110) surfaces exhibits po-
larons lying on the sub-surface layer S1, in proximity of the oxygen vacan-
cies (see discussions in Chapter 3 and Sec. 4.3). Due to the vicinity to the
surface, one could expect polarons to interact with adsorbates on the sur-
face [177, 203–206]. Despite this obvious consideration, the interaction be-
tween polarons and adsorbates has been amply neglected in literature. This
has led to contrasting physical interpretations: One prototypical example is
given by the CO adsorption on TiO2(110). In fact, beyond a generic con-
sensus on the local geometric properties (CO molecules adsorbs vertically at
low coverage) [12, 207, 208], conflicting outcomes have been reported which
either suggest [209] or exclude [81, 210, 211] the possibility of CO adsorption
at VO sites, in the latter case endorsing a major role played by the fivefold-
coordinated TiAS0 sites. These apparent disagreements can be solved by taking
into account the interplay between adsorbates and polarons.

[5.1.1]
The

NNN-
TiAS0
site

This section focuses on the effects of the CO adsorbate on the polaronic
states. The discussion illustrates initially CO adsorption on the five-fold coor-
dinated TiAS0 atom, one lattice site distant from the VO along [001] (NNN-
TiAS0). This is a convenient choice for many reasons: First, NNN-TiAS0 is
considered to be a favorable site for CO adsorption, as reported by many
experiments [209, 210]. Second, on clean TiO2(110) surfaces (i.e., surfaces
without adsorbates), the NNN-TiAS0 atom represents the most favorable site
for polaron formation on the S0 layer. Finally, it lies right above the most
stable S1 polarons (TiAS1 polarons in proximity of the VO, which define the
ground-state polaronic configuration). Therefore, it is a reasonable choice to
select the NNN-TiAS0 atom as the adsorption site for the investigation of the
effects of CO on polarons. Nevertheless, other geometries are also tested and
presented in the following.

Figure 5.1 reports the results obtained by modeling the system at low
cVO= 5.6% (a 9×2-large slab with one oxygen vacancy). A polaron is selec-
tively localized either on the S1 layer in proximity of the VO (CO+S1-polaron
complex) or at the NNN-TiAS0 site (CO+S0-polaron complex). The spatial ex-
tension of the S1 and the S0 polaron electronic charge is shown in Fig. 5.1(a)
and 5.1(b), respectively. The S1 polaron retains its characteristic spatial dis-
tribution as in the absence of adsorbates [143], with a dz2-dx2−y2-like orbital
character at the hosting TiAS1 site, and about one third of the charge distributed
on the surrounding atoms [compare Fig. 5.1(a) with Fig. 3.2(c,d)]. The CO
does not substantially alter this situation, and only a very small amount (0.1%)
of the polaronic charge is transfered to the CO molecule. Conversely, the po-
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Figure 5.1: Effects of a CO molecule on polaronic states. The CO
is modeled to adsorb on the NNN-TiAS0, on a weakly reduced surface
(cVO

= 5.6%, i.e., one VO on a 9×2-large slab). Panels (a,b): Electronic
charge density of the S1 (a) and S0 (b) polarons in the presence of CO.
Atoms at the back are depicted by faded spheres. The insets sketch a
top view of the considered geometry and report the experimental and
simulated STM images. Panel (c): Polaron formation energy of S0 and
S1 polarons, both in the absence and presence of a CO molecule on the
NNN-TiAS0 site. Figure adapted from Physical Review Letters ©2018
American Physical Society [2].

laron at the NNN-TiAS0 site is strongly affected by the CO molecule [Fig. 5.1(b)].
The NNN-TiAS0 polaron acquires a stronger dyz character (54%) as compared
to the case with no adsorbates (43%), and a non negligible portion of the pola-
ronic charge (1%) is transfered to the 2π* antibonding orbital of the adsorbed
CO [212, 213].

[5.1.2]
The

double
lobed
STM
spots

The charge transfer to the 2π* orbitals causes the formation of a double-
lobed polaronic cloud above the CO molecule, detected as a double-lobed sig-
nal in the simulated and experimental filled-state STM images [see inset in
Fig. 5.1(b)]. Interestingly, if the CO+S0-polaron complex at the NNN-TiAS0
site is modeled in the dx2−y2 S0-polaron flavor (energetically less favorable,
see Table 3.3), then the simulated STM signal would result in a single bright
spot (not shown), contradicting the experimental evidence. Remarkably, the
double-lobed spot above the CO+S0-polaron complex at the NNN-TiAS0 site is
tilted with respect to the [001] direction, while the dimerlike S1 STM signal
on the clean surface lies along [001] [see inset in Fig. 3.2(d)]. The experimental
investigations can benefit from this different orientation of the filled-state STM
signals, since it allows to distinguish between CO+S0-polaron complexes and
S1 polarons.

The effects of CO on the S0 polarons was studied also by considering
different geometries: The CO adsorption was modeled at other available TiAS0
sites, in combination with the formation of an S0 polaron at the same TiAS0
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site. Likewise the NNN-TiAS0 case, for TiAS0 sites at larger distance from VO,
the polaronic charge is partially transferred to the CO orbitals, giving rise to
similar bright double-lobed spots in the filled-state STM simulations. On the
other hand, when the CO+S0-polaron complex is modeled at the NN-TiAS0
site, then the double-lobed spot is oriented perpendicularly to [001], i.e., along
[11̄0] (shown in Fig. C.8). This rotation is due to the different symmetry of
the polaronic charge density at the NN-TiAS0 (a fully dyz orbital character, 67%
of the total charge), a distinctive feature for the NN-TiAS0-polaron also on the
clean surface (described in Sec. 3.4).

The characteristic double lobes would in principle make the CO+S0-polaron
complexes at any TiAS0 site well detectable by filled-state STM experiments.
However, the double-lobed spot is experimentally observed only above the
NNN-TiAS0 site. This is in agreement with the energetic analysis (discussed be-
low), which predicts a particularly convenient polaron formation energy only
for the CO+S0-polaron complex at NNN-TiAS0.

[5.1.3]
The weak

STM
spots

The CO+S1-polaron is instead detected by filled-state STM experiments
and simulations as a weak circular spot [see inset in Fig. 5.1(a)]. Figure 5.2
provides interesting insights on the polaron charge density for various adsorp-
tion geometries, complementing the data presented in Fig. 5.1(a). The weak
spot in Fig. 5.1(a) originates from the extension of the polaronic charge density
above the CO molecule as shown in the upper part of Fig. 5.2 (labeled as “CO
at NNN”). A similar weak circular spot is also obtained for a CO molecule
adsorbed in the proximity of an S1 polaron, rather than directly above the
polaronic TiAS1 (see the charge density spreading over the CO molecule on the
right side of Fig. 5.2). Conversely, the filled-state STM measurements on a
clean TiO2(110) surface detect the S1 polarons as dimerlike signals, oriented
along the [001] direction [see the inset in Fig. 3.2(d)]. However, the S1 polaron
charge density (labeled as “no CO” in Fig. 5.2) extends less towards the vac-
uum as compared to the spreading over the CO molecules, thereby impeding a
precise detection by filled-state STM experiments on samples covered by CO.

Figure 5.3 shows an alternative origin for the weak circular spots imaged
by filled-state STM. In fact, a weak signal is measured when an additional CO
molecule is adsorbed on top of the TiAS0 site near the CO+S0-polaron complex.
The CO+S0-polaron complex is well identified by the characteristic double-
lobed signal, and an additional weaker circular spot appears one lattice site
away: The S0 polaron charge density partly spreads over the additional CO
molecule, consistent with the picture discussed for one single CO-molecule [see
Fig. 5.2(b)]. This STM signal is similar and less intense as compared to the
spot characteristic of the CO molecule adsorbed above an S1 polaron (shown
in Fig. 5.3 for a direct comparison).
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Figure 5.2: Detail of the S1-polaron-charge spatial extension. Two po-
larons are localized on TiAS1 sites in the proximity of the oxygen vacancy,
as sketched in the inset (yellow and red circles represent polarons and
CO molecules, respectively, and dashed circles indicate the position of
the VO); one CO molecule is adsorbed on the NNN-TiAS0 site (i.e., above
one S1 polaron), and a second CO molecule is adsorbed two lattice site
away the VO along [001]. The charge density of the two S1 polarons is
shown for high (bottom part of the figure) and low (upper part) isosur-
face levels: Low isosurface levels are not included in the bottom part
for a better readability of the image. Faded spheres represent atoms in
the back (corresponding to the upper row in the inset). Figure adapted
from Phys. Rev. L, Supplemental Material ©2018 American Physical
Society [2].

[5.1.4]
A new

ground-
state

The CO-polaron interaction affects strongly the polaron formation energy
(EPOL), as shown in Fig. 5.1(c) for a CO on the NNN-TiAS0 site and a polaron in
the proximity. While the formation energy of an S1 polaron is only marginally
destabilized by the CO adsorbate (∆ES1

POL = +23 meV), the formation of an
S0 polaron becomes remarkably more favorable (∆ES0

POL = −161 meV), due to
a significant reduction of the structural energy cost EST. The variations in the
EPOL energy are consistent with the shifts of the polaron state in the energy
gap region (as evident from the density of states shown in Fig. C.9).

Figure 5.4 shows the effects of the CO adsorption on the polaron formation
by considering different configurations. A CO molecule is adsorbing on the
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Figure 5.3: The CO+S0-polaron complex charge tail. STM simulation
of three CO molecules, one adsorbing above an S1 polaron, a second
one forming a CO+S0-polaron complex, and a third one adsorbing on a
site adjacent to the S0 polaron. The inset sketches the geometry used
(top view). The white rectangular line defines the unit cell used in the
simulations. The symbols are used in the same way as in Fig. 5.2. Figure
adapted from Phys. Rev. L, Supplemental Material ©2018 American
Physical Society [2].

NNN-TiAS0 site [Fig. 5.4(a)] or on a TiAS0 four lattice-site distant from the VO
[Fig. 5.4(b)], and EPOL is shown as a function of the polaron localization site.
As already mentioned above, the CO molecule adsorbed on the NNN-TiAS0 site
favors the formation of an S0 polaron, which shows the strongest EPOL. Other
TiAS0 sites are characterized by unfavorable EPOL values, even in combination
with CO adsorption (not shown). The CO adsorption contrasts the formation
of polarons in S1; the corresponding EPOL value gets reduced by about 20 meV
(see differences between the two panels in Fig. 5.4), in agreement with the
energy diagram in Fig. 5.1(c).

The attractive interaction between polarons and VO facilitates the forma-
tion of S1 polaron at TiAS1 sites close to the oxygen vacancy, and compensates
easily the weak polaron-CO repulsion. Therefore, the trend for the S1 polaron
formation energy is qualitatively equivalent to the behavior observed for the
clean surface (presented in Fig. 3.6). As far as only the S1 layer is considered,
the CO molecule does not affect the distribution of the polarons; however,
the formation of S0 polarons becomes largely more convenient due to the CO
molecule. In fact, the formation of an S0 polaron coupled to a CO at a NNN-
TiAS0 site results in the strongest EPOL. The adsorbate changes the polaronic
ground state of the system, an effect that was overlooked in previous stud-
ies [159, 214]. The study of CO adsorption on rutile TiO2(110) must consider
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Figure 5.4: Polaron formation in various geometries. Calculations were
performed by using a 9×2-large slab, including one VO (cVO

= 5.6%),
with one excess electron (corresponding to a +1 charge state, i.e., one
electron removed from the system). A CO molecule is adsorbed either
on the NNN-TiAS0 site (a) or on a TiAS0 four lattice-site away from the
VO along [001] (b). A polaron is localized on the S1 layer at various
distances from the VO (down pointing triangles), or on the NNN-TiAS0 site
(up pointing triangle). Figure adapted from Phys. Rev. L, Supplemental
Material ©2018 American Physical Society [2].

the change of stability of the polaronic configurations due to the presence of
adsorbates.

[5.1.5]
Polaron
hopping

The presence of CO perturbs the dynamics of polarons. Figure 5.5 collects
the results regarding the hopping process of an S1 polaron towards an adjacent
TiAS1 site or towards the S0 layer. The calculations simulating the polaron
hopping are performed according to the setup and procedure described in
Chapter 2, at a low concentration of oxygen vacancy (cVO= 5.6%). In the
absence of adsorbates, the S1-to-S1 polaron hopping is characterized by an
energy barrier of 193 meV [Fig. 5.5(a)], much smaller than for the S1-to-
S0 hopping (322 meV) [Fig. 5.5(b)]. Moreover, smaller ionic displacements
occur for the S1-to-S1 hopping (1.2 Å), as compared to the S1-to-S0 hopping
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Figure 5.5: Effects of the adsorbates on the polaron hopping. Po-
laron hopping in the absence (a,b) and presence (c) of an adsorbed CO
molecule. The electronic charge in the displaced structures maintains
the electronic localization of either the initial or final state. The CO
molecule is adsorbed on the NNN-TiAS0 site, and the S1 and S0 polarons
are localized below the molecule (as in Fig. 5.1). The slab is modeled
by using the experimental values of the lattice parameters at high tem-
perature (see discussion in Appendix A.2). The S1left and S2left labels
in panel (a) refer to S1 polarons localized on equivalent TiAS1 sites, in
proximity of the oxygen vacancy. The values of the energy barriers are
reported in meV, while the total amount of ionic displacements with re-
spect to the initial structure is reported in Å. Figure adapted from Phys.
Rev. L, Supplemental Material ©2018 American Physical Society [2].

(1.9 Å). In the presence of a CO molecule on the NNN-TiAS0 site, the energy
barrier for the polaron hopping from the S1 to the S0 state is reduced by only
70 meV [Fig. 5.5(c)], while the effects on the S1-to-S1 hopping are negligible
(not shown). Therefore, at weakly reducing conditions, the S1-to-S1 polaron
hopping exhibits a lower energy barrier than the S1-to-S0 hopping.

5.2 The effects of polarons on the adsorbates:

Unrevealing the CO adsorption on TiO2(110)

This section focuses on the evolution of the CO adsorption as a function of the
CO coverage (θCO) and of the VO concentration (cVO).
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Figure 5.6: Experimental AFM and filled-state STM images. Dashed
circles indicate the positions of some oxygen vacancies, solid circles indi-
cate the positions of some vacancies with an adsorbed CO molecule, tri-
angles show some CO molecules adsorbed on TiAS0 atoms. Down-pointing
triangles indicate coupling with S1 polarons, up-pointing triangles in-
dicate coupling with S0 polarons. Panels (a,b): Low CO coverage and
low reduction level (θCO = 0.09 ML and cVO

= 5.8%). Panels (c,d,e):
moderate CO coverage and high reduction level (θCO = 0.15 ML and
cVO

= 14.5%). The STM images (d,e) were measured sequentially, and
the arrows indicate the diffusion of CO along Ti5c sites, accompanied
by polaron hopping. Panels (f,g): High CO coverage and high reduction
level (θCO = 0.57 ML and cVO

= 14.5%). Figure adapted from Physical
Review Letters ©2018 American Physical Society [2].
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[5.2.1]
Experi-
ments

(low cVO)

Figure 5.6 shows the AFM and STM experimental images for θCO= 0.09 ML,
0.15 ML and 0.57 ML at different reduction levels (cVO= 5.8% and 14.5%). At
low coverage (θCO= 0.09 ML) and low oxygen vacancy concentration (cVO=
5.8%), the AFM identifies CO molecules predominantly adsorbed on TiAS0 sites
and less frequently on VO sites [CO+VO, see Fig. 5.6(a)]. The filled-state STM
image shows an isolated bright double-lobed feature (up pointing triangle) and
weaker circular spots (some indicated by down pointing triangles) [Fig. 5.6(b)].
The single lobes of feeble intensity are assigned to the electronic cloud of S1
polarons in the vicinity of the CO, in analogy to those shown in Fig. 5.1(a)
and Fig. 5.2. The intense double-lobed feature is attributed to an S0 polaron
bound to a CO at the NNN-TiAS0 site, sandwiched by two oxygen vacancies,
analogous to the signal shown in Fig. 5.1(b). The CO adsorbed on VO sites
(some indicated by solid circles), observed by the AFM, carry no in-gap state,
and are invisible to the filled-state STM investigation. Therefore, the filled-
state STM technique alone would not be capable to identify the totality of the
adsorption sites.

[5.2.2]
Experi-
ments

(high cVO)

At strongly reducing conditions, the number of polarons increases, and po-
laron hopping towards S0 sites become progressively more probable. In fact,
polaron hopping within the S1 plane is inhibited by the repulsive polaron-
polaron interaction. Conversely, the S1-to-S0 polaron hopping is favored
by the attractive interaction between polarons and the abundant positively
charged VO centers. The increased hopping rate to S0 sites favors the for-
mation of a larger number of CO+S0-polaron complexes at NNN-TiAS0 sites.
This is confirmed by the experimental data shown in Fig. 5.6(c,e), measured at
cVO= 14.5% and θCO= 0.15 ML. The AFM image [Fig. 5.6(c)] displays a larger
number of CO+VO spots, and the corresponding STM image [Fig. 5.6(d)] shows
an increased occurrence of double-lobed features at the TiAS0 sites, which iden-
tify CO+S0-polaron complexes. Figs. 5.6(d,e) are two filled state STM images
of the same area, recorded consecutively in time, which show the diffusion of
some CO molecules accompanied by polaronic hopping.

Finally, by increasing further the CO concentration up to θCO= 0.57 ML at
strongly reducing condition (cVO= 14.5%), the AFM image [Fig. 5.6(f)] clearly
shows that CO tends to avoid adsorption sites nearest neighbor to the oxygen
vacancies (NN-TiAS0), and preferentially populates NNN-TiAS0 sites in combi-
nation with the S0 polaron [double-lobed features in Fig. 5.6(g), particularly
intense when the CO is adsorbed at a NNN-TiAS0 site sandwiched between two
oxygen vacancies]. Adsorption on oxygen vacancies occurs frequently, again
with no in-gap state reported. CO molecules adsorb also on other TiAS0 sites,
characterized by weaker STM signals. These weak STM signals originates
from S1 polarons and also from the long-range tail of the polaronic cloud of
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the CO+S0-polaron complexes at NNN-TiAS0 (as explained in Fig. 5.3). At
this strongly reducing condition and high CO coverage, most of the polarons
form CO+S0-polaron complexes: The amount of bright double lobes is quite
high (it tends to twice the number of oxygen vacancies), thus, there remain
few S1 polarons in the samples (in addition to the excess electrons originating
eventually from any other electron dopant, such as interstitial Ti atoms).

Figure 5.7: Site dependent adsorption energy. A CO molecule is mod-
eled to adsorb on TiAS0 sites at various distances from the oxygen vacancy
(down pointing triangles), and on the VO site (circles), in presence of
polarons localized on the S1 layer in reduced slabs with cVO

= 5.6% (a)
and cVO

= 16.7% (b). The inset sketches the considered geometry. The
Eads values for for the adsorption on the NNN-TiAS0 site hosting an S0
polaron are also shown (up pointing triangles). Figure adapted from
Physical Review Letters ©2018 American Physical Society [2].

[5.2.3]
Simula-

tions
(low cVO)

The interpretation of the experimental data is supported by the trend of
the adsorption energy (Eads, see Eq. 2.11) computed by DFT at cVO= 5.6% and
16.7%, with homogeneous distributions of oxygen vacancies. Various scenarios
are considered for modeling the CO adsorption. The CO molecule is modeled
to adsorb on either VO or TiAS0 sites, while the polarons are kept in the polaronic
ground-state configuration of the clean surface (i.e., on TiAS1 sites in proximity
of the oxygen vacancy). Moreover, in case of a CO molecule adsorbing on the
NNN-TiAS0 site, one polaron is localized on the TiAS0 adsorption site, in order to
study the CO+S0-polaron complex. The data, collected in Fig. 5.7, confirm
the essential role played by polarons and their interaction with CO. For a
weakly reduced surface [cVO= 5.6%, Fig. 5.7(a)], in the presence of S1 polarons

127

https://www.aps.org/


Chapter 5: Polaron-adsorbate interplay

arranged as in the clean-surface ground-state configuration, the stability of the
CO adsorption on TiAS0 sites (down pointing triangles) increases with increasing
distance from the VO, in accordance with the experiments [Fig. 5.6(a,b)]. CO
adsorptions on VO or on polaronic NNN-TiAS0 (CO+S0-polaron complex) are
essentially degenerate in energy, comparable to the most favorable CO+S1-
polaron configurations; the smaller rate of double-lobed CO+S0 spots and
CO+VO features in the experimental images [Figs. 5.6(a,b)] are due to a smaller
number of available adsorption sites, as compared to the non-polaronic TiAS0
sites combined with S1 polarons [209].

[5.2.4]
Simula-

tions
(high cVO)

By increasing the VO concentration [cVO= 16.7%, Fig. 5.7(b)], the adsorp-
tion on TiAS0 sites in combination with S1 polarons becomes significantly less
favorable, mainly due to the absence of available TiAS0 sites at large distances
from the VO, whereas the CO+S0-polaron and CO+VO configurations retain
their strong stability and represent the most stable solutions. This is in excel-
lent agreement with the experimental STM measurements, indicating a pro-
gressive increase of double-lobed spots arising from CO+S0 complexes with
increasing cVO [see Figs. 5.6(c,d,g)] combined with a large density of CO+VO
features [see Figs. 5.6(c,f)].

Figure 5.8 shows the results for the adsorption energy obtained by using
a slab with a different (i.e., inhomogeneous) distribution of oxygen vacancies.
The two vacancies are separated by two lattice sites rather than three (6×2
slab, cVO = 16.7%). Although the homogeneous distribution of oxygen vacan-
cies (separated by three lattice sites) is more stable (as found by calculations
and experiments, reported in Fig. 4.5 in Sec. 4.3), small deviations (typically
of one lattice site) occurring on the sample might determine the formation
of particularly convenient adsorption sites. In fact, a NNN-TiAS0 site becomes
sandwiched between two oxygen vacancies, simultaneously, due to this inho-
mogeneous VO distribution. The adsorption via a CO+S0-polaron complex
on the sandwiched TiAS0 site is largely stable, more favorable than the adsorp-
tion on the NNN-TiAS0 site on a homogeneous slab (see up pointing triangle in
Fig. 5.8). This stability explains the signals of CO molecules on sandwiched
TiAS0 sites observed by the AFM and STM experiments (see Fig. 5.6).

[5.2.5]
The CO

vibrations

The polarons affects not only the energetics and the spatial localization of
the CO adsorbates, but also internal molecule properties. Figure 5.9 shows
the computational analysis of the vibrational frequency of the CO bond. The
vibration of a CO molecule adsorbed at the NNN-Ti5c site depends strongly
on the position of the polarons. Due to the different amount of charge transfer
to the CO orbitals, the CO+S0-polaron and CO+S1-polaron complexes are
characterized by different C-O bond lengths (as discussed in Appendix A.4)
and different vibrations. The frequency of the CO+S0-polaron complex (up
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Figure 5.8: Effects of an inhomogeneous distribution of oxygen va-
cancies on the CO adsorption. The Eads is calculated either for a
CO forming a sandwiched CO+S0-polaron complex (upper pointing tri-
angle), or for a CO adsorbed on the VO (circles) and TiAS0 (down pointing
triangles) sites in combination with S1 polarons (localized on the most
stable TiAS1 sites). The inset sketches the geometry of the system (top
view), modeled by using a 6×2-large slab (cVO

= 16.7%). The filled
(empty) symbols refer to the lower (upper) sites in the inset. Figure
adapted from Phys. Rev. L, Supplemental Material ©2018 American
Physical Society [2].

pointing triangle in Fig. 5.9) is very similar to the value obtained for the
adsorption on the VO site (circle). Conversely, an S1 polaron below the CO
molecule on the NNN-Ti5c site leads to a larger vibrational frequency. The
vibrational frequency becomes progressively larger as the separation from the
VO increases (down pointing triangles), approaching the value obtained for the
pristine slab (square).

Based on these data, one expects the vibrational spectra to be constituted
by two main peaks: one peak attributable to the CO adsorption at large dis-
tances from the oxygen vacancies (similar to pristine samples) and the second
one arising from the adsorption on VO sites and via CO+S0-polaron complexes.
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Figure 5.9: Vibrational frequency of the CO bond. Various adsorption
geometries are considered: Formation of a CO+S0-polaron complex on
the NNN-TiAS0 site (labeled as NNN+S0); adsorption on VO and on var-
ious TiAS0 sites in combination with S1 polarons in proximity of the VO;
the CO on the TiAS0 sites either directly above an S1 polaron (labeled as
NNN+S1), or away from the polarons (NNN, 2nd-NNN, 3rd-NNN, 4th-
NNN); also the adsorption on a TiAS0 site on the pristine slab (labeled as
pristine) is considered. The arrow indicates the red shift occurring on
reduced surfaces. The sketch on the right sides shows a pictorial view
of the expected infrared adsorption spectra on the pristine and reduced
surfaces. Data obtained by using a 9×2-large slab (cVO

= 5.6%), in the
optPBE-DF setup mode (see Appendix A.4), without any renormaliza-
tion. Figure adapted from Phys. Rev. L, Supplemental Material ©2018
American Physical Society [2].

All other configurations are expected to play a minor role (i.e., broadening of
the peaks in the vibrational spectra), as they are energetically less stable.

These results are in nice qualitative agreement with infrared spectroscopy
experiments showing a sharp single peak for CO adsorbing on a pristine sample
(at 2188 cm−1), and two broadened peaks for the reduced samples (at 2188
and 2178 cm−1) [211].
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5.3 Individual contributions to the CO adsorp-

tion

This section outlines the individual role of the multiple interactions contribut-
ing to the CO adsorption. Figure 5.10 shows the main contributions to the
adsorption process, arising from the interaction between CO and (a) an oxygen
vacancy, (b) another CO molecule or (c) an S1 polaron, separately.

Figure 5.10: Individual contributions to the CO adsorption energy.
E∗ads is calculated in the absence of polarons, i.e., by substituting ES1

TiO2

with Edeloc
TiO2

(the energy of the clean surface without localized electrons)
in Eq. 2.11 (see Eq. 2.12). Panel (a): The E∗ads energy is shown for a
CO molecule adsorbed on a weakly reduced slab (cVO

= 5.6%) on var-
ious TiAS0 sites (squares) and on the VO site (circle); the two excess
electrons originating from the VO are forced to be delocalized (by per-
forming non-spin-polarized calculations). Panel (b): E∗ads energy for
two CO molecules adsorbed on various TiAS0 sites, on a pristine cell, as
a function of the C-C distance; the energy of a single CO adsorbed on
a pristine slab is also reported for comparison (dashed horizontal line);
filled (empty) symbols refer to CO molecules on the same (different)
TiAS0 [001] row(s); excess electrons are not present in the pristine sys-
tem. Panel (c): Eads energy for one CO molecule adsorbed on TiAS0

sites on a stoichiometric slab, as a function of the polaron-C distance;
an excess electron is manually introduced into the system, which forms
an S1 polaron on a given TiAS1 site. Figure adapted from Phys. Rev. L,
Supplemental Material ©2018 American Physical Society [2].

[5.3.1]
VO-CO

The data in panel Fig. 5.10(a) are obtained by modeling a CO molecule
adsorbed on the VO and TiAS0 sites, at weakly reducing conditions (cVO= 5.6%).
The two excess electrons originating from the VO are forced to form delocalized
states at the bottom of the conduction band (by performing non spin-polarized
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calculations, as explained in Sec. 2.1). The adsorption energy decreases with
increasing VO-C distance, with an overall energy gain of about 80 meV as
compared to the adsorption on the NN site. The adsorption at the VO site (red
circle) shows a favorable energy, comparable to the adsorption on TiAS0 sites at
large distance. By removing one or both excess electrons (corresponding to a
+1 and +2 charged system, respectively) the adsorption energy data rigidly
shit downwards by about 40 meV per removed electron (not shown).

[5.3.2]
CO-CO

The CO-CO interaction affects only marginally the CO adsorption energy
[Fig. 5.10(b)]. In fact, even if two CO molecules are modeled to adsorb on the
same TiAS0 [001] row, the energy varies by only 15 meV as a function of the
CO-CO distance. Remarkably, by increasing the C-C distance, the CO-CO
adsorption energy approaches quickly the energy of an isolated CO molecule
(modeled by a CO on a 9×2 pristine slab). It has to be noticed that, in this
setup, the two CO molecules are able to bend along [001]; this bending reduces
the energy cost of CO molecules adsorbing on adjacent TiAS0 sites; on the other
hand, at high CO coverage this route to reduce the energy is hindered, resulting
in stronger repulsions (not analyzed in this work).

[5.3.3]
Polaron-

CO

The data in Fig. 5.10(c) are obtained by adding an excess electron to a
9×2 stoichiometric slab, with a CO molecule adsorbing on various TiAS0 sites.
Similarly to the CO-CO repulsion, the S1 polaron affects only slightly the
adsorption energy. In fact, Eads varies in a small range of about 30 meV as
a function of the polaron-CO distance. It has to be noticed that here the
the system is −1 charged, due to the manually added excess electron. Due
to this charge state, an energy shift of 40 meV affects the calculated values,
as it stands out by comparing the Eads for large polaron-CO separation in
Fig. 5.10(c) and Fig. 5.7(a). This is consistent with the shift described above
for the +1 and +2 charged system with one VO.

[5.3.4]
Balance

Therefore, at weakly reducing conditions, it is the VO-CO interaction that
plays a primary role in the CO adsorption process. In fact, adsorption on
VO and on distant TiAS0 sites is favored at weakly reducing conditions [see
Fig. 5.6(a,b)] and driven by the VO-CO interaction. Only the strong stability
of the CO+S0-polaron complexes at NNN-TiAS0 sites can overtake the VO-CO
interaction. In fact, the adsorption on the NNN-TiAS0 site becomes very stable,
as soon as the formation of S0 polarons and CO+S0-polaron complexes is
enabled by strongly reducing conditions [see Fig. 5.6(c-g) and Fig 5.7(b)].
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5.4 Ti interstitials and CO adsorption

Rutile TiO2(110) is able to oxidize CO molecules into CO2. The O2 is also
involved in the process: An O2 molecule adsorbs on the surface, and dissociates
into two O atoms; the CO molecule adsorbs beside an O adatom; the O adatom
and the CO bond together, forming a CO2 molecule which desorbs from the
TiO2(110) surface. Unfortunately, the second O adatom which is left behind,
oxidizes the TiO2(110) surface by filling an oxygen vacancy [159]. Therefore,
the CO oxidation cannot be promoted continuously on TiO2−y samples.

Conversely, samples reduced by interstitial Ti atoms (here referred to as
Ti1+xO2 samples) can sustain steady CO oxidation cycles [159]. In fact, the
O adatoms do not deplete the in-gap states on the TiO2(110), thus, O2 ad-
sorption and CO oxidation can occur repeatedly. This section summarizes the
main features of the Tiint-CO interaction, also considering the effects of po-
larons. The oxygen vacancies are not included in the slabs, due to the effects
of the repulsive interaction, which pushes the Tiint atoms towards the bulk (see
discussion in Sec. 3.7).

∆Edeloc
TiO2

(meV)

no CO with CO

S0S1-center +173 -39

S0S1-edge +269 +155

S1S2-center +462 +464

S1S2-edge 0 0

Table 5.1: The CO effects on the Tiint stability. Comparison of the (delocalized-electron
solution) free energy for the TiO2(110) surface with an interstitial Ti atom (at various
positions, namely S0S1-center, S0S1-edge, S1S2-center, S1S2-edge). The “no CO”
data were obtained for the clean slab (reported already in Fig. 3.16), while “with
CO” refers to data with CO adsorbed on the TiAS0 site nearest to the Tiint atom. The
most favorable energies are printed in magenta. The energy value of the S1S2-edge
system is taken as a reference.

[5.4.1]
Tiint and

CO

The presence of CO on the surface, seems to affect drastically the Tiint
stability. Table 5.1 reports the energy value of the Ti1+xO2 system, com-
paring different positions for the Tiint (S0S1-center, S0S1-edge, S1S2-center,
S1S2-edge, described in detail in Sec: 3.7). Excess electrons were forced into
delocalized states, by performing non spin-polarized calculations. In the ab-
sence of adsorbates, the S1S2-edge geometry is the most stable, thus, Tiint is
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preferentially located at deep positions. [160, 161] By including CO, the en-
ergy balance changes and the most favorable site become S0S1-center, closer
to the surface. Therefore, the delocalized-electron analysis suggests that the
diffusion towards the surface of the interstitial Ti could be promoted by the
adsorbates [161].

Figure 5.11: CO adsorption on the Tiint-reduced TiO2(110). Adsorp-
tion energy E∗ads (in the delocalized-electron solution) calculated for one
CO molecule adsorbed on various TiAS0 sites, as a function of the distance
along [001] from the Tiint (considering various geometries, as indicated in
the insets). Figure adapted from Phys. Rev. L, Supplemental Material
©2018 American Physical Society [2].

Figure 5.11 shows the trend of the adsorption energy as a function of the
Tiint-CO distance. The adsorption is clearly more favorable at small Tiint-
CO distance, for any geometry investigated. This attraction is particularly
strong for the S0S1 geometries (hundreds of meV), which show the most stable
adsorption energies.

[5.4.2]
Tiint

polarons
and CO

By turning on the charge localization (i.e., by performing spin polarized
calculations), the role of polarons in the CO adsorption on the Ti1+xO2 system
can be investigated. This analysis was performed on the most favorable po-
laronic configurations, according to the FPMD analysis on the clean Ti1+xO2

surface, as described in Table 3.4. As a general important result, the CO+S0-
polaron complex is found to play a primary role, also in the Tiint reduced
systems.
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S0S1-center

Amount of polarons ∆E Eads

S2 S1 S0 Tiint (meV) (meV)

0 2 1 1 0 -516

S0S1-edge

Amount of polarons ∆E Eads

S2 S1 S0 Tiint (meV) (meV)

0 2 2 0 +138 -396

0 3 1 0 +270 -264

S1S2-edge

Amount of polarons ∆E Eads

S2 S1 S0 Tiint (meV) (meV)

0 2 1 1 +828 -27

0 3 0 1 +602 -253

Table 5.2: CO adsorption on the polaronic Ti1+xO2. Most favorable polaronic con-
figurations for different Tiint geometries (S0S1-center, S0S1-edge, S1S2-edge, as in
Table 3.4) and corresponding free (∆E, referred to the S0S1-center) and adsorption
(Eads) energies. The CO is adsorbed on the TiAS0 site nearest to the Tiint, eventually
forming a CO+S0-polaron complex.

The S0S1-center geometry was found to be the most stable geometry for
the polaronic surface, in the absence of adsorbates (see Table 3.4): The pola-
ronic S0S1-edge shows a similar energy (∆E = +17 meV), while the S1S2-
edge geometry is largely less stable (∆E = +338 meV). As reported in Ta-
ble 5.2, the CO adsorption further stabilizes the S0S1-center geometry in
comparison to the S0S1-edge and S1S2-edge, which show higher free energy
(∆E = +138 meV and ∆E = +602 meV, respectively).

The enhancement of the S0S1-center stability is due to the formation of the
CO+S0-polaron complex, which is particularly strong in this geometry. In the
S0S1-edge geometry, it was possible to evaluate the strength of this complex,
by moving the S0 polarons to the S1 layer. As for the surfaces reduced by
the oxygen vacancies, breaking the CO+S0-polaron complex by moving the
polaron costs energy (Eads= −396 meV → −264 meV).

The S1S2-edge geometry shows an opposite behavior. In this case, the
Tiint is not near the surface, thus, the energy cost required to form an S0
polaron is higher. In fact, the CO+S0-polaron complex does not conveniently
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form (Eads= −27 meV instead of −253 meV).
In conclusion, the CO+S0-polaron complexes are energetically favorable

only if the adsorption takes place in the proximity of the interstitial Ti atom.
This is in agreement with the results achieved in the case of oxygen vacancies,
where only the NNN-TiAS0 site allows for the formation of the CO+S0-polaron
complex. The formation of S0 polarons seems to require not only the presence
of the CO adsorbate but also the attractive interaction of either an oxygen
vacancy or Ti interstitials.

The CO+S0-polaron complexes show the characteristic double-lobed sig-
nature in filled-state STM simulations on any considered slab (see Fig. C.10
comparing the STM signals in proximity of Tiint and VO). Similar results can
be obtained also for CO+S0-polaron complexes away from lattice defects (not
shown). Therefore, the double-lobed STM spots and the associated electronic
charge transfer towards the CO 2π∗ orbitals seem to be an intrinsic character-
istics of S0 polarons, independent of the specific type of defect responsible for
the electronic reduction. Importantly, the low-temperature filled-state STM
measurements in Fig. 5.6 detect the double-lobed spots only in correlation with
the oxygen vacancies, precisely, only on NNN-TiAS0 sites. This is an indication
that interstitial Ti atoms are not present in shallow (S0S1) positions near
oxygen vacancies, mostly due to the VO-Tiint electrostatic repulsion [162].

5.5 Outline of the adsorption on polaronic TiO2(110)

The interplay between polarons and adsorbed CO molecules significantly in-
fluences the adsorption scheme: It affect the adsorption energies, the bonding
distances from the surface as well as the C-O bond length (Fig. A.9). The var-
ious polaron-CO coupling schemes presented here are consistent with reported
experimental data on the CO adsorption: In temperature programmed desorp-
tion (TPD), the TPD spectra measured on the rutile (110) surface [208] are
complex, with multiple desorption peaks. Contrary, the same experiment per-
formed on the anatase TiO2(101) surface [215] shows a single desorption peak
only. This can be associated with the absence of small polarons on the anatase
(101) surface [48], which simplifies the adsorption scheme in comparison to the
polaronic rutile. In a similar way, infrared absorption spectra of CO on the
anatase (101) surface always exhibits a single absorption peak [215], while the
rutile (110) surface shows either one or two vibrational states, depending on
the reduction level of the crystal [211].

In turn, polaronic states are drastically affected by the presence of CO
molecules on the surface. The CO adsorption promotes polarons transfer from
subsurface to surface sites, in particular at strongly reducing conditions, thus
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reinforcing the reactivity of surface Ti5c sites. Three distinct types of adsorp-
tion can occur, with well-defined distinctive characteristics: CO on VO sites,
CO on Ti5c sites weakly coupled with polarons in the subsurface (manifested
by weak circular features in filled-state STM images), and strongly coupled
CO+S0-polaron complexes on NNN-Ti5c sites (appearing as double-lobes in
filled-state STM images). The coupling between CO and polarons and its in-
teraction with the defective lattice effectively influences the dynamics of the
CO+polarons complexes, enabling breaking and recombination of the CO-
S0/S1 complexes.

This comprehensive picture of the CO adsorption process on the polronic
TiO2(110) surface solves long-standing ambiguities and conflicting interpreta-
tions, and set the path for revisiting the interpretation of adsorption processes
in polar semiconductors and transition metal oxides.
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Chapter 6

Conclusions

This doctorate project has investigated fundamental aspects regarding po-
larons in TiO2, an archetypal transition-metal oxide, revealing their impact on
the material properties and functionalities. The rutile TiO2(110) and the elec-
tron small polarons have been at the core of the study, performed by density-
functional theory calculations, supported by surface sensitive experiments.

The systematic analysis of the polaron properties presented in Chapter 3
represents the keystone for the interpretation of the phenomena occurring on
polaronic oxide surfaces. The energetics of small polarons can be considered
in terms of essentially three aspects. First, charge trapping occurs more fa-
vorably on specific lattice sites on the subsurface layer of TiO2(110), due to
the local electrostatic potential and to the crystal structure flexibility. Sec-
ond, the polaron-polaron repulsive interaction is particularly strong at small
distances, and configurations with polarons on nearest sites are unfavorable.
Third, positively-charged point defects, such as oxygen vacancies and Ti inter-
stitials, attract the (negatively charged) small polarons. Therefore, small po-
larons are expected to form preferentially on subsurface sites in the proximity
of these defects, and maximizing the polaron-polaron distance, simultaneously.

The investigation on the spatial extension of the polaronic charge density
shed further lights on the polaron properties. Small polarons show specific
orbital symmetries, depending on the trapping site and the local lattice dis-
tortions. Despite subsurface sites host most of the polaronic charge, a con-
siderable amount of charge density spreads over neighbor sites and towards
the surface. This spatial extension allows to detect the subsurface polarons by
filled-state STM measurements. Moreover, the charge density overlap between
two polarons is energetically unfavorable, since it enhances the short-range
polaron-polaron repulsion, and it affects significantly the polaron distribution.
Consistently, small polarons tend to form a characteristic 3×1 pattern on the
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subsurface sites (one polaron every three lattice sites along the [001] direction)
in order to minimize the charge overlap.

Chapter 4 relates the polaron properties to the surface thermodynamic sta-
bility. On strongly reduced samples, experiments observe a phase transition
from the (1×1) TiO2(110) surface to a (1×2) Ti2O3-reconstructed surface. The
(1×1) phase is not able to conveniently host large amounts of excess electrons,
since polarons preserve the 3×1 pattern even at strongly reducing conditions.
Conversely, the (1×2) reconstruction can accommodate larger amount of ex-
cess electrons, providing easily reducible sites for polaron formation. As a con-
sequence, the (1×2) phase becomes energetically more favorable on strongly
reduced samples.

The impact of polarons on the material properties is outlined also in Chap-
ter 5, considering the CO adsorption process. CO molecules can adsorb on the
oxygen vacancies and on the five-coordinated Ti sites on TiO2(110). Subsurface
polarons show repulsive interaction with the CO adsorbates. Nevertheless, on
samples with high concentration of surface oxygen vacancy, CO molecules can
promote polaron transfer from subsurface to surface sites. Surface polarons
show a different behavior and couple with the adsorbates, strengthening the
CO adsorption by partial transfer of the polaronic charge towards the CO
orbitals. The study of the formation of polaron-CO complexes solves long-
standing ambiguities and conflicting interpretations of experimental results on
the CO adsorption process.

As a general conclusion, polarons are, clearly, extremely important in the
physics and chemistry of oxides. Polarons are indeed determinant in order to
correctly understand the phenomena presented here. Theoretical studies over-
looking polaron formation would predict inadequate thermodynamic phase
diagrams for TiO2(110). Similarly, interpretations disregarding the polaron
dynamics from subsurface to surface sites are unable to explain the CO ad-
sorption process. The apparent contradictions are fully solved in the polaronic
picture.

Importantly, the study of polarons in the density-functional theory frame-
work requires careful considerations on technical aspects (as discussed in detail
in Chapter 2 and Appendix A). In fact, the charge localization brings compli-
cations in the calculations, which can lead to unrealistic results. The crucial
step is figuring out which polaronic configuration determines the ground state
of the system under consideration. Quite some efforts need to be spent by
comparing the energetics of different configurations, which can be obtained
by controlling selectively the polaron localization or by relying on molecular
dynamics calculations. There is no guarantee that the spontaneous charge
localization obtained by single shot calculations represents the ground state.
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Polarons certainly play primary roles in numerous physical and chemical
processes taking place on transition-metal oxide surfaces. Fascinating inves-
tigation areas include catalysis, electron transport, optical absorption, ther-
moelectricity, magnetoresistance, and high temperature superconductivity. In
order to analyze diverse phenomena, it would be interesting to extend the
systematic study of the polaron properties reported here for TiO2(110) to
other materials (including ceria compounds, SrTiO3, KTaO3 and LaMnO3 per-
ovskites).
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Appendix A

Polarons in TiO2: Crucial
aspects of the computational
setup

The study of polaron states by first principles calculations is a
delicate task. Results are affected by the computational setup, and
the risk of achieving unrealistic outcomes is high.

It is therefore essential to investigate the dependence of crucial
quantities at play on the approximations and parameters adopted
in the calculations. This Appendix reports some of the most rele-
vant aspects to consider while studying polarons on TiO2(110) in
the DFT+U framework.
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Appendix A: Computational setup details

A.1 Slab thickness convergence

The modeling of TiO2(110) requires careful technical considerations. The DFT
calculations are usually performed by using slabs which consist of few TiO2

layers (ranging typically between four and ten), embedded in periodic bound-
ary conditions, alternated with a thick vacuum region of about 10–20 Å. It is
well known that the surface energy [216], the adsorption energy [217, 218] and
the energy band gap [219] show slowly-converging oscillations as a function of
the number of layers used to model the stoichiometric TiO2 slab. The oscilla-
tions are due to a pairing of the TiO2 layers, which lowers the energy of slabs
with an even number of layers.

Figure A.1: Slab thickness and polaron formation energy Polaron for-
mation energy for TiAS0 (up pointing triangles) and TiAS1 (down pointing
triangles) polarons as a function of the slab thickness (number of TiO2

layers). The results were obtained by using 3×2 slabs with zero (panel
a) or one (panel b) VO and one excess electron, corresponding to a +1
and −1 charged system, respectively. [Unpublished Figure]

The polaron formation energy obtained for a stoichiometric TiO2 slab
presents a similar oscillating behavior, as shown in Fig. A.1(a). The formation
of polarons on the S1 layer is more favorable than on the S0 layer, as expected
(Sec. 3.2). Both the S1 and S0 polarons are characterized by oscillating EPOL

energies, which converge only at 7 layers with a precision of 100 meV. Im-
portantly, the EPOL difference between the two types of polarons seems to be
independent of the number of layers.

The formation of oxygen vacancies on the rutile surface, drastically change
the EPOL trend. As shown in Fig. A.1(b), an S1 polaron is characterized by
EPOL values which are converged within 25 meV by using only 5 layers, without
any strong oscillation.
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The following sections discuss additional aspects, such as the effects of
the lattice strain (Sec. A.2), and the effects of the approximations for the
exchange-correlation DFT term (Sec. A.3 and A.4). Future studies could be
pointed into the direction of investigating the dependence of EPOL on other
relevant computational parameters, such as the lateral size of the unit cell.

A.2 Lattice strain

The polaronic properties presented in the main text are quite robust upon
variations of the computational setup. However, some particular parameters
used for the simulations may affect the description of the system, in specific
cases. In fact, inappropriate technical choices can favor the formation of S0
polarons instead of S1 polarons.

Figure A.2: The strain dependence of the S0 and S1 polaron stabil-
ity. The graph shows the energy difference (∆EPOL) for the formation
of an S0 and an S1 polaron, as a function of the lattice strain along
[001]. The calculations are performed by using a 6×2-large slab, includ-
ing two (one) vacancies on the surface, corresponding to cVO= 16.7%
(cVO

= 8.3%), together with four (two) polarons. One of the polarons is
localized selectively on an S0 or S1 site, while the others are kept fixed
in energetically favorable S1 sites. [Unpublished Figure]
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[A.2.1]
Polaron
stability

vs strain

As discussed in Sec. 3.2, polarons localized on TiAS1 and TiAS0 sites are char-
acterized by different lattice distortions. In particular, a TiAS1 polaron tends to
attract the nearest-neighbor Ti atoms along [001] towards the polaronic site.
Conversely, the TiAS0 polaron increases the distance of the hosting site with
the nearest-neighbor Ti atoms along [001]. In other words, the S0 polaron is
subjected to a compressive strain, while the S1 polaron experiences a tensile
strain.

As a consequence of the opposite behavior of the polaronic distortions, the
S1 and S0 polarons are affected by the strain along [001] to a different extent.
Figure A.2 summarizes the comparison between TiAS1 and TiAS0 polarons. A
tensile strain along [001] strengthens the formation of S0 polarons and weak-
ens the stability of S1 polarons, due to the increase of the bond lengths. The
difference (∆EPOL) between the EPOL energy values for the S0 and S1 po-
larons decreases with increasing tensile strain, thus reducing the stability of
S1 polarons, especially on strongly reduced surfaces (cVO= 16.7%). Ultimately,
for very large values of the strain (over about 3%) the TiAS0 sites become the
most favorable sites for polaron formation (∆EPOL< 0).

[A.2.2]
The

strain
and the

(1×2)
phase

Therefore, samples under tensile strain along [001] favor the polaron hop-
ping towards the S0 surface, as compared to samples with the low-temperature
experimental lattice constant c = 2.953 Å [12]. The [001] lattice parameter
chosen to model the TiO2(110), thus, plays a crucial role. A large lattice
parameter would favor the energetic stability of the S0 polarons in the sim-
ulations. Even tough for reasonable amounts of strain (up to ≈ 3%) the S1
polarons still remain the most favorable ones, some specific properties, as the
surface energy, might change sensibly.

As discussed in details in Chapter 4, the (1×1) phase of the rutile TiO2(110)
surface is found to reconstruct into a (1×2) structure. The experimental obser-
vations show that the (1×1)-to-(1×2) transition takes place on highly reduced
(1×1) surfaces, specifically for cVO= 16.7%. This phenomenon was investigated
by computational techniques, modeling the TiO2 system with an expanded
[001] lattice parameter (about 0.5%) in order to mimic the high temperature
(T = 700 K) features of the compound. However, this choice overestimates the
stability of the S0 polarons, leading to a slightly larger critical concentration
(cVO= 22%). By using the low temperature lattice parameters, the comparison
with the experiment is expected to improve.

[A.2.3]
Strain

and ad-
sorption

An additional important consequence of the strain effect on the polaron sta-
bility regards the study of the molecular adsorption. In particular, as detailed
described in Chapter. 5, the adsorption energy and the spatial configuration of
the CO molecules strongly depends on the presence of polarons. As observed
in STM and AFM experiments at low reducing conditions, the CO molecules
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preferably adsorbs at large distances from the oxygen vacancy. Conversely, at
high reducing conditions, adsorption on NNN-TiAS0 sites is more convenient,
due to the formation of CO+S0-polaron complexes. These results are in ex-
cellent agreement with the simulations, as far as the low-temperature [001]
lattice parameter is used in the calculations.

Figure A.3: Strain effects on the adsorption process. Panel (a):
The polaron formation energy EPOL is reported as a function of the
strain along [001] with respect to the low-temperature lattice param-
eter (c = 2.953 Å). One CO molecule is adsorbed on the NNN-TiAS0

site. Filled and empty symbols correspond to cVO
= 5.6% and 17.6% re-

duced slabs, respectively. Down-pointing triangles indicate the presence
of an S1 polaron below the CO molecule, while the up-pointing trian-
gles represents the CO+S0-polaron complex. Panel (b): The adsorption
energy Eads is reported for a CO molecule adsorbed on various sites, on
a cVO= 5.6% reduced slab, as indicated by the sketch. This figure is
analogous to Fig. 5.7, but a strain of about 0.5% is applied along [001].
[Unpublished Figure]

Figure A.3 shows the effects of the strain on the polaron formation and CO
adsorption energies. The EPOL data in Fig. A.3(a) are obtained by using a 6×2
slab and varying the lattice parameter along [001]. A CO molecule is adsorbed
on the NNN-TiAS0 site, and a polaron is localized below the CO, on the S0
or S1 layer. At zero strain, the formation of a S0 polaron is more favorable
than S1 polarons, at any reducing condition. By applying a tensile strain, S0
polaron formation becomes further favorable. This result is in agreement with
the data show in Fig. A.2 for the clean (i.e., no adsorbates) surface.

Interestingly, the increased stability of the S0 polaron upon strain affects
the CO adsorption and worsen the comparison with the experiment. In fact,
as shown in Fig. A.3(b), a tensile strain of 0.5% stabilizes CO+S0-polaron
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complexes, even on weakly reduced surfaces. This is clearly in disagreement
with the experimental observation, since the CO+S0-polaron complexes are
observed only on strongly reduced surfaces (see Fig. 5.6). The agreement with
experiment is recovered by using the low-temperature lattice parameter (see
Fig. 5.7).

Figure A.4: Dependence of the c lattice vector on the amount of
surface oxygen vacancies. The energy of the system in the delocal-
ized solution, modeled by a 6×2-large slab, including two (zero) surface
vacancies, corresponding to cVO

= 16.7% (cVO
= 0%), is reported as a

function of the strain along the c lattice vector, i.e., along [001]. Both
the energy and the strain are given in terms of the low temperature sys-
tem (c = 2.953 Å), used as a reference. The dashed lines indicate the
amount of strain minimizing the energy. [Unpublished Figure]

[A.2.4]
The c
lattice
vector

Therefore, a careful setup of the [001] lattice vector is required in order to
obtain accurate and reasonable results. However, typically, DFT+U calcula-
tions based on GGA functionals overestimate the lattice vectors with respect
to the experiments, which is the case also for the c lattice parameter along
[001] of TiO2(110). The value of the c lattice vector predicted by the simu-
lation corresponds to a strain of about 3% with respect to the experimental
value (c = 2.953 Å [12]), as shown in Fig. A.4. As described above, this large
overestimation of the lattice parameter drastically affects the stability of the
polarons, favoring, unrealistically, the formation of S0 polarons. By using the
low-temperature experimental parameters to describe the geometrical proper-
ties of the lattice, the results on the polaronic properties are more reasonable.

Interestingly, as shown in Fig. A.4 for both the stoichiometric and strongly
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reduced surfaces, the calculated [001] lattice parameter becomes larger as the
concentration of oxygen vacancies increases, due to the broken bonds on the
surface, at the VO sites. This trend of the lattice parameter, obtained by
forcing the excess electrons into the delocalized solution, sheds some light
on the propensity of the strongly reduced samples to host S0 polarons. In
fact, the S0 polarons are revealed in AFM and STM experiments on sampled
exposed to CO, but only at strongly reducing conditions. The propensity of
strongly reduced TiO2(110) surfaces to host S0 polarons can be related to this
stretching of the lattice vector along [001]: A large VO concentration not only
attracts polarons towards the surface via electrostatic interaction, but also
stretches the lattice parameter, which in turns reduced the compressive strain
and favors the formation of S0 polarons.

A.3 The U

The stability of the S0 and S1 polarons depends strongly on the choice of
the U parameter adopted in the DFT+U calculations. Figure A.5 shows the
comparison of the EPOL energy for S0 and S1 polarons as a function of U ′. By
setting U ′ to the value U cRPA = 3.9 eV obtained from cRPA calculations [48],
S1 polarons are largely more favorable (by approximatively 100 meV) than
S0 polarons, even at strongly reducing conditions [Fig. A.5(a)]. By adopting
a smaller U ′ value, the stability of the S1 polarons is further reinforced with
respect to the S0 ones. On the other hand, larger U ′ values favor the formation
of S0 polarons: At U ′ ' 5 eV (approximatively 1 eV above the U cRPA value)
formation of S1 polarons becomes energetically less favorable. The linear trend
shown in Fig. A.5(a) indicates an extraordinary stability for the S0 polarons if
a very large U ′ is used. Since the stability of the S0 polarons is not supported
by the experimental observations (at least at low temperature), these large U ′

values should be avoided in the calculations.
Moreover, the trend of EPOL shown in Fig. A.5(b) for the S0 and S1

polarons, individually, shows a discontinuity of the linear trend (at around
U ′ ' 7 eV). Therefore, the interpretation of the stabilization process of S0 po-
larons upon increase of the U ′ value is not trivial. Certainly, a larger U ′ value
determines a stronger polaronic-charge localization at the hosting site (which
can be evaluated by inspecting the local magnetization). The trend of the
magnetic moment of the hosting TiAS1 site is shown in the inset in Fig. A.5(b).
At large U ′ values, the magnetic moment is large (approximatively 1 µB), while
at small U ′ values, the charge localization decreases rapidly.

The discontinuity in the EPOL trend seems to be related to the energy value
characterizing the polaronic state with respect to the valence band. Figure A.6
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Figure A.5: Dependence of the S0 and S1 polaron stability on the
U parameter. Energy difference (∆EPOL) for the formation of an S0
and an S1 polaron, as a function of the effective U ′ = U − J parameter
(a). One polaron is localized selectively on an S0 or S1 site, while the
others are kept fixed on energetically convenient S1 sites, in a 6×2-large
slab with cVO= 16.7% and 8.3%. The EPOL is shown for the S0 and
S1 polarons, individually, for a 6×2-large slab with one VO (cVO= 8.3%)
and one excess electron, i.e., +1 charge state (b). The inset shows the
trend for the local magnetic moment M of the Ti atom hosting the S1
polaron. [Unpublished Figure]

show the density of states obtained in a slab with an S1 polaron, by using
various values for U ′. At low U ′ values (U ′ . 4.5 eV), the polaronic state is
sharply located in the energy gap region. Around U ′ ' 4.5 eV, the polaronic
state overlaps with the valence band. It has to be noticed that these data were
obtained by using a slab in a +1 charge state; as a consequence, the energy
band gap is modified by the extra positive charge, thus, the DOS-polaron
overlap could occur for slightly different U ′ values (i.e., few tenths of eV) in
the neutral slab. The d states of the hosting Ti site show no sharp features at
U ′ ' 7 eV, that is in correspondence of the discontinuity in EPOL [Fig. A.5(b)].

The U parameter affects also the polaronic distortions. Figure A.7 shows
the trend of the polaronic distortions as obtained for a TiAS1 polaron, consider-
ing the six coordinated O atoms (two apical along [11̄0], two equatorial above
and two equatorial below the reference Ti) and the two nearest Ti atoms along
[001]. As one might expect, the bonds of the polaronic TiAS1 atom with the
octahedrally coordinated O atoms increase as U ′ increases [Fig. A.7(a-c)], due
to the enhanced charge localization (in agreement with the inset in Fig. A.5).
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Figure A.6: The dependence of the polaron state on the U parameter.
The total DOS (filled area) and the partial DOS projected on the TiAS1

atom hosting the polaron (solid line) are reported for various values of
U ′ (as indicated in the image). The vertical line represents the value
of the Fermi energy. These data were obtained by using a 6×2-large
slab, with one VO (cVO= 5.6%) and one excess electron only (+1 charge
state). [Unpublished Figure]

A similar trend is observed also for the system constrained in the delocalized
electron solution. A comparison of the trend of the distortion between the
localized and delocalized solutions is shown in Fig. A.7(e-g): The bonds of
the polaronic Ti site with the two apical O atoms increase less in the pola-
ronic solution than in the delocalized solution. Conversely, the bonds with the
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Figure A.7: Dependence of the bond lengths and the polaronic dis-
tortions on the U parameter. The bond lengths for a polaronic TiAS1

atom (a-d) and the variations with respect to the delocalized solution
(i.e., the polaronic lattice distortions, e-h) are shown for the octahedrally
coordinated O atoms (a-c, and e-g) and the nearest Ti atom along [001]
(d and h). The two apical O atoms are along [11̄0], while the four equa-
torial O atoms can be either closer to the surface or deeper towards
the bulk than the polaronic TiAS1 (i.e., above and below, respectively).
[Unpublished Figure]

equatorial O atoms are stretched more in the localized solution. This different
behavior between the equatorial and apical O atoms could be attributed to the
spatial extension of the electronic charge of the TiAS1 polaron, which develops
more along the [110] and [001] directions, rather than [11̄0].

Figure A.7(d,h) shows the distortions involving the nearest neighbor Ti
atoms along [001]. Being positively charged (nominally Ti4+), the nearest
Ti atoms are expected to move towards the Ti3+ polaronic site, as observed
indeed at U ′ = U cRPA (see Sec. 3.2). Surprisingly, larger values of U ′ push the
neighbor Ti sites away from the polaronic TiAS1. In fact, the Ti-Ti distance
increases upon increase of U ′ [Fig. A.7(d)] and tends to the value obtained in
the delocalized solution [the polaronic distortion tends to zero Fig. A.7(h)].
This behavior is not trivial, and its interpretation would require additional
efforts. To this aim, it could be helpful to disentangle the various contributions
at play, such as the amount of charge localization and the degree of lattice
distortions. Therefore, an efficient strategy would be to explore various values
of U ′ and relax only the electronic states, using a fixed lattice structure.
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Figure A.8: Effect of the U parameter on the TiO2(110) surface
reconstruction. (a), Polaron formation energy EPOL calculated by
using different values of U ′ (i.e., the effective U parameter). (b)
TiO2(110) surface phase diagram; surface free energy ∆G (calculated
using U ′ = 2.9 eV) for the most stable configurations obtained from the
MD (by using U ′ = U cRPA = 3.9 eV) for the reduced (1×1) structures at
different VO concentrations (all lines except magenta) and for the (1×2)
Ti2O3 reconstruction (magenta line) as a function of the oxygen chemi-
cal potential ∆µO. The delocalized and localized solutions are presented
in the upper and lower panel, respectively. Figure adapted from Physical
Review X, Supplemental Material©2017 American Physical Society [4].

[A.3.1]
The

(1×2)
surface

As discussed above, the choice of the U ′ value characterizes the polaronic
properties of TiO2, thus one might wonder about the stability of the polaronic
(110) surface. As discussed in Chapter 4, the (1×1)-to-(1×2) phase transition
of the TiO2(110) surface is well described by DFT only if polaron formation is
accounted in the calculations. In fact, simulations with the system constrained
in the delocalized electron solution disagree with the experimental observations
of a structural reconstruction occurring at cVO= 16.%.

However, the physical description obtained for the localized solution holds
qualitatively for any amount value of U ′. Figure A.8 shows the results for the
polaron formation energy and the stability of the TiO2(110) surface, obtained
considering various values of U ′. It has to be noticed that these data were
obtained by fixing the lattice structure at the polaronic solution obtained by
using U ′ = U cRPA = 3.9 eV, while only the electronic states were relaxed at
the given U ′.

Clearly, the (1×2) reconstruction favors polaron formation more than the
(1×1) phase, as the reconstruction provides larger polaronic energy at any
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value of U ′. Specifically, Figure A.8(a) shows the behavior of the polaron
formation energy EPOL as a function of U ′. The energy gain in the (1×2)
reconstruction with respect to the reduced (1×1) surfaces is only slightly de-
pendent on the U (i.e., the various EPOL(U) lines are essentially parallel).
Furthermore, the polarons remain localized (i.e., EPOL< 0) even at very low
values of U ′ (down to ' 2.3 eV) at the optimal concentration of oxygen vacan-
cies cVO= 16.7% and (down to ' 1.5 eV) in the reconstructed phase. Moreover,
the choice of U ′ is not crucial in changing the physics of the (1×1) to (1×2)
transition. In fact, the phase diagram obtained for U ′ = 2.9 eV, shown in
Fig. A.8(b), is qualitatively analogous to the corresponding one obtained for
U ′ = U cRPA = 3.9 eV (see Fig. 4.8), and confirm the polaron-driven character
of the transition.

Eventually, an analysis including also the lattice distortions induced by
the different U ′ values could change slightly this description, since the S0 and
S1 polarons are affected to a different extent (as shown above in Fig. A.5).
Specifically, a reduction of the U ′ parameter used in calculations could lead
to an improved agreement with the experiment: A smaller U ′ disfavors the
formation of S0 polarons, which takes place predominantly at cVO= 22.2%;
therefore, the critical VO concentration would be pushed towards the experi-
mental measurement (cVO= 16%) upon decrease of the U ′ parameter.

A.4 Van der Waals interactions: Comparison

among different methods

In general, the density functional theory does not provide a satisfying descrip-
tion of the long-range van-der-Waals interactions between the adsorbate and
the substrate, due to the approximations used for the electronic correlation.
Therefore, different computational setups were tested in order to simulate the
CO adsorption on the rutile TiO2(110) surface:

(i) no van der Waals correction (no-vdW);

(ii) the D3 correction method of Grimme et al. [220] with the Becke-Jonson
damping [221] (PBE-D3);

(iii) the D3 correction, also including the revised version of the PBE func-
tional [138] (revPBE-D3);

(iv) the optimized PBE functional [137], also including the correction pro-
posed by Dion et al. [138] (optPBE-DF). This setup was used for the
data presented in Ch. 5 (see method section, Sec. 2.1.9).
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Figure A.9: Comparison among different computational methods.
The adsorption energy (a), the CO distance from the rutile surface
(b) and the C-O bond length (c) are shown for a weakly reduced slab
(cVO

= 5.6%). Various adsorption conditions are considered: CO ad-
sorbed on NNN-TiAS0 in the presence of an S1 or S0 polaron, as well as
CO adsorbed on the VO. The distance from the surface is given in terms
of the nearest Ti atom to the CO molecule. Figure adapted from Phys.
Rev. L, Supplemental Material ©2018 American Physical Society [2].

Figure A.9 summarizes the most relevant quantities for the CO adsorption,
as obtained by using the various setups (i-iv) described above. As shown in
Fig. A.9(a), adsorptions are predicted to occur with Eads in a range of −0.2,
−0.3 eV, if a van der Waals correction of any type is included in the simulations.
There is a satisfying agreement among all adopted schemes, at any considered
adsorption site and polaronic configuration. As expected, neglecting the van
der Waals correction leads to extremely small values for Eads.

On the other hand, the distance of the CO molecule from the rutile surface
is not sensitive to the inclusion of the van der Waals correction [Fig. A.9(b)].
However, a slight disagreement for the revPBE-D3 case for a CO molecule
adsorbing on the oxygen vacancy site has to be reported. The revPBE-D3
method also slightly overestimates the C-O bond length by 0.3 pm, as com-
pared to the other setups [Fig. A.9(c)]. The C-O bond length appears to be
site dependent, with similar trends among the various computational setups.
In particular, when the CO molecule is adsorbed on the NNN-TiAS0 site, the
formation of a CO-S0-polaron complex increases the C-O bond length, due to
the charge transfer towards the 2π* antibonding CO orbitals, which does not
occur in presence of S1 polarons (as described in Ch. 5).

Figure A.10 shows the effects of the computational setups (i-iv) on the vi-
brational frequency of the CO bond. At variance with the quantities analyzed
above (i.e., Eads CO-TiO2 distance and C-O bond length), the quantitative
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Figure A.10: CO vibrational frequency obtained by different com-
putational methods. The data are shown from left to right for the
CO in the gas phase (gas), or adsorbed (on a 9×2 slab with one VO) on
the VO site (VO), on the NNN-TiAS0 site combination with an S0 polaron
(S0pol), or with an S1 polaron (S1pol), or in the absence of polarons in
the proximity (NoPol1), on a Ti5c site far from the VO and the polarons
(NoPol4), and, finally, on a Ti5c on a pristine slab. This figure is anal-
ogous to Fig. 5.9, but here a stretched (0.5%) lattice vector along [001]
was used to model the slab. [Unpublished Figure]

agreement among the different methods is poor. However, all the inspected
setups agree on a qualitative level, except the revPBE-D3 method. In fact,
for any of the other three methods considered, the vibrational frequency seems
to be lowered by the CO molecule adsorbing on the VO site or forming CO-
S0-polaron complexes, as compared to the CO molecules at large distance.
The frequency reaches larger values as far as the CO adsorption occurs further
away from the VO and the polarons, and tends to the value obtained for the
pristine slab (calculated only in the optPBE-DF setup). This result is in qual-
itative agreement with the experimental infrared spectroscopy data available
in literature [211] (see Sec. 5.2).

The computational description of the CO adsorption appears to be solid
and robust, even upon change of the computational setup. However, a strong
disagreement stands out by considering the vibrations of the CO molecule in
the gas phase. In fact, the experiments reveal a blue shift of 45 cm−1 for the
vibrational frequency of CO adsorbed on a pristine sample [211]. Conversely,
the simulations result into a smaller shift (approximatively 20 cm−1) and the
value of the vibrational frequency of the gas phase is similar as for CO ad-
sorbing on VO or forming a CO-S0-polaron complex (in any investigate setup,
with larger deviations for the revPBE-D3 setup).
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Polarity-driven surface
reconstructions in KTaO3

Bulk terminated surfaces are typically unstable, and both elec-
tronic and atomic relaxations occur, including lattice reconstruc-
tions of the surface layers, as described in Chapter 4 for the polaron-
driven surface reconstruction on TiO2(110). In polar materials,
the instability is mainly due to an uncompensated polarity. The
KTaO3 perovskite offers the possibility to study a wide range of
polarity driven relaxations and reconstructions taking place on its
(001) surface.

Within this doctorate project, the experiments have driven the
study on this compound [5]. This Appendix reports the main find-
ings, with a particular interest on the computational aspects.
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B.1 Introduction

Typically for any material, the atomic structure at the surface differs from
the lattice in the bulk. The broken bonds at a bulk terminated surface can
induce minor atomic relaxations in order to minimize the surface energy. Al-
ternatively, major structural reconstructions can occur. This is the case of the
transition from a (1×1) surface to a (1×2) phase on rutile TiO2(110), described
in Chapter 4, due to the electronic charge trapping and formation of polarons.
Another example is given by a well studied class of surface reconstructions due
to the polarity of the materials [169].

All ionic materials have unstable, polar surfaces [16]. Ionic crystals can be
considered as stacks of alternately charged lattice planes along certain crys-
tallographic directions. When a crystal is terminated perpendicular to such a
polar direction, the electrostatic energy diverges. The resulting instability can
be compensated in various ways, e.g., by charge transfer, structural reconstruc-
tions, changes in the surface morphology, or by chemical doping [222–224].
Such compensation mechanisms often create unusual physical and chemical
materials properties [225, 226]. Surface polarity has been discussed contro-
versially, particularly for perovskite oxides. These materials have a chemical
formula ABO3, where the larger A cation is 12-fold coordinated and the smaller
B cation is 6-fold coordinated. Along the [001] direction, they contain AO and
BO2 planes that in many cases carry formal positive and negative charges.
Tantalates and niobates (B=Ta or Nb) are prototypical examples of polar per-
ovskites. Many compounds exhibit (incipient) ferroelectricity [227], providing
attractive options for electronics and sensors. The built-in field can also en-
hance electron-hole separation in light-harvesting schemes [228]; indeed, these
materials are highly efficient photocatalysts [229] with a record quantum ef-
ficiency for photochemical water splitting greater than 50% [230]. Because
surfaces play a major role in all these applications, it is important to under-
stand which response the system selects to relieve the electrostatic instability.

This Appendix shows how one system reacts in many different ways to al-
leviate the resulting energetic instability. The polar (001) surface of KTaO3

is described as a representative case using atomically-resolved microscopy and
spectroscopy, integral surface analysis techniques, and density functional the-
ory. KTaO3(001) undergoes an entire series of routes to polarity compensation.

This brief introduction is followed by some considerations on the bulk
KTaO3 and its description via several computational techniques (Sec. B.2).
The description of the KTaO3(001) surface includes a discussion on the two
types of bulk termination, formed by KO or TaO2 planes (Sec. B.3), the anal-
ysis of the energy minimization process upon annealing in vacuum (Sec. B.4)
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and in a water environment (Sec. B.5). Details on the computational and ex-
perimental methods are described in Sec. B.6. This Appendix is concluded by
Sec. B.7, which provides the reader with an overview of the whole study and
points out the most interesting outcomes.

B.2 Bulk KTaO3

Figure B.1: Band structure of bulk KTaO3. Different colors indicate
the projection on the Ta (green), K (blue) and O (red) orbitals. Figure
adapted from Science ©2018, Supplemental Material [5].

This study analyzes via computational and experimental techniques the
electronic and structural properties of the KTaO3(001) surface. Calculations
are performed in DFT framework, adopting the PBE functional (details of the
computational setup in Sec. B.6).

Figure B.1 shows the calculated band structure of bulk KTaO3, projected
onto the various atomic orbitals. The conduction band is formed mainly by
Ta 5d states partially mixed with O p states, while the valence band originates
mainly from oxygen p states. K p states appear at deeper energies. The
calculated band gap at the PBE level is approximatively 2 eV, significantly
smaller than the experimental value of 3.6 eV [231], which is due to the well-
known limitations of standard DFT. Beyond-DFT methods could certainly
improve the description of the electronic structure of the bulk [232], however
they would be too hardware-demanding when applied to slabs containing many
atoms (this study involves large surface supercells with more than one thousand
atoms).

Fig. B.2 shows a comparison for the energy band gap obtained by different
methods. As mentioned already, the PBE functional is not able to reproduce
the experimental band gap, unless a large correction to the on-site interaction
is applied to the Ta atoms (UTa = 8.4 eV), which is physically not justified.
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Figure B.2: Computational energy band gap of bulk KTaO3. Different
methods are compared to the experimental value (dashed line), shown
as a function of the on-site interaction parameter used on the Ta atoms
(UTa): PBE functional with no further correction [PBE+U (UO = 0)];
PBE functional with further correction of the on-site interaction (UO =
8 eV) on the O atoms [PBE+U (UO = 8)]; SCAN functional [SCAN+U
(UO = 0)]; PBE functional, including spin orbit coupling (PBE+SOC);
hybrid functional (Hybrid-DFT (25%)]. The dotted lines outline the
intersection with the experimental value. [Unpublished Figure]

Adding a correction also on the O atoms (UO = 8 eV) does not change the
result substantially. Localized states are indeed expected to play a minor role
in bulk KTaO3, thus the DFT+U does not significantly improve the description
of the system. The inclusion of the spin-orbit coupling term in the calculation
is also irrelevant. While the SCAN [233] functional improves only slightly
the band gap description, the real breakthrough is obtained only by adopting
hybrid functionals. In this study, part of the PBE results for the KTaO3(001)
surface were compared to the hybrid functional calculations (on structures kept
fixed at the atomic position relaxed by PBE). However, a full study of the
KTaO3(001) surface and its various surface reconstructions, including atomic
relaxations performed at the hybrid functional level appears too demanding.

As shown in the following, the small band gap obtained in the PBE frame-
work leads to some discrepancies with the experiments. Nevertheless, the
overall picture is satisfyingly reproduced.
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B.3 The KTaO3(001) terraces

A scanning tunneling microscopy (STM) image [Fig. B.3(A)] of the surface of
a KTaO3(001) single crystal after cleaved in ultrahigh vacuum (UHV) shows
three steps running horizontally along the [100] direction. These steps have
a height of about 4 Å, i.e., the KTaO3 lattice constant. The entire area is
covered by alternating KO and TaO2 terraces separated by half-unit-cell steps.
Interestingly, these terraces run uninterrupted across the full-height steps. The
KO planes are always on top, while TaO2 is in the ridge region; apparently
the KO plane fractured more easily during cleavage. The KO and TaO2 ter-
minations have a formal charge of -1e and +1e per unit cell, respectively. The
characteristic terrace size is 30 to 80 Å, and their ratio is 1:1. Thus, the top
layer is polarity-compensated on a long-range scale [169]. Although the elec-
tronic structure appears delocalized with no measurable atomic corrugation in
STM, noncontact atomic force microscopy (nc-AFM) readily shows at atomic
resolution a perfect (1×1) bulk-terminated structure with a low defect con-
centration [Fig. B.3(B)]. In a constant-height AFM image, the darker regions
with atomic resolution correspond to the higher-lying KO terraces, and bright,
uniform regions are lower-lying TaO2 terraces. All of the AFM images were
taken in constant-height mode, and on TaO2 terraces the attractive forces were
smaller because of the larger tip-surface distance. The AFM imaging mech-
anism on the KO terraces appears analogous to the prototypical NaCl(001)
surface, which has an identical arrangement of surface ions [234], while imag-
ing the TaO2 on the lower terraces proved more difficult.

Scanning tunneling spectroscopy (STS) showed that the two terminations
have distinctly different electronic structures [Fig. B.3(C)]. The KO terraces
have a wide band gap spanning from −3.5 to +1 V, whereas TaO2 terraces ap-
pears metallic with a shallow state at −0.2 eV, and several deeper-lying states.
These in-gap states does not appear on the smaller TaO2 terraces (below ap-
proximatively 8 unit cells size), and were also absent in the border area (about
2 unit cell wide) around the KO islands. Figure B.3(E) shows a representative
spatial distribution of the in-gap states. These states exhibited a characteris-
tic wave-like pattern with approximatively 16 Å periodicity, indicative of their
delocalized (band-like) character [48, 235]. The electric charge in the in-gap
states counteract the electrostatic potential arising from the TaO +

2 polarity.
However, these states form only when the terrace width (and the related elec-
trostatic potential) exceeds a certain critical limit. The situation bears similar-
ities to the formation of the 2D electron gas at polar interfaces, where acritical
film thickness is necessary [225, 236]. These in-gap states already form on as-
cleaved surfaces, which do not show any defects, and DFT calculations indicate

161



Appendix B: Polarity driven reconstructions

Figure B.3: Cleaved KtaO3(001) Large-area STM (A) and atomically-
resolved AFM (B) images of a KTaO3(001) surface, obtained by cleaving
at 261 K. STS spectra measured above the KO and TaO2 terraces (C).
Atomic structure of the TaO2 and KO terraces, and schematic drawing
of the cleaving (D). Spatial distribution of the in-gap states (E), mea-
sured in the region marked by a dashed square in panel A; dashed lines
mark steps. KPFM image (F) showing the local electrostatic surface
potential (measured on a different region). Figure adapted from Science
©2018 [5].

162

http://science.sciencemag.org/


Doctoral Thesis – Polarons on transition-metal oxide surfaces

a metalization of the surface. The uncompensated electrostatic potential is a
driving force for further polarity-compensation mechanisms, and we estimated
its magnitude using Kelvin probe force microscopy (KPFM). On as-cleaved
surfaces, the local contact potential varied by 0.3 V. Defect-free surfaces were
only achieved for samples cleaved below room temperature.

B.4 Annealing in vacuum and the labyrinth

structure

Figure B.4: KTaO3 surface upon annealing. AFM images (measured at
4.8 K) of the surface after annealing in vacuum to 312 (A), 341 (B), 387
(C), 482 (D) and 517 K (E). The inset in B shows a larger-area STM
image of the region. STM image (F); the corresponding area in E is
marked by a dashed square. Top view of the model used for the DFT
calculations (G); the 2D unit cell is marked by a rectangle. Calculated
surface energy (circles) and electrostatic potential in the center of the
TaO2 terrace (triangles) as functions of the terrace width (H) Figure
adapted from Science ©2018 [5].

Annealing the surface in vacuum results in the development of more efficient
polarity-compensation mechanisms. After raising the sample temperature to
312 K, defects forms on the KO terraces [Fig. B.4(A)]. AFM images of these
defects agrees well with Cl vacancies observed on the prototypical NaCl(001)
surface [234]. Accordingly, the defects are attributed to O vacancies, with
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the corresponding formal charge of +2e being suitable for compensating the
negative charge of the KO regions. The vacancies appear in central regions
of the large terraces, i.e., at the locations with the highest electrostatic po-
tential. The O vacancies are likely created by the migration of O atoms from
the KO terraces toward the interface with TaO2. Annealing at higher tem-
perature (T = 387 K) results in small holes in the central regions of the KO
terraces [Fig. B.4(C)]. The steps tend to align along 〈110〉, the nonpolar step
direction of KO. Upon further annealing to 482 and 517 K, the holes inter-
connect and form a labyrinth-like structure [Fig. B.4(D,E,F)]. At the atomic
scale, the surface still shows the original bulk (1×1) termination, with the KO
and TaO2 terraces alternating in a quasiperiodic pattern separated by half-unit
steps. The ratio of KO:TaO2 remains 1:1, indicating that the process is only
caused by KO rearrangement without desorption or diffusion from or to the
bulk. KPFM measurements show that the O-vacancy formation reduces the
original electrostatic potential by half, and after the surface rearranges into
the labyrinth structure, the measured potential variations are negligible. The
labyrinth structures has a characteristic terrace width of about 15 Å (4 to 5
atoms). Interestingly, the terrace width does not change upon further anneal-
ing: The pattern is remarkably stable up to 700 K. At even higher tempera-
tures, the ordering is lost, likely because of K segregation from the bulk [237].
The magic size of the stripes likely originates from a competition between two
driving forces: Minimizing the terrace size suppresses the electrostatic poten-
tial arising from the polarity, while surface steps cost energy. This hypothesis
was tested by calculating the surface energy and electrostatic potential as a
function of terrace width. The structural model consists of alternating KO
and TaO2 terraces of equal widths w (where w equals the number of K atoms
in the 2D unit cell) separated by steps running along [110] [Fig. B.4(G)]. The
energy minimum is achieved for a w of 4 to 5 atoms, in agreement with the ex-
periment [circles in Fig. B.4(H)]. The electrostatic potential changes smoothly
in the range 1 < w < 8 and then startes to deviate rapidly for higher w,
indicating increasing polar instability [triangles in Fig. B.4(H)].

Figure B.5 shows the calculated density of states as a function of the ter-
race width. A gradual metalization of the surface occurs.For the terrace width
below 4 atoms, there are essentially no changes in the electronic structure and
in the band gap. For wider terraces, the filled O p states of the KO terrace as
well as the empty Ta d states lying on the TaO2 terrace gradually approach
the Fermi energy and start to overlap at w = 12. The mechanism shown in
these calculations is consistent with the STS spectra shown in Fig. B.3(C):
The shallow delocalized in-gap state centered at −0.2 eV can be attributed to
the downwards shift of the conduction band and its partial electronic filling.
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Figure B.5: KTaO3(001) density of states. Calculated DOS of the
labyrinth phase for different terrace width (w = 4, w = 10 and w = 12
from top to bottom). The contributions from the TaO2 and KO terraces
are marked by green areas and red lines, respectively. The inset shows
a detail of the metallic behavior at the large terraces (w = 12). Figure
adapted from Science ©2018, Supplemental Material [5].

The experiment has been performed on a material with n-type doping, thus
the conduction band is likely first filled by electrons from bulk dopants. The
calculations were performed with stoichiometric slabs, thus the charge trans-
fer to the TaO2 terraces can only occur from the KO-termination. However,
the computational setup used here can outline the fundamental mechanisms
taking place in the polarity compensation, but it is not accurate enough for a
full description of the problem. Most notably, standard DFT strongly under-
estimates the insulating gap (as discussed in Sec. B.2) and does not properly
describe the electron localization effects, including polaron formation [141]
(which could possibly be the character of the deeper in-gap states) and the
energy gain associated with this phenomenon. In fact, the electron removal
from KO could likely be associated with the formation of a hole-polaron. This
probably occurs at the step edges, where the lattice flexibility is enhanced.
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The electrons extracted from KO can subsequently form electron-polarons at
the TaO2 terraces. The description of the polaronic effects is, however, beyond
the scope of the present study, but will be addressed in the future.

Figure B.6: Ferroelectricity. Sketch of the layered structure of the bulk
KTaO3 (a). Sketch of the strain-induced ferroelectric domains, associ-
ated with relaxation of the Ta octahedra (b). The crystal cleavage oc-
curs at the point where the bonding towards the neighboring KO layer
is weakened. Side view of the calculated slab with w = 5 (c). The lat-
tice distortions are marked: The labels 1, 2, and 3 indicate the position
with respect to the edge for both KO and TaO2 terraces. Similar sur-
face ferroelectric distortions can be obtained adopting different type of
setups (a mirror symmetry with relaxed central layers, and a glide sym-
metry with relaxed central layers). Figure adapted from Science©2018,
Supplemental Material [5].

Considering these calculations, the exact polarity-compensation mechanism
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of the as-cleaved KO terraces remains an open question. The low defect den-
sity and the absence of an electronic reconstruction should result in a relatively
high electrostatic potential (> 1 V), yet the experimental KPFM data showed
considerably smaller potential corrugations. The incipient-ferroelectric char-
acter of the material could contribute to the polarity compensation, allowing
for generation of electric fields inside the material at no energy cost. The
calculations show indeed ferroelectric-like lattice distortions (see Fig. B.6).
Further, the sample cleaving always results in a very characteristic layout of
the KO/TaO2 terraces that cross full steps without interruption. Formation
of strain-induced ferroelectric domains [238] could occur during the cleavage,
and the resulting terrace layout would be a printout of these domains. Strain
results in ferroelectricity, small domains of opposite orientations form to avoid
a huge energy of the electrostatic field. The ferroelectric distortion is typi-
cally associated with relaxation of the B-type cation lattice (Ta in this case).
As a result, bonding towards the neighboring KO plane is weakened, and the
crystal cleavage proceeds through this plane. The KO terraces formed during
the cleaving typically cross full-unit-steps without being interrupted, which
supports their relation to the bulk domain structure. A similar effect was
reported for the layout of SrO/TiO2 on cleaved SrTiO3(001) surfaces [239].
Figure B.6(c) shows a front view of the calculated w = 5 slab, symmetric
along [11̄0] (i.e., with respect to the central atoms indicated in the figure) and
[001]. The calculations confirm the existence of ferroelectric relaxations (∆z)
involving both Ta and K atoms, with a larger relative displacements of the Ta
layers (∆r), according to the schematic drawing in Fig. B.6(b). This indicates
that the ferroelectric lattice distortions remain in the material even after the
cleavage, stabilized by the surface polarity.

B.5 The water induced reconstruction

The most efficient polarity-compensation mechanism develops after exposing
the surface to H2O vapor. Water induces a complete restructuring of the sur-
face layer, even in UHV and at room temperature. After dosing 300 Langmuir
(L) of water vapor at 325 K the surface becomes flat, with only full-unit-cell
steps [Fig. B.7(A)]. More detailed AFM shows a homogeneous phase with a
(2×1) symmetry; low-energy electron diffraction confirms that the entire sur-
face has been transformed [Fig. B.7(B)]. This transition requires high doses
of water; Fig. B.7(C) shows a surface exposed to 100 L of H2O. Here the
occasional small island of the original bulk-terminated KO is found, inter-
faced with the (2×1) overlayer. The (2×1) termination can be switched back
to the (1×1). Annealing above 488 K in UHV results in water desorption,
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Figure B.7: The hydroxylated (2×1) surface. AFM image of the
KTaO3(001) surface after exposure to 300 L H2O at 325 K (A). Atom-
ically resolved detail (B), showing a homogeneous superstructure with
(2×1) ordering. AFM image of the surface exposed to 100 L H2O at
298 K (C), showing the interface between an original (1×1) KO ter-
race and the (2×1) phase. STM image (D) of the (2×1) surface af-
ter annealing to 488 K; the inset shows an atomically resolved AFM
image. Low-energy He+ ion scattering spectra of the as-cleaved, bulk-
terminated surface and the (2×1) overlayer (E). Atomic model of the
(2×1) overlayer (F). Phase diagram for the transition between the (1×1)
bulk termination and the (2×1) structure (G). Figure adapted from Sci-
ence ©2018 [5].

and formation of the labyrinth-like structure of alternating KO/TaO2 terraces,
confirming reversibility between these two surface phases [Fig. B.7(D)]. To
determine the chemical composition of the (2×1) superstructure, low-energy
He+ ion scattering is an ideal method because it is only sensitive to the very
top layer of the surface. The red curve in Fig. B.7(E) was measured on an
as-cleaved surface. As expected, O, K, and Ta are present. After dosing with
water, the Ta signal completely disappears. X-ray photoelectron spectroscopy
reveals the hydroxylated character of the (2×1) termination, and also excludes
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any possible contamination from the water exposure. It appears that water
dissolves the KO islands and redistributes them across the TaO2 planes. A
proposed structural model is shown in Fig. B.7(F). Each KO unit reacts with
one H2O molecule, resulting in one K(OH)2 unit per (2×1) unit cell. This ter-
mination is also polarity-compensated, with a net charge of −0.5e per (1×1)
unit cell. A (2×1) termination of KTaO3(001) has already been reported [240]
and investigated theoretically [241], but the presence of water had not been
considered.

B.6 Computational and experimental meth-

ods

[B.6.1]
Simu-

lations

Simulations were performed in the DFT framework using the Vienna ab
initio package (VASP) [118, 119] and adopting the generalized gradient ap-
proximation (GGA) within the Perdew, Burke, and Ernzerhof parametriza-
tion [120]. An accurate description for the bulk KTaO3 structure was achieved
by using a plane-wave energy cutoff of 500 eV and a 12×12×12 k-point mesh
for the integration in the reciprocal space.

The same energy cutoff and k-point 2D density were used to model the
KTaO3(001) surfaces. The labyrinth structure was modeled with a symmetric
slab containing 10 layers of KO and 9 layers of TaO2, with 15 Å of vacuum
region. The 5 central layers were kept fixed at the bulk positions, while the oth-
ers were relaxed with standard convergence criteria. Different terrace widths
were considered (w = 2, 3, 4, 5, 6, 7, 8, 10, 12) by using large (w

√
2 ×
√

2) 2D
unit-cell (leading to supercells containing up to 1080 atoms). The structural
relaxation for each width was performed in the (w

√
2×
√

2) cell.
The comparison of the ground state energies of the various terraces was

performed by using suitable supercells, which minimize the size differences
among each others. Such supercells were constructed following the least com-
mon multiple strategy discussed below. A (8

√
2 ×
√

2) cell was used for the
w = 2, 8 structures, (10

√
2×
√

2) for the w = 2, 5, 10 structures, (12
√

2×
√

2)
for the w = 2, 3, 4, 6, 12 structures, and (14

√
2×
√

2) for w = 2, 7. The largest
w = 14 cells contain 1260 atoms. All energies have been slightly shifted (i.e.,
by about 10 meV) in order to keep the energy of the w = 2 phase equal in
all four cases. The electrostatic potential energy was computed as the average
potential centered around the Ta ions in the middle of the TaO2 terraces.

The (2×1) water-induced reconstruction was initially relaxed using a 2×1
unit-cell, while the final surface energy was computed with a (12

√
2×
√

2) set-
up in order to compare the stability of this phase with the labyrinth structure.
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The surface free energy γ was calculated using standard ab initio atomistic
thermodynamics [135], by neglecting the configuration entropy and phonon
contributions, using the formula:

γ =
1

2A

[
Eslab −NKE

bulk
KTaO3

− NH

2

(
EH2O + ∆µH2O(T, p)

)]
(B.1)

where the factor 2A scales the energy to the surface unit-cell area, NK and
NH are the numbers of K and H atoms respectively, Eslab is the total energy
calculated for the various structures [w-labyrinth and the (2×1) reconstruc-
tion], Ebulk

KTaO3
is the energy of the KTaO3 bulk system, EH2O is the ground

state energy of water, and ∆µH2O(T, p) = µH2O − EH2O represents the relative
chemical potential of water as a function of temperature (T ) and pressure (p),
subjected to the condition µH2O < EH2O (i.e. ∆µH2O < 0) [242].

[B.6.2]
Ex-

periments

Synthetic single-crystalline KTaO3 samples were prepared by solidification
from a nonstoichiometric melt. Trace impurities of Ba, Cu and Yb were used
to ensure n-type electrical conductivity for stable STM operation. The samples
were cleaved under UHV conditions at temperatures ranging from 250 to 350 K
by using a tungsten-carbide blade.

Combined STM/AFM measurements were performed at 4.8 K in a UHV
chamber with a base pressure of 10−9 Pa. Tuning-fork-based AFM sensors with
W tips and a separate wire for the tunneling current were used. Typical STM
imaging was performed at a sample bias of approximately +3 V. Controlled an-
nealing of the samples was performed in a manipulator outside the STM/AFM
head. The sample temperature was measured by a thermocouple with an ab-
solute precision of ±5 K. The low-energy ion scattering experiments (ISS) were
performed using an incident He+ ion energy of 1 keV was used. ISS, XPS and
LEED turned out to partially damage the surface, therefore the surface was
newly prepared before each measurement. These techniques probably induce
oxygen vacancies in the surface layer, which alters the polarity-compensation
mechanisms. The KPFM measurements were performed with a distance of
13 Å from the surface (STM feedback was used for adjusting the tip-sample
distance at each location). All data have been obtained on the same surface
and no significant tip changes occurred during the entire session.

B.7 Final considerations

The KTaO3(001) surface exhibits a rich spectrum of mechanisms for com-
pensating the surface polarity, and a proper control of the environment can
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be used to tailor which one is at work. The phenomena observed on the
as-cleaved surfaces, i.e., electronic reconstruction and ferroelectric lattice dis-
tortions, are well known from perovskite heterostructures. Two-dimensional
electron gas (2DEG)-like states are spatially confined to the highly polar re-
gions. The labyrinth-like pattern formed upon annealing represents an inter-
esting template for charge-carrier separation in light-harvesting devices, but
protection against environmental influences would need to be facilitated for
practical use. Although such a structure minimizes the surface energy, the
corresponding energy gain is almost an order of magnitude lower compared
to chemically-induced polarity compensation by water. The phase diagram
in Fig. B.7(G) shows that the mechanisms encountered in UHV decreases the
surface energy by tenths of electron volts, whereas hydroxylation brought an
order of magnitude higher. Perovskite surfaces in ambient conditions are typi-
cally hydroxylated and near the bulk-termination, but little is known about the
exact surface structure. The (2×1) reconstruction observed here could there-
fore serve as a working model for future studies into the surface chemistry of
perovskite oxides.
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Appendix C

Additional figures

The figures collected in this Appendix aim to provide the reader
with additional information. These figures show technical details,
which would be too tedious to show in the main text. However, they
are useful to deliver a more comprehensive picture of the polaron
formation phenomenon on oxides surfaces.

List of additional figures:

C.1 Trend of the polaronic properties towards the bulk.

C.2 Electrostatic potential energy around a TiAS1 polaron.

C.3 Details of the polaron-polaron interaction.

C.4 Details of the polaron-VO interaction.

C.5 Charge density for the NN-TiAS0 polaron.

C.6 Alternative orbital symmetries for the NNN-TiAS0 polaron.

C.7 Next nearest neighbor TiAS1 polarons.

C.8 The CO+S0-polaron complex at NN-TiAS0.

C.9 CO effect on the S0 and S1 polaron in-gap state.

C.10 STM double-lobed spots for the CO+S0-polaron complex.
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Figure C.1: Trend of the polaronic properties towards the bulk. Po-
laron formation energy EPOL (a), strain energy EST (b), and electronic
energy EEL (c) of polaron localized on TiA sites on various layers (from
S0 to S4). Data obtained by using a 8-layer deep, 3×2-large slab with
one polaron considering both the cases of one and no VO on the surface.
The TiA sites closest to the VO were considered, while the circled point
refers to the next nearest neighbor TiAS0 site from the vacancy. Com-
ment on the Figure: The trend of the polaronic energies (EPOL, EST and
EEL) for polarons on shallow layers (i.e., S0, S1 and S2) are discussed
in Fig. 3.3: the energy values of S2 polarons seem to be converged to
the bulk values defined by the deeper layers (i.e., S3 and S4). Figure
adapted from Physical Review B ©2018 American Physical Society [3].
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Figure C.2: Electrostatic potential energy around a TiAS1 polaron.
An excess electron was introduced into a pristine slab (−e charged sys-
tem), forming a TiAS1 polaron. The averaged electrostatic potential Epot

is evaluated at TiA sites on the S0 (upper-pointing triangle) and S1
(down-pointing triangle) layers; circled points refer to TiBS1 sites. Filled
and empty symbols refer to Ti sites with the same and different y com-
ponent as for the polaron, respectively. Comment on the Figure: The
TiAS1 polaron affects the electrostatic potential on the surrounding TiAS1,
TiBS1 and TiAS0 atoms, and, consequently, the formation of additional po-
larons (analyzed in Fig. 3.4). The trend shown in the figure confirms the
repulsive polaron-polaron interaction: Negative charges in the surround-
ings of the polaron experience an Epot higher than at large distance. At
large distance from the polaron, TiBS1 sites show the most unfavorable
Epot for charge localization, among the considered sites. [Unpublished
Figure]
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Figure C.3: Details of the polaron-polaron interaction. EPOL (a), EST

(b) and EEL (c) as a function of the polaron-polaron distance (expressed
in terms of the [001] component) The system is modeled by using a
9×2-large pristine slab and manually introducing two excess electrons
(i.e., −2e charged state). One polaron is fixed at a TiAS1 site, while the
other one explores both the S0 (up-pointing triangles) and S1 (down-
pointing triangles) layers. Filled (empty) symbols represent polarons on
Ti rows with the same (different) y coordinate(s). Circled points refer to
TiBS1 sites for the second polaron. These data complements the results
collected in Fig. 3.4. Figure adapted from Physical Review B ©2018
American Physical Society [3].
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Figure C.4: Details of the polaron-VO interaction. EPOL (a), EST (b)
and EEL (c) as a function of the polaron-VO distance. A 9×2-large slab
with one VO is used: one electron is manually removed (the system is
in a +e charged state). The polaron explores Ti sites on both the S0
(up-pointing triangles) and S1 (down-pointing triangles) layers. Empty
symbols represent polaron positions with different [11̄0] coordinate with
respect to VO. Circled points refer to TiBS1 sites; TiBS0 polarons (not
reported) were obtained only on sites adjacent to the VO, showing a
positive EPOL (' 300 meV). Figure adapted from Physical Review B
©2018 American Physical Society [3].
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Figure C.5: Charge density for the NN-TiAS0 polaron. Side (a) and
top view (b) are shown, with faded spheres representing background
atoms. A +e-charged 9×2-large slab with one VO was used. [Unpublished
Figure]

Figure C.6: Alternative orbital symmetries for the NNN-TiAS0 po-
laron. The dx2−y2 (a,b) and the dyz (c,d) flavors for the NNN-TiAS0

polaron are shown in the side (a,c) and top (b,d) view images. The
most stable flavor, i.e., dxz-dyz, is shown in Fig. 3.2(a,b) for an isolated
S0 polaron. [Unpublished Figure]
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Figure C.7: Next nearest neighbor TiAS1 polarons. The polarons have
either parallel (a-d) or opposite (e-h) spins. Side view of the total (a
and e) and individual (b,c and f,g) charge densities of the two polarons
(in a charge-neutral slab, with one VO). The insets shows the geometry.
The DOS is also shown (d and h). [Unpublished Figure]
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Figure C.8: The CO+S0-polaron complex at NN-TiAS0. Side (a), front
(b) and top (c) views of the charge density of a S0 polaron bounded to
CO at the NN-TiAS0 site (simulated STM in the inset). Comment on the
Figure: The in-gap charge orbitals of the CO+S0-polaron complex show
a similar STM signal with respect to CO+S0-polaron complexes at the
NNN-TiAS0 site shown in Fig. 5.1(b), but with a different orientation.
[Unpublished Figure]

Figure C.9: CO effect on the S0 and S1 polaron in-gap state. A
polaron is localized either on the NNN-TiAS0 site (a,b) or on the S1 layer
in the proximity of VO (c,d). The DOS are calculated either for the clean
surface (a,c) or in the presence of a CO molecule adsorbed on NNN-TiAS0.
Comment on the Figure: The CO molecule shift the S0-polaron state
towards deeper energies, while the S1-polaron state is shifted towards
shallower energies. [Unpublished Figure]
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Figure C.10: STM double-lobed spots for the CO+S0-polaron com-
plex. Simulated filled-state STM images for the CO+S0-polaron com-
plex formed in the proximity of a Tiint in the S0S1-center (a) and S0S1-
edge (b) geometries. The STM simulations for the CO+S0-polaron com-
plex on the NNN-TiAS0 site from VO (on the Tiint-free slab) is also shown
for comparison (c). Figure adapted from Phys. Rev. L, Supplemental
Material ©2018 American Physical Society [2].
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