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Abstract

Transmission electron microscopy is a powerful method for investigating the

atomic structure of thin specimens, and especially two-dimensional materi-

als, such as graphene, hexagonal boron nitride (hBN), molybdenum disul�de

molybdenium disul�de (MoS2) and other structures at the nanometer length

scale. However, a transmission electron microscope (TEM) is not limited to

simple investigation of these structures in a static form, but can also be used

to study their deformation under external manipulation, such as mechanical

strain, or due to electron irradiation induced structure altering processes dur-

ing the observation.

In this thesis, TEM has been used as a purely investigatory tool for a num-

ber of studies. For example, studying the density of Si impurities in monolay-

ered hBN, introduced during chemical vapour deposition (CVD) growth. As

hBN is prone to chemical etching processes due to its chemical structure, in-

vestigating this material with high energy electrons can be rather challenging.

Using fast techniques in a scanning transmission electron microscope (STEM),

enabled imaging of Si impurities not caused by electron irradiation, with only a

minor trade-o� in resolution. For investigating and quantifying the amount of

intercalated potassium within carbon nano-onions, di�erent TEM techniques

were applied, including Z-contrast STEM imaging with atomic resolution and

electron energy loss spectrometry (EELS). The latter is a powerful tool to

generate spectrum images in which only electrons of a certain energy loss are

used for image formation, leading to the characterization of the elemental dis-

tribution in a specimen. These measurements revealed the spatial distribution

of intercalated potassium within and around the carbon nano-onions

By switching to reciprocal space via di�raction mode in a TEM, additional

details of the studied structures can be revealed. It is demonstrated that the

intensity distribution within the di�raction pattern depends on the chemical

elements building up the materials, and that the three-dimensional structure



of nominally two dimensional (2D) materials can be revealed. It is shown that

a pristine 2D material tends to exhibit ripples in the third dimension, which

can be oriented by applying mechanical strain providing means for controlling

the material properties inside the microscope.

Due to the high-energy electron irradiation during TEM investigation,

structural damage of the studied materials is often inevitable. One mani-

festation of this is knock-on damage that can lead to increasing disorder of an

initially crystalline graphene sample, assisted by in-situ heating of the sam-

ple during the experiment. The lattice disorder can also be observed through

changes in the di�raction pattern; starting from a pattern with distinct spots

that corresponds to the ordered structure, it gradually changes through the

spreading of the spots along the azimuthal angle until a structure with a closed

ring, corresponding to a completely disordered 2D structure, emerges.

In conclusion, the work presented in this thesis both demonstrates the use

of TEM for the structural characterization of low-dimensional materials as

well as its capability for tracking structural changes while they occur inside

the microscope, which provides new means for tailoring novel materials for

applications.

Transmissionselektronenmikroskopie ist eine vielseitige Methode um Proben

auf atomarer Ebene zu erforschen. Im Speziellen 2D Materialien, wie Graphen,

hBN, MoS2 und weitere Nanostrukturierte Materialien sind für diese Art der

Untersuchung besonders geeignet. Doch nicht nur statische Untersuchungen

lassen sich in TEMs durchführen, sondern auch die Messung dynamischer

Vorgänge, wie Zugversuche aber auch Umbauprozesse im Material, aufgrund

der Bestrahlung mit hochenergetischen Elektronen.

In dieser Arbeit wurden verschiedene Bauformen von TEMs verwendet.

Ein modernes STEM wurde verwendet um die Dichte von Si Verunreinigungen

in monolagigem hBN, zu untersuchen. Diese wurden aufgrund von chemical

vapour deposition (CVD) Wachstum in das Material eingebracht. Doch hBN

ist ein nicht einfach zu untersuchendes Material in einem Elektronenmikroskop,
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da es zu chemischen Ätzprozessen während der Elektronenbestrahlung kommt.

Hier eignen sich insbesonders Methoden, die nur kuze Verweildauern des Strahls

auf der Probe benötigen, wie zum Beispiel schnelle STEM Rastertechniken.

Hier büÿt man allerdings einen Teil der Bildqualität ein.

Für die quantitative Untersuchung von Kohlensto� Nanozwiebeln wur-

den verschiedene TEM Techniken angewendet, allen voran Z-Kontrast STEM

Aufnahmen und EELS. Mit letztgenannter Technik können zum Beispiel

so genannte Spektrum Abbildungen aufgenommen werden. Hierbei werden,

mithilfe eines EELS Spektrometers, nur Elektronen mit bestimmten Energiev-

erlussten zur Bildgebung verwendet. Dadurch lässt sich die Verteilung von

Kaliumatomen in Kohlensto�-Nanozwiebeln bestimmen.

Ein weiterer Modus in der Elektronenmikroskopie, ist der Beugungsmodus,

welcher Einblicke in den reziproken Raum gewährleistet. Hierbei können weit-

ere Aspekte des zu Untersuchenden Materials enthüllt werden. Betrachtung

der Intensitätsverteilung innerhalb eines Beugungsbildes, lässt Rückschlüsse

auf die drei-dimensionale Struktur eines 2D Materials zu. Es zeigt sich, das

diese nicht �ach sind, sondern verschieden ausgeprägte Korrugationen aufweisen.

Die im unbelasteten Material anfänglich randomisierte Verteilung der Wellen,

lässt sich gezielt durch anbringen einer äuÿeren Zugkraft, mithilfe eines Spezial

TEM Probenhalters, beein�ussen.

Durch die, nowendigerweise hohe Energie, der in einem TEM eingestrahleten

Elektronen, kommt es häu�g zu unvermeidbaren Schäden an der Probe. Einer

dieser Strahlungsschäden ist der so genannte Anstoÿe�ekt, welcher zu Um-

baue�ekten in 2D Materialien führt. Diese verlieren dabei zunehmend ihre

geordnete Struktur und werden in ungeordnete, 2D Strukturen umgewandelt.

Auch diese Prozesse lassen sich mithilfe des Beugungsmodus beobachten. An-

fänglich scharfe Beugungspunkte, werden schwächer in ihrer Intensität und es

kommt zu einer allmählichen Ausbildung eines ringförmigen Beugungsbildes.

Zusammenfassend sei gesagt, dass die in dieser Arbeit demonstrierten TEM

Methoden, Grundlagen für die Erzeugung von 2DMaterialien mit massgeschnei-

derten Eigenschaften, aufzeigt.
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Chapter 2

Introduction

"We strongly hope that the irradiated specimen resembles the pris-

tine the same way a grilled chicken is supposed to resemble rather

a healthy one than a carbonized one." � Otto Scherzer

2D materials show promise for a large range of future applications. They

also provide an exciting opportunity for the microscopist, because their inher-

ent thinness exposes all atoms for imaging. In this thesis, three generations of

electron microscopes are used for investigating these fascinating but delicate

materials:

• a Phillips CM200, an instrument from the year 1995, sometimes in com-

bination with an even older specimen holder (from the mid 1970's)

• a FEI Titan 80-300(S)TEM from the year 2006, a powerful instrument,

equipped with a monochromator, image corrector and a post-specimen

energy �lter as well as high angle annular dark �eld (HAADF) detector

and charge-coupled device (CCD) cameras.

• and the most recent microscope, a Nion UltraSTEM 100, a dedicated

STEM equipped with HAADF and medium angle annular dark �eld

(MAADF) detectors.

These instruments enable viewing the specimen over a wide range of magni-

�cations, going up to 50 000 000 ×. In addition to real space imaging, the
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crystalline structure and morphology of low-dimensional materials can also be

observed in the reciprocal space. For a vast range of applications this is the pre-

ferred method, as deviations from an ideal structure are more easy to quantify.

In this regard, 2D materials exhibit an exceptional characteristic: the number

of scattering events of the incoming electrons can in good approximation be

assumed as one, and therefore scattering intensities can be easily interpreted.

Because of this, for materials consisting of only one atomic layer but di�erent

elements, the chemical composition manifests in the di�raction pattern.

The glimpse into the reciprocal space also allows for the observation of

the three-dimensional shape of 2D materials. Applying strain via a straining

holder and investigating the change in interatomic distances reveals that even

with rather low-tech equipment deep insight is possible.

This material group is linked by restrictive dimensional properties, but their

intrinsic properties, such as atomic bonding, electrical and mechanical behavior

di�er strongly. Similar as bulk materials, 2D materials come as insulators,

conductors and semi-conductors.

Graphene and hBN have a similar crystal structure and are both one atomic

layer thick. Apart from the structure, their material properties are rather

contrary. Graphene shows semi-metal and hBN insulating behavior. MoS2 on

the other hand is a bit of an outlier, as it is three atom layers thick.
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Chapter 3

Materials & methods

3.1 Materials

2D materials are promising candidates for drastically minimizing the size of

structural components of many mechanical and electronic applications. Their

important characteristic is the high aspect ratio: the lateral dimension of these

materials can be up to millimeters, compared to a thickness of one or few

atoms, they can be seen as in�nitesimally thin. Depending on the observed

size scale, this idealized view can su�ciently describe the material for many

of applications. In terms of nomenclature, a material that is as thin as its

smallest repeating structural unit, is often referred to as a 2D material. This

work is focused on investigating these materials, their out-of-plane shape and

atomic structure. To investigate 2D materials, transmitting techniques such

as TEM are extremely powerful, as they are thin enough to be easily shone

through by an electron beam.

Any real 2D material is either grown on or transferred onto a supporting

structure for experiments. On a substrate the sample is fully supported. These

substrates can be other 2D materials or conventional bulk materials. However,

substrates can interfere with the materials' properties. This can be avoided

by creating freestanding structures that are only partially supported using

perforated substrates. For TEM, perforated structures of amorphous carbon,
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gold or SiN are typically used. The freestanding areas of 2D materials are less

restricted in their out-of-plane direction but have strong boundary conditions

where they are supported by another material [1].

Before the discovery of graphene, attempts were made to describe the hy-

pothetical properties of such materials and whether they can exist or not [2]. In

early predictions for superconducting materials by Peierls and Landau in 1935

and 1937, a model with 2D layers of normal and superconducting phases were

used [3, 4]. In the thermodynamically preferred state, these layers repeatedly

branch out in their out-of-plane direction, thus minimizing their surface en-

ergy [3, 4, 5]. Since 2007 [6, 7] it is known that 2D materials exist in quasi-�at

arrangement on substrates and as freestanding structures.

In the following sections the most studied 2D materials, graphene, MoS2,

hBN and their heterostructures will be introduced. The natural occurrence of

these materials is often in form of layered materials, such as graphite, contain-

ing a number of graphene layers. While writing with a graphite pen or a piece

of graphite itself, graphene is most likely produced, although likely not in a

experimentally useful form [8]. In its natural habitat, MoS2 is also a graphite-

like crystal. In form of a 2D material on substrate it has been of experimental

research interest since the 1960's [9]. 'White graphene', as hBN is sometimes

called, comes in a number of crystalline forms. The most stable of the BN

polymorphs is the hexagonal form which, similar to graphite and MoS2, has a

layered strucuture.

The crystallography of a 2D material

The variety of di�erent crystal structures in 2D materials is signi�cantly lower

compared to bulk materials. Lacking the third dimension, the possible struc-

tures are reduced to �ve possible crystal lattices. These Bravais lattices are

sets of discrete points, de�ned by the primitive vectors ~a1 and ~a2 and generated

by discrete transformations. An arbitrary point ~R in the lattice is described

by the relation

~R = n1~a1 + n2~a2, (3.1)
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where n1 and n2 are integers. The �ve possible Bravais lattices belong to four

crystal families: oblique, which belongs to the monoclinic crystal family, rect-

angular and centered rectangular which are both of the orthorhombic family,

hexagonal of the hexagonal family and square of the tetragonal family [10].

For all 2D materials investigated in this study, their pristine structure exhibits

a hexagonal structure in the two planar dimensions.

Applications of 2D materials

Starting from applications in microelectronic devices [11], over sensor material

[12] and as well some rather curious inventions like graphene-enhanced condoms

[13], 2D materials raise interest in various disciplines. One aspect that makes

graphene and MoS2 extraordinarily attractive is their high Earth abundance

[14, 15]. Especially graphene as a carbon allotrope can be easily mined. This is

advantageous as graphene-based �exible electronic devices are of high interest

for displays, light-emitting diodes, solar cells and �eld e�ect transistors [16].

Since graphene can be easily tailored on a small scale, it is applicable for

nanoscale devices. For example in the �eld of quantum optics, as the size of the

interfering particles grows larger, the grating size needs to shrink. Therefore,

gratings made of graphene done by a focused ion beam can provide a solution

[17].

There are attempts for using 2D materials as semi- or impermeable mem-

branes for �ltration purposes. Both graphene and MoS2 show promising prop-

erties in this regard. The durability of such thin membranes is a drawback

though. Bunch et al. investigated whether graphene can support pressure

di�erences larger than atmospheric pressure [18]. A pristine sheet of mono-

layer graphene might also act as an impermeable membrane for even small

atomic gases such as helium [19, 20]. Nanopores fabricated via removing sev-

eral atoms would be small enough to �lter ions from a liquid [21]. Additionally,

such nanopores in graphene membranes would increase the liquid �ux through

the pores as compared to other materials, because the �ux speed scales with

the membrane's thickness. In the �eld of tunable nanopores, MoS2 would be
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an even more promising candidate [22] for example in life sciences for deoxyri-

bonucleic acid (DNA) sequencing purposes [23]. Furthermore, such pores have

already successfully been tested for water desalination by Heiranian et al. in

2015 [21].

There are also several applications where monolayer hBN can play an im-

portant role. One of them, like MoS2, is a solid mechanical lubricant for

nanoscale devices, such as nanoelectromechanical or microelectromechanical

systems [5]. These devices are in a size range where friction and adhesion be-

come dominating. Such e�ects can lead to a massive degradation in the materi-

als' performance [24]. As the characteristics of 2D materials can be in�uenced

by the adjacent structures, so called van der Waals (vdW) heterostructures

provide a wide �eld of applications for hBN. It is a suitable material for these

heterostructures, especially with graphene as they have similar lattice param-

eters and both are in their pristine form free of dangling bonds [25]. Moreover,

it has been observed that hBN as a substrate drastically decreases the intrinsic

corrugations of graphene, which otherwise tends to conform to the structure

of the underlying substrates [26, 27].

As mono- and few-layered MoS2 and hBN are non-conductive, both having

electronic band-gaps, they may be be used for photoluminescence devices. Tran

et al. studied single photon emission from localized defects in hBN mono- as

well as in multilayers [28]. In the case of MoS2, the size of the band-gap can

be tailored via layer thickness. It also a�ects the photoluminescence leading

to a more intense e�ect for decreased thickness [15, 29, 30]. The size of the

band-gap and therefore the electronic properties of monolayer MoS2 are also

strain-dependent, which has been shown by several authors [31, 32, 33, 34].

3.1.1 Graphene

Graphene, an allotrope of carbon, is the epitome of a 2D material and can be

described entirely as a surface [35]. As the basic structural unit of graphite it

is almost omnipresent. Nonetheless, in form of a freestanding material it was

not believed to exist until its discovery in 2004 [6]. As this was the starting
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a b

Figure 3.1: Graphene lattice. (a) Top view and (b) side view.

point for a new category of materials, Geim and Novoselov were awarded the

Nobel Prize in Physics in 2010. However, in an adsorbed form, deposited on

metallic surfaces graphene has been known to exist for at least 40 years [36].

The graphene lattice

Carbon has atomic number six and four electrons in its outermost shell. Graphene

is an arrangement of carbon atoms and a member of the space group p6/mmm.

The notation p stands for plane group, combining point group symmetry and

in-plane translation. The point group notation 6 describes the hexagonal lat-

tice and m the mirror planes [37]. In the honeycomb structure of graphene,

each carbon atom has three nearest neighbors. The atoms form strong covalent

σ bonds within the plane. The one remaining electron per atom contributes

as a π electron to the electronic properties of graphene. The carbon atoms are

arranged in a regular hexagonal structure as depicted in �gure 3.1 (a). Even

though each single carbon atom is indistinguishable from the others, to build

up the hexagonal lattice, a two-atomic base is needed, where each atom be-

longs to a di�erent sublattice. The distance between two neighboring atoms is

0.142 nm. The Wigner-Seitz primitive cell of the graphene lattice, formed by

the reciprocal lattice vectors b1 and b2 and is indicated by the two di�erently

shaded triangles in �gure 3.2 (a). The reciprocal lattice and the construction

of the �rst Brillouin zone (BZ) are shown in �gure 3.2 (b) as the blue shaded
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a

b

Figure 3.2: Lattice structure of graphene. (a) Construction of the
Wigner-Seitz primitive cell. (b) Reciprocal space lattice of graphene with
the �rst BZ.

area. A reciprocal representation of the lattice shows the same symmetries as

the real space lattice.

Valence and conduction band in graphene are in direct contact, which re-

sults in the lack of a band-gap and a (semi-) metallic behavior [38]. At the

point where the two bands of the dispersion relation meet, the electrons be-

have like massless Dirac particles [39]. They are fermions or spin 1/2 particles,

and are described by the 2D Dirac equation, rather than the Schrödinger equa-

tion. This results in a delocalization and therefore an exceptional high electron

mobility [40].

Real graphene�deviations from the ideal 2D crystal

In real crystals defects are inevitable. Creating a single defect costs a certain

amount of energy, described by the change in enthalpy ∆H. On the other

side, forming one increases the entropy S, at a temperature T . In a system in

equilibrium these two processes compensate each other and there is no change

in the overall free energy

∆G = ∆H − T∆S. (3.2)
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For any crystal at a temperature T > 0 K a �nite concentration of defects

exists [41]. In reality, their concentration strongly depends on the synthesis

process [42]. Highly oriented graphite (HOPG) e.g. (see section 3.2) provides

graphene with a low defect concentration.

In the idealized case graphene is assumed to be an in�nitely extended

perfect crystal. In reality it can contain di�erent point and extended defects.

For example, the growth can start at many di�erent locations simultaneously.

After some time, grains of di�erent orientation meet and a grain boundary

forms. The structure along the grain boundary is in graphene often formed by

a pentagon-heptagon structure [43].

Out-of-plane corrugations

Often graphene is depicted as a �at material, even if it is freestanding. But

the deviation from a �at structure might actually enable the existence of 2D

materials [44]. Indeed, Landau and Peierl showed that a divergent contribu-

tion of thermal �uctuations in low-dimensional crystal lattices should lead to

displacement of atoms that are in the range of interatomic distances at any

�nite temperature [45, 2, 4]. If graphene is suspended, this can cause strain in

the material that can lead to an aligned ripple pattern. In unstrained graphene

intrinsic ripples are randomly orientated. Via speci�cally designed substrates,

strain can be applied in a controlled manner, as was shown by Elinski et al.

[46].

Properties of graphene

Graphene can be described with some superlatives, especially regarding its

electrical and mechanical properties. However, as a 2D material it is basi-

cally its own surface, its properties strongly depend on the substrate, local

electronic environment and mechanical deformations [35, 47, 48]. Graphene

exhibits a thermal conductivity in the order of 5000 W/mK [49], high (the-

oretical) electron mobility at room temperature of 250 000 cm2/(Vs) and a
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sheet resistivity of 10−6 Ωcm, which is less than the resistivity of silver [49].

While the early measurements in 2005 by Novoselov et al. gave a value of

merely 15 000 cm2/(Vs) for both electrons and holes in mechanically exfoli-

ated graphene [39], in 2011 Tanabe et al. measured a carrier mobility value of

45 000 cm2/(Vs) for epitaxially grown graphene on SiC(0001) [50].

With nanoindentation, using an atomic force microscope (AFM), mechani-

cal properties of graphene could be measured, leading to a value for the Young's

modulus of E = 1.0 ± 0.1 TPa. As the Young's modulus is de�ned for bulk

materials via E = σ/ε, with σ the uniaxial stress and ε the uniaxial strain,

an e�ective thickness of 0.335 nm (interlayer distance of graphene) had to be

assumed [49].

3.1.2 Hexagonal boron nitride (hBN)

Boron-nitride (BN) has, like carbon, a long list of di�erent applications, and

it exists in various crystalline forms. Parallels to the carbon allotropes can be

drawn as BN exists in layered, cubic and tubular structures [51]. One of them,

hBN, has a similar structure as graphite. Its single layer is sometimes referred

to as white graphene. Single- and few-layer �akes of hBN on Ni(111), Pd(111),

and Pt(111) substrates were already found in 1995 [52]. The �rst atomically

thin freestanding hBN was synthesized by Han et al. in 2005 [38]. Further

investigations followed by Han et al. in 2008 [53].

The hBN lattice

The lattice of hBN has a two-atomic basis, with one boron and one nitrogen

atom, and is a member of the space group p63/mmc. The point group notation

63 describes the hexagonal lattice with alternating atom types, m is for the

mirror planes and, c a glide plane [37]. The lattice is shown in �gure 3.3 (a).
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Figure 3.3: hBN lattice. Boron in gray and nitrogen in green. (a) Top
view and (b) side view.

In the in-plane direction hBN has strong, partially ionic, covalent sp2

bonds. It is an insulator with a bandgap of about 5.9 eV [25, 54]. Defects

in hBN have been described by many authors [43, 55, 56, 57, 58, 59], and car-

bon and oxygen impurities were shown by Krivanek et al. [60]. It has been

predicted by Liu et al. that a large number of defects in the lattice lead to

buckling in hBN, as can be observed in graphene [43]. Similar to graphene it

is expected to be smooth but corrugated when freestanding without dangling

bonds and charge traps [61]. Due to the ionic nature of the bonding, bonds

between atoms of the same type increase the formation energy of defects [59].

Properties of hBN

A monolayer of hBN has a high elastic modulus of between 0.5− 0.6 TPa and

a thermal conductivity of 390 WmK [62]. Similar to graphene, the values of

thermal conductivity measured for monolayers highly exceed those of the bulk

material [35]. It exhibits thermal and chemical stability up to 2950◦C [51, 63].

3.1.3 Molybdenum disul�de (MoS2)

MoS2 is one of about 40 layered transition metal dichalcogenides (TMDs) [5].

TMDs are a typically semi-conducting sub-group of 2D materials of the type

MX2. M denotes a transition metal atom (Mo, W, ...) and X2 a pair of chalco-
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Figure 3.4: MoS2 lattice. Molybdenum atoms are depicted in blue and
sulfur atoms in yellow. (a) In top view the lattice has hexagonal shape.
(b) In side view the lattice shows its three-dimensional character.

gen atoms (S, Se, or Te). The research of MoS2 dates back to the 1960s, when

chemically exfoliated nanosheets of TMDs were investigated. After the success-

ful extraction of freestanding single layer graphene, the research of nanoscale

TMDs experienced an upsurge [9]. First reports of successful CVD synthesis

of monolayer MoS2 were reported by Najmaei et al. in 2013 [64]. According

to Wu et al. [65], however, the production of high quality monolayer MoS2 is

still a daunting process.

In top view, MoS2 exhibits a hexagonal symmetry and is therefore a mem-

ber of the hexagonal space group p6mmc [37]. However, the individual MoS2

units of the primitive unit cell themselves exhibit trigonal prismatic symmetry

(D3h) [37]. What distinguishes MoS2 from the aforementioned 2D materials is

its thickness of three atoms. Thus, it is sometimes called a pseudo-2D material

[66]. The atomic structure of MoS2, where each Mo atom of is surrounded by

three pairs of S atoms is shown in �gure 3.4.

The bandgap of MoS2 is directly related to the number of layers. The

indirect bandgap of the bulk material is ∼1 eV [66]. The position of the

indirect band-gap depends on the number of MoS2 layers on top of each other.

It shifts with decreasing layer thickness towards a direct band-gap. The energy

di�erence between the bulk band-gap to the monolayer band-gap is about

0.6 eV [15, 12, 67]. This bandgap transition is caused by e�ects of quantum

con�nement and resulting in hybridization between the pz-orbitals of the sulfur
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atoms and the d-orbitals of the molybdenum atoms [12, 15, 14]. For crystal

thicknesses below 100 nm these e�ects of quantum con�nement were predicted

by Neville already in 1976 [68]. The band-gap transition manifests also in

enhanced photoluminescence in monolayered MoS2 as compared to bulk MoS2

[66].

Zhou et al. were the �rst to study and describe intrinsic structural defects

in CVD-grown MoS2. Point defects such as vacancies, antisite defects and

adatoms, but as well grain boundaries and edges have been reported [69, 65].

Zhang et al. distinguished six di�erent point defects in CVD grown MoS2:

monosulfur vacancies, disulfur vacancies and antisite defects where a molybde-

num atom substitutes a S2 column, or a S2 column substitutes a molybdenum

atom. Similar to defects in graphene, there exists a variety of di�erent ring

compositions within the lattice, such as 5|7, 4|4, 4|6, 4|8 and 6|8 rings [65].

An important characteristic for the quality of a monolayer of MoS2 is the

grain size, as mechanical properties, like sti�ness and strength scale with the

grainsize [65]. Due to their prevalence in CVD-grown samples, their in�uences

on the material's properties have been investigated in detail. In MoS2 they

strongly a�ect the optical properties.

It can be expected that, similar to graphene, the combination of structural

defects and thermal in�uence induce corrugations to a freestanding monolayer

of MoS2. These corrugations might slightly alter the electronic properties

[65]. Substrate-induced corrugations in single layer MoS2 on a substrate were

reported by Kim et al. [70].

Properties of MoS2

Monolayer MoS2 is a semiconductor with a bandgap which can be tuned in

various ways without changing the chemistry of the material. One of these

approaches is strain engineering. Where possible gap openings in graphene

start at high strains of about 20%, much less strain is needed in MoS2. Various

types of strain engineerings have been demonstrated. According to Feng et al.,

MoS2 exhibits an isotropic in-plane elasticity and the bandgap depends only on
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the 2D hydrostatic strain invariant to the linear order [33]. The carrier mobility

of mechanically exfoliated MoS2 was found to be between 200− 500 cm2/(Vs)

at elevated temperatures and 0.5−3 cm2/(Vs). It behaves like a heavily doped

semiconductor with an activation energy of > 0.6 eV [38].

3.1.4 Van der Waals heterostructures

Van der Waals heterostructures are stackings of di�erent materials held to-

gether by van der Waals forces. These forces include the interaction of electro-

static dipoles (Debye forces) and London dispersion forces [71]. The associated

interlayer forces range between 40 and 70 meV [35] and are thus much smaller

than covalent bonding energies of 200 − 600 meV [35]. They are nevertheless

su�ciently strong to keep the layers of the vertical stack together [72].

The lattice mismatch & moiré pattern

The orientation of the partaking materials in�uences the electronic properties

of the resulting vdW heterostructure. In stackings of two graphene layers, a

lattice twist angle of 1.05◦ leads to superconductivity, according to Lian et al.

[73]. The in�uence of the lattice mismatch in form of a twist angle could also

be observed in other vdW heterostructures. As Aziza et al. described, in a

vertical vdW heterostructure of MoS2 and graphene, the twist angle can be

used to intentionally alter the electronic properties of MoS2, whereas those of

graphene remain unaltered [74].

Moiré patterns are observed whenever two or more lattices with a mismatch

with respect to each other are placed on top of each other. If the lattice

orientations are close, the moiré e�ect results in a striped pattern with a small

period (see �gure 3.5). For larger mismatch angles (see the di�raction pattern

for graphene on hBN �gure 3.5 (c)) the moiré e�ect results in a striped pattern

with a large period as shown in �gure 3.5 (d), for hBN on graphene.

Looking at the di�raction pattern of vdW heterostructures of graphene and

MoS2 in �gure 3.5 (e) and (f), two di�erent lattice spacings can be observed
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easily. However, in the corresponding high resolution electron microscopy

(HRTEM) image, graphene cannot be seen, although it can be revealed by

the fast fourier transformation (FFT) of the area (inset in �gure 3.5 (g)). This

is because graphene with its carbon atoms is such a weak scatterer compared

to MoS2 that its presence remains hidden in slight brightness variations.

a b

c d

Figure 3.5: Moiré patterns of di�erent lattice mismatches of a

graphene hBN heterostructure. (a) Moiré pattern of a heterostruc-
ture of graphene and hBN with a small lattice orientation mismatch and
(inset) the according di�raction pattern (red - graphene, blue - hBN).
(b) Moiré pattern of a heterostructure of graphene and hBN with a larger
lattice orientation mismatch and (inset) the according di�raction pattern
(red - graphene, blue - hBN). (c) HRTEM image of a heterostructure
of graphene and MoS2. (inset) Di�ractogram of (c). (d) Energy �ltered
HRTEM image of a heterostructure of graphene and MoS2 (inset) the
according di�raction pattern (red - graphene, gren - MoS2).
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Due to their di�erent electronic properties, heterostructures between graphene

and hBN or MoS2 can open a variety of new applications. The misorientation

of the two stacked crystal lattices can alter the electronic structure by intro-

ducing superlattice minibands or even a small band gap in the band struc-

ture of graphene [75, 76]. In the case of closely aligned graphene-hBN vdW

heterostructures, a band-gap in graphene can appear. This happens due to

the local breaking of the carbon superlattice symmetry [77, 78, 79, 80]. The

point was however opposed by Xue et al., who argued against a hBN-induced

band-gap opening in graphene, even locally [81]. Angle-resolved photoemission

spectroscopy measurements conducted by Diaz et al. in 2015 did not reveal

signi�cant charge transfer doping due to a possible change in the Dirac cone

[82]. During investigations in 2013 by Yang et al. of graphene on hBN, an

extra set of Dirac points induced by the moiré pattern was established [83].

Properties of vdW heterostructures

The electron mobility of electrons in graphene in a vdW heterostructure on

top of hBN is at least 10 000 cm2/(VS) [78] which is lower than the aver-

age experimental values for pristine graphene (section 3.1.1) and much below

the theoretically predicted value. In contrast, Dean et al. conducted elec-

tronic transport measurements and obtained a carrier mobility of 60 000 cm2/

(VS), concluding that hBN serves as the perfect substrate for graphene-based

electronics [61]. According to Wang et al. the presence of hBN in such a het-

erostructure signi�cantly reduces charge density inhomogenities, compared to

SiO2 as a substrate material [5].

In conclusion, graphene and hBN are to each other perfect substrates due

their smooth, dangling bond-free surfaces and their complementary electronic

properties [81]. Unfortunately the fabrication of monolayer hBN with su�-

ciently high quality is still a work in progress, which drastically limits the

potential applications [5]. It would be ideal to be able to align the two lattices

with respect to each other with desired lattice mismatch angles. Unfortunately

this remains an unsolved issue [5].
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According to Jin et al. there is no in�uence to the electronic properties

when graphene is transferred onto a monolayer of MoS2. Graphene behaves in

this compound as pristine graphene independent of the lattice mismatch angle,

and the Dirac point of graphene is situated within the bandgap of MoS2. When

growing MoS2 on graphene, MoS2 tends to align with the graphene lattice [84].

Sample preparation

CVD growth of each material separately and subsequent transfer on top of each

other, is an e�cient method to prepare heterostructure samples of 2D materials

[5]. Another possibility is to directly grow the materials on top of each other.

However, in case of MoS2, growth on a (mono- and multilayered) graphene

substrate, wrinkles and di�erent types of defects can lead to unwanted side

e�ects, such as the growth of adlayers of MoS2 [5]. As 2D materials and their

vdW heterostructures are the thinnest imaginable materials, contamination

in form of hydro-carbon compounds can interfere with subsequent measure-

ments. Unfortunately they are an omnipresent nuisance as they tend to be

inevitable during preparation processes. For graphene-based structures, hy-

drocarbon contamination tends to accumulate into pockets of submicron size

with a round base shape [85]. Heating the materials to up to 300◦C before

creating the heterostructure helps to reduce the size of the pockets. Their

properties depend on the elastic properties of the partaking materials and are

independent of the trapped contamination [85, 86, 87]. It is possible that in

the direct vicinity of the bulged material, local stresses appear [86].

Applications

2D materials are prone to external in�uences such as Coulomb interactions

with adlayers or substrates. These screening e�ects directly a�ect for example

the bandgap of MoS2. However, electrostatic screening e�ects are su�ciently

weak in a vdW heterostructure between single-layer graphene and MoS2 such

that the bandgap of MoS2 is not signi�cantly altered. Due to this renormal-
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ization e�ect MoS2 is a promising candidate for optoelectronic devices [88].

Heterostructures between graphene and hBN and those between graphene and

TMDs are of interest for applications for �eld e�ect transistor (FET)s, perfor-

mance optoelectronics and photovoltaic devices [89, 90, 91]. Nevertheless, the

microscopic mechanisms how graphene acts and adapts to its substrate, be it

on a bulk substrate or another 2D material, have still not been conclusively

studied [92].

3.1.5 Corrugations in 2D materias

The lack of the third dimension causes 2D materials to often exhibit di�erent

properties than the corresponding bulk form. Similar to a linen sheet, such

thin structures are susceptible to out of plane distortions, which adds a cer-

tain three-dimensionality to the structure. Corrugations are also caused by

lattice defects, as suggested already in 1993 by Carraro et al. for general 2D

membranes [93].

The non-�atness of 2D materials is a controversial topic. In principle the

non-�atness of suspended 2D materials can be measured by scanning probe

techniques. However, these mechanical probing techniques are problematic

for investigating freestanding 2D materials, because the interaction with the

probe inevitably leads to the deformation of the membrane, even in so-called

non-contact modes. Therefore, only a method with negligible interaction be-

tween the probe and the specimen allows unperturbed in-situ investigation of

corrugations in 2D materials.

Previous studies on corrugations of 2D materials

In 2007 ripples in freestanding graphene were computationally predicted to

be randomly distributed by Fasolino et al. [94]. However, also on substrates

graphene tends to adapt to the underlying surface [26]. In 2007 Meyer et al.

estimated the range of intrinsic ripples for suspended graphene sheets to be

several nanometers. They used TEM as a method of contactless investigation
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and compared the mean inclination of monolayered graphene membranes to

bilayered graphene. In 2011 Brivio et al. used this method to investigate cor-

rugations of monolayered MoS2 [95]. Corrugations add one degree of freedom

to the atomically thin system and can lead to otherwise unexpected scatter

of data in measurements. For simplicity they are often omitted in theoretical

studies [96, 97]. However, they may stabilize these otherwise fragile structures,

especially in their freestanding form [98]. Geringer et al. observed that the

lateral wavelength of corrugations in monolayer graphene deposited onto SiO2

substrate have a wavelength of 10 − 25 nm with an amplitude of about 1 nm

[99]. Similar results were measured by Warner et al. in 2013 with an amplitude

of 0.5− 2 nm [98].

As mentioned in the sections 3.1.1 and 3.1.2, lattice defects are, if present,

an additional cause for out-of-plane buckling. It might be tempting to assume

that an increasing number of defects leads inevitable to higher buckling of the

material, but in fact an increase of defect concentration reduces it due to strain

release between neighboring dislocations. Additionally, the buckling itself leads

to a massive strain release [43]. Strain is a another major cause for rippling of

2D membranes. Either in localized form due to defects, or on a larger range

due to external stress [100]. The role of the latter type of strain is going to be

discussed in detail in section 4.5.

Corrugations in other 2D materials than graphene

Studies on corrugations of 2D materials other than graphene are rather rare,

possibly due to lack of suitable samples. For example, good quality single

layered crystals of hBN are much rarer than those of graphene, that is mean-

while produced in industrial quantities. As mentioned before for MoS2 a study

similar to Meyer et al. [7] has been conducted [95].
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Out-of-plane corrugation in vdW heterostructures

It can be assumed that if two materials are brought in contact their mechanical

properties and even the atomic structure is altered. According to literature, the

intrinsic corrugations of monolayer graphene are suppressed in heterostructures

[99, 101, 102, 103, 81, 26, 27]. Yang et al. reported that graphene exhibits

a corrugated structure on hBN. It was further shown that the interaction

between the two layers is weak, resulting in low internal frictional forces [83].

3.2 Sample preparation

As low-dimensional materials tend to be quite delicate, sample preparation is

particularly challenging. Properly prepared samples can save time and nerves.

Because 2D material have a high surface-to-bulk ratio, cleanliness of the sam-

ples is extremely important. To avoid contamination, there are three general

rules:

1. Clean tools: Beakers, tweezers and other tools need to be carefully

cleaned. It can be recommended that beakers are cleaned with the same

liquids that are later �lled into these beakers.

2. Clean liquids: All used liquids should be taken fresh from clean sources.

It is also often advantageous to �lter freshly prepared solutions (e.g.

iron(3)chloride (Fe3Cl) solution).

3. Proper rinsing: All freshly prepared specimen should be rinsed carefully

and properly to avoid residues of any type. Fe3Cl for example can lead

to needle-like structures on the sample.

All specimen investigated in this thesis were made freestanding on perforated

�lms, and most of them were made from CVD-grown samples. To compare

possible di�erences originating from preparation processes, additional speci-

men were produced by exfoliation. In the case of graphene the source material
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Figure 3.6: Scotch tape method. (a) Adhesive tape with a piece of
HOPG on top of the sticky side. (b) After removing HOPG, small crys-
tallites remain on the adhesive tape. (c) At the start of the exfoliation
process two parts of the tape are attached and subsequently detached.
Crystallites between the two sides of tape are torn apart. This process is
repeated at slightly di�erent positions. (d) After repeating this process
several times the sticky side is covered with small pieces of thinned-out
graphite crystals.

is highly oriented pyrolytic graphite (HOPG). Similar crystals are available

for the preparation of di�erent 2D materials.

Mechanical Exfoliation

The best known method for exfoliation is the so called "Scotch tape" method.

To produce the 2D specimen, a crystal is placed on the adhesive tape. When

the tapes are detached, parts of the crystal stick on each side. This process can

be applied until there are only thin parts of the material left, and the material

is distributed over the two pieces of tape, as shown in �gure 3.6.

One piece of tape is gently pressed onto a cleaned 1×1 cm2 Si chip with a

silicon oxide (SiO) layer of a known thickness. After pressing and detaching

the Si chip from the adhesive sheet, it will be investigated under a visible light

microscope. Here the thickness of the SiO layer is crucial, as it helps to distin-
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guish layers with depicted thickness. A thickness of 300 nm has been proven

as providing the highest contrast between the monolayer and the Si substrate.

This contrast di�erence is only 6 10 %, depending on the wavelength [104]. As

one layer of 2D material has a de�ned absorption and the absorption depends

linearly on the number of layers, multilayers can be identi�ed by a de�ned

contrast di�erence.

Unlike its sibling graphene, hBN is relatively hard to �nd through the ocu-

lars of a visible light microscope due to its weak light absorption. The contrast

on regularly used substrates is extremely weak. Combined with di�cult CVD

synthesis procedures, studies with monolayer hBN remain rare [105]. Despite

challenges, hBN specimen can be produced through mechanical exfoliation

[106]. It has been observed by Xu et al. that mechanically exfoliated hBN

sheets appear to have fewer defects than those produced by chemical methods

[107].

Chemical vapor deposition (CVD)

CVD growth of 2D materials provides larger quantities of 2D material than

the mechanical exfoliation technique. A drawback of this method is that the

growth typically starts from several crystallization seeds simultaneously. From

these seeds monolayers with arbitrary orientations emerge. This can lead to

monolayered, but polycrystalline material. Despite di�culties, CVD processes

are used for synthesizing monolayer hBN �akes [108]. But the resulting mono-

layers of hBN are often highly polycrystalline and sometimes contain multilayer

regions [108]. Similar challenges occur during CVD growth processes of mono-

layered MoS2 [109].

Suspended 2D materials

All specimen investigated here were suspended onto commercially available

TEM grids (Quantifoil R©). For the following experiments those were metal

(typically gold) grids covered by holey amorphous carbon �lm. The diameter
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of the grid was 3 mm and the thickness of the carbon �lm about 12 nm.

The transfer process for exfoliated and CVD grown samples onto these grids

are similar. Exfoliated samples are typically smaller than CVD grown ones.

For the transfer of a �ake from a substrate, a TEM grid is placed onto the

substrate, so that the �ake is in a suitable position. Subsequently, a droplet of

isopropanol was used to eliminate the air gap between the holey carbon foil and

the �ake. The SiOx layer was then etched in a potassium hydroxide solution.

Finally, several rounds of washing in water and isopropanol were done.

All hBN samples were grown on Cu foil, whereas the MoS2 specimen were

grown on SiOx. Similar as for the exfoliated samples, the air gap between the

carbon �lm and the sample was eliminated using a drop of isopropanol. In

case of Cu foil as support, it was etched in a Fe3Cl solution. Depending on the

concentration, this step could take up to 12 h. Then the sample was rinsed

several times in deionized water to wash away the Fe3Cl residues. This step

was followed by rinsing the grid in isopropanol.

Preparation of vdW heterostructures

As the commercially available ready-to-use CVD grown graphene specimen

on TEM grids are of suitably high quality, they were used in most graphene

experiments and also to prepare the vdW heterostructures. The production

of these samples is similar to the transfer process described using empty TEM

grids.

Customized sample carrier

To apply strain on a specimen, a TEM stretching holder is needed. By this

purpose TEM grids were glued to Al platelets with vacuum-compatible epoxy

glue and mounted as shown in �gure 3.7. The preparation process is discussed

in detail in section 4.5.
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Figure 3.7: TEM straining holder. (a) The holder in top view, includ-
ing straining unit at the tip, the O-ring seal (middle) and the motor-drive
unit in the back. The motor-drive is connected to and controlled with
the β-tilt at the microscope. (b) The straining unit adapted to strain
TEM grids.

3.3 Electron microscopy

The main source of this chapter is the book by David B. Williams and C.

Barry Carter: "Transmission Electron Microscopy: A Textbook for Materials

Science" [110].

In electron microscopy the fact that a particle can be equally described

as a wave leads to using electrons in a similar manner as visible light, to

generate a magni�ed image of a specimen. The resolution of visible light mi-

croscopes is limited by the wavelength of light. Crystallography often uses

X-ray di�raction methods, as the wavelengths are in the range of the investi-

gated distances. However, di�raction methods are limited to observations in

the reciprocal space. Furthermore, for X-ray scattering only interactions with

electrons in the atomic shell of a specimen are relevant and interactions with

nuclei can be often neglected [111]. Hence, using electrons as probing parti-

cles leads to additional insights as these interact both with the electrons in

the atomic shells and the Coulomb potential of the atomic nuclei. Due to the

short wavelength of electrons (pm range), the information and resolution limit

can be extended beyond that of visible light, which spectrum ranges between

400 to 700 nm.
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The Electron Energy Resolution

To use electrons as probing particles they have to be accelerated in an electric

�eld. The electron velocities v are directly related to the used high tension

U . Fractions of the kinetic energy E of the electrons can be transferred to

the specimen through elastic and inelastic scattering. Nuclei in the compound

of the irradiated material can be irreversibly removed from this compound, if

kinetic energy transferred elastically to a target atom surpasses the material

speci�c so-called displacement threshold. The resulting deterioration of the

sample is called knock-on damage. Beacause 2D materials are their own sur-

faces, and surface atoms in bulk materials have lower bonding energies, the

displacement thresholds in 2D materials tends to be lower than those of bulk

materials.

The wavelength λ of relativistic electrons is

λ =

√
h2c2

eV [2mec2 + eV ]
, (3.3)

where h is the Planck, c the speed of light, e the elementary charge, V the

acceleration voltage and me the electron mass. Common acceleration voltages

range between 200 and 300 kV, which lead to damage in most 2D materials.

Therefore a low acceleration voltage, ranging between 30−120 kV is mandatory

to minimize knock-on damage [112, 113, 114].

In an electron microscope the acceleration voltage de�nes the wavelength

of the electrons. In the relativistic case the de Brogli wavelength is

λ =
hc
√

1− v2/c2
V

, (3.4)

where v is the electron velocity. This relation is a reasonable approximation

up to 100 kV. Table 3.1 lists properties of imaging electrons for the used ac-

celeration voltages.
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Table 3.1: Electron properties for regularly used accelerating voltages.

Acceleration
voltage (kV)

Relativistic
wavelength
(pm)

Mass
(×m0)

Velocity
(×108 m/s)

80 4.1757 1.1565 1.5061
100 3.7014 1.1956 1.6434
200 2.5079 1.3913 2.0844

The electron gun

In the beginning of electron microscopy the electron source was a tungsten �l-

ament, like one used in an ordinary light bulb. Similar to the photon emission

from a light bulb, electrons are emitted with a variety of energies ("colors").

Such a "white" electron beam reduces signi�cantly the resolution due to chro-

matic aberration of the lenses, especially in the strongest one, the objective

lens. The focal lengths of electrons with di�erent wavelengths di�er, causing

a blurring of the focal point in the back focal plane of the lens. Therefore, the

aim is a monochromatic electron beam.

An improvement was presented by a �lament of lanthanum hexaboride

(LaB6). The newest generation are �eld emission guns (FEG) which are sharp

pointed electron emitters. In this type of electron source the temperature is

kept at about 44◦C for the standard �eld emission gun (FEG) and at about

24◦C for so called cold FEG. All these electron sources act as cathodes in

the electron beam generating unit referred to as electron gun. The cathode is

surrounded by a Wehnelt cylinder or Wehnelt grid, set to a negative electric

potential, that acts as the �rst anode (�gure 3.8). This extraction potential

extracts electrons from the electron gun. A Wehnelt cylinder is a cylindrical

control electrode to regulate the brightness of an electron beam. A second

anode, often referred to as accelerator, accelerates the electrons to the applied

high tension. If the microscope is equipped with a monochromator, it is placed

between the �rst and the second anode potential.
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Figure 3.8: Electron gun. The electron gun acts as cathode. The �rst
anode (extractor) extracts electrons from the cathode. Those are then
accelerated to the target high tension (between 60 and 300 kV) in the
second anode.

Monochromator

To decrease the energy spread of the electron source, microscopes can be

equipped with a monochromator. A commonly used simple design is the single

Wien �lter as shown in �gure 3.9. Although every additional optical element

introduces aberrations, those introduced by the Wien �lter are less pronounced

as compared to other designs [115]. This design also has the least beam current

reducing e�ect [115]. In this type of monochromator the electrostatic potentials

at extraction anode, gun lens and monochromator work as an einzel lens. Such

system containing three electrostatic potentials acting as a focusing lens and

can be operated in two di�erent modes: decelerating and accelerating mode.

In both modes the crossover of the electron beam is controlled only by the gun

lens potential. In the Titan 80-300 (S)TEM used here, the extractor voltage,

the �rst electrostatic lens at the anode plate, is usually at a constant value

(for all following experiments at 4.5 kV). In decelerating mode the gun lens is

operated in a potential range around 800 V and monochromator potential is

set to 3.0 kV. In accelerating mode the potential at the gun lens is operated a

range around 4.9 kV.

The working principle of a Wien �lter is a combination of an electric and

a magnetic quadrupole. The magnetic and the electric �elds can be arranged

such that in every point within the �lter the �eld lines of both �elds are or-
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Figure 3.9: Single Wien �lter monochromator. Arrangement of
the electric (plus, minus) and magnetic (south, north) poles with the
according �eld lines. Two electrons (green) with the resulting forces
(~Fm and ~Fe) are shown. Electrons with a velocity smaller than v0 have
trajectories towards the positive electrostatic potential (+V ), whereas
those with a higher velocity towards the negative (−V ). Therefore the
monochromated beam is of elongated shape and dispersed in its energy.
The amount of energy dispersion is given by the length of the monochro-
mator.

thogonal with respect to each other. The incoming electrons experience the

superposition of the electrostatic �eld ~E as the force ~FE = e ~E and the Lorentz

force ~FL = e~v× ~B. The velocity ~v of the electrons is determined by the accel-

eration voltage. As the source has a thermal energy spread, the velocities of

the extracted electrons are distributed. Only electrons in the narrow velocity

range close to |~ve| = | ~E|/| ~B| can travel through the monochromator system.

Electromagnetic lenses

Analogously to optical lenses for photons, magnetic lenses are used to manip-

ulate the electrons' trajectories. In contrast to optical lenses, magnetic ones

38



are limited to focusing. Fortunately electrons tend to diverge on their own.

Secondly, according to [110]: "....the best electromagnetic lens [is] the equiva-

lent of using the bottom of a well known softdrink bottle as a magnifying glass.

Another common description is that if the lenses in your own eyes were as

good as our best electromagnetic lens, then you'd be legally blind." In the mi-

croscopes used for this work, the majority of lenses are electromagnetic lenses.

Electrostatic lenses are found in the gun assembly wheres magnetic lenses of

�xed magnetic �eld are usually found in simple electron microscopes. Electro-

magnetic lenses can be divided into round lenses and multipole lenses. The

main image or probe forming lenses are of the �rst type whereas those for

correcting aberrations are of multipole type. Frequently used multipole lenses

are quadrupole lenses (such as previously described for the monochromator),

hexapole and octopole lenses.

3.3.1 Electron�matter interactions

Scattering processes

The basis of image formation in all electron microscopes are elastic and inelastic

scattering processes. An electron hitting the specimen can be either not scat-

tered at all, scattered once, several (> 2 6 20) times or multiple (> 20) times.

With decreasing specimen thickness the number of scattering and re-scattering

processes decreases. In 2D materials the probability of single scattering is the

highest.
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Figure 3.10: Possible scattering processes for electrons. Unscat-
tered electrons pass the material una�ected, whereas backscattered elec-
trons (BSE) experience scattering in reverse direction. Elastically scat-
tered electrons can contribute to a variety of signals in a TEM, similar to
inelastically scattered ones. Together with unscattered, elastically and
inelastically scattered electrons contribute to the main TEM signal. Sec-
ondary electrons (SE) are usually not directly detected in TEM. X-rays
(γ) produced during these processes can be used for elemental analysis
(EDX). K, L and M are the electron shells.

The possible scattering events are sketched in �gure 3.10. For the sake

of completeness the backscattered electrons as well as the secondary electron

process are also shown. In TEM "unscattered electrons" are often referred to

as "transmitted electrons", but this can lead to misconceptions, since in TEM

all detected electrons are transmitted.

Inelastic scattering occurs as an interaction of the incoming electrons with

the electrons of the specimen. The incoming electrons lose the energy equal

to the equivalent necessary to lift a shell electron to a higher energetic state.

As they fall back into their initial state, an X-ray is emitted, that can be

detected in spectroscopic measurements. Also the electrons su�ering from

inelastic losses can be used in EELS or energy �ltered TEM (EFTEM). The

angular distribution of inelastically scattered electrons is 610 mrad and they

are usually used for bright �eld (BF) imaging (sec. 3.3.2), as a part of the

direct beam.

In assumption of a su�ciently temporal and coherent electron beam of

wavelength λ, the conditions for positive interference of the electron partial
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waves, scattered by the lattice planes of distance dhkl, is described by Bragg's

law

nλ = 2dhkl sin θB, (3.5)

where n ∈ N and θB the angle under which the Bragg condition is ful�lled.

Electrons scattered under these conditions can be observed in an angular range

between 10 to 50 mrad. They are used for dark �eld (DF) imaging in TEM or

via an annular dark �eld (ADF) detector in STEM.

Elastic scattering (Rutherford scattering) is the scattering of an electron

with a nucleus in the specimen. If the electron interacts with only the nucleus,

the (unrelativistic) unscreened, di�erential Rutherford scattering cross section

is
dσ

dω
=

(
Zα~c

4Ek(sin θ/σ)2

)2

, (3.6)

where σ is the di�erential cross section, α the �ne structure constant, Ek the

non-relativistic kinetic energy and θ the scattering angle. As the incoming elec-

trons interact also with the atomic shell, the scattering cross section is altered

due to these screening e�ects. The resulting screened Rutherford scattering

cross section is

σ(β) =

[
Zλ
(

a0
Z0.33

) (
1 + E0

m0c2

)]2
π(a0)2

(
1 +

(
β
θ0

))2 . (3.7)

Here Z is the atomic number, λ the wavelength, β the semi-convergence angle,

a0 the Bohr radius, θ0 the screening angle andm0 the rest mass of the electron.

The scattering cross section for Rutherford processes depends strongly on the

atomic number Z of the nuclei. Electrons undergoing these processes can be

found in an angular range > 50 mrad and are usually detected via a HAADF

detector in STEM. A big advantage of this type of image formation is the

so called Z-contrast, as elements can be directly identi�ed according to their

brightness in the image [116].
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Knock-on damage

Due to the discussed developments in the �eld of electron microscopy (sec. 3.3)

the image quality has drastically improved at low acceleration voltages down

to 30 − 60 kV. These drastically reduce the sputtering of lattice atoms due

to elastic scattering (called knock-on damage) and therefore increase the dose

that can be used for imaging delicate samples [117].

Radiolysis

Low accelerating voltages increase the ionizing e�ect of the electron beam on

the specimen. This e�ect occurs especially in non-conducting specimens. The

electron irradiation causes removal of shell electrons, leaving ionized atoms in

the lattice. These ions in the lattice weaken interatomic chemical bonds. This

leads subsequently to a loss of atoms. In non-conductive specimens a charge

equilibrium is more di�cult to restore than in conductors [118]. Irradiation

with an electron beam can also induce other process within a material, such

as crystallization of non-crystalline materials, which can be often observed in

situ [119].

Chemical etching

One obstacle for electron microscopy with atomically thin materials is the

often dense surface coverage by hydrocarbons, which lead then to di�erent un-

wanted e�ects [85, 7]. One rather obvious is that thick coverage (in nm range)

of non-electron transparent material on top of the specimen results in a lack of

visibility. As graphene and hBN contain only light atoms, this is a more seri-

ous problem for those than for MoS2, containing comparatively heavy atoms.

Secondly it can can cause severe damage on specimens due to chemical reac-

tions between beam, adsorbates and the specimens' material, called chemical

etching. According to recent research, chemical etching is mainly promoted

in non-ultra high vacuum (UHV) conditions [120], as unfortunately present in

most standard TEM instruments.
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3.3.2 Transmission electron microscopy (TEM)

In TEM, an electron beam is shone through a specimen. Therefore, the speci-

men has to be thin enough so that electrons can transmit through it. Usually

TEM specimens need to be specially prepared or thinned from bulk materials

so that these requirements are ful�lled. In case of atomically thin monolayers,

such treatments are not necessary.

The electron beam in a TEM is produced in such a electron gun assembly

described in section 3.3. In a conventional TEM construction the gun is located

at the top of the microscope in contrast to a dedicated STEM instrument, as

will be discussed in section 3.3.2. After the gun, a sophisticated arrangement

of magnetic lenses, the goniometer (middle part) with the specimen entry and

an observation system at the bottom follows.

TEM has two basic operating types: imaging and di�raction. Each needs

di�erent settings of the whole lens system. The lens system can in general be

divided in three parts: the condenser, the objective and the projection system,

that will be discussed below. Weakening or strengthening the condenser lenses

C2 and/or C3 regulates the illumination of the specimen. The current of the

coils in these lenses regulates the strength of the magnetic �eld. A strong coil

current causes a strong magnetic �eld in the lens and therefore reduces its focal

length. A weakening of the coil current and hence the magnetic �eld leads to

an increase in the focal length.

The condenser system and its apertures

The condenser system is used to form the beam. After the gun and the ac-

celerator, the electron beam is converged to the crossover at the C1 lens. The

condenser system varies between two to four lenses (C1 - C3 and in some cases

as well a minicondenser lens) depending on which parameters the beam has

to ful�ll. When all condenser lenses are activated, the semi-convergence angle

can be regulated more precisely. Depending on the semi-convergence angle,

the incoming beam can be chosen as spreading, parallel or converging beam.

43



The size of the illuminated area for a condensing beam can be adapted via

the condenser apertures. The brightness is regulated by the excitation of the

C1 lens (referred to as the spotsize). A weakly excited C1 lens gives a bright

beam with a low demagni�cation of the source, whereas a highly excited C1

lens gives a beam with less brightness but high demagni�cation. A strength-

ened C2/C3 lens combination leads to a highly convergent beam, whereas a

weakened C2/C3 lens combination leads to a more parallel beam.

The C1 aperture is the �rst aperture of the condenser system and located

below the electron gun. This important aperture regulates the amount of non-

paraxial rays contributing to the total beam. The choice of this aperture is

always a trade-o�. Usually the beam-limiting aperture is the C2 aperture, lo-

cated after the C2 lens. A small C2 aperture cuts non-paraxial beams, which

reduces spherical aberrations. Spherical aberration is an important lens aber-

ration, as the focal points of paraxial rays di�er from those of non-paraxial

rays. This aberration is the main resolution limiting aberration for conven-

tional TEM. Narrow beam-limiting apertures reduce drastically the electron

dose at the sample, which is an advantage for beam sensitive samples, but it

leads to lower brightness on the screen.

The objective system and its apertures

In modern instruments the specimen is placed between the pole pieces1 of the

objective lens to guarantee a homogeneous magnetic �eld at the specimen.

Some TEM devices come with a mixed condensor-objective system. In such a

case the upper poleshoe is a part of the condenser system. The position of the

objective lens, including parts of the pre-specimen �eld is shown in �gure 3.11

in parallel illumination. The specimen is placed into the pre-�eld of the lower

objective lens. The post �eld of the objective lens focuses the scattered beams

in the lenses' back focal plane (bfp), that is located approximately 1 mm below

the specimen. Here the di�raction pattern is formed, as electrons from distinct

scattering directions have a crossover. Di�raction pattern contains all angular
1The plus and minus poles of the magnetic lenses are called polepiece or -pieces
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information of a specimen. A detailed description of how a di�raction pattern

is created is given in section 3.3.2. Below the bfp, in the image plane, an image

of the specimen is formed. Depending on which apertures are inserted, and

the settings of the projector system (section 3.3.2), an image or a di�raction

pattern can be seen at the screen.

As the post �eld of the objective lens is usually the strongest magnetic

�eld in the column, the aberration contributions of this lens are as well the

strongest. Aberrations and how to correct them will be discussed in detail in

section 3.3.2.

As the area between the pole pieces contains the specimen it is in most con-

ventional instruments a connection to the outer world. Conventional TEMs are

often equipped with O-ring sealed goniometer side entries. Due to this design,

the vacuum level of conventional devices is limited to pressures > 10−7 mbar.

In the goniometer are mechanisms to rotate, tilt, heat, cool, and many more

depending on the available specimen holders. All these mentioned activities

can cause the sample to de-gas and cause undesired interaction with the elec-

tron beam in the strong �eld of the objective lens. To avoid such side e�ects

a cooling trap is mounted around the specimen area to attract and trap un-

desired particles. This is to reduce chemical etching from the residual vacuum

[120].
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Objective lens
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Back focal plane

1st intermediate image

Intermediate lens
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diffraction pattern
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Figure 3.11: Post-specimen ray diagram of TEM. (left) Imaging
and (right) di�raction mode share similar ray-paths until the �rst in-
termediate lens. In the imaging ray-path the position of the objective
aperture in the bfp of the objective lens is shown. In the di�raction ray
path the position of the SA aperture is shown. Based on reference [110].
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Two imaging apertures are located between the sample and the projector

system: the objective or contrast aperture and the SA aperture. The objective

aperture is located in the bfp and the SA aperture in the image plane of the

objective lens.

The projector system

The image mode providing di�erent magni�cations and di�raction mode pro-

viding di�erent camera lengths is controlled by the projector system. The

projector starts with the (�rst) intermediate lens, shown in �gure 3.11 and in-

cludes further lenses until the �nal image is formed. In many modern devices

with additional lens systems (e.g. energy �lter or image corrector) these lens

systems are more complicated to guarantee high resolution images or di�rac-

tion patterns.

In simpli�ed terms, it can be said that to create a di�raction pattern, the

projector system must be weakened. The focal length increases until the front

focal plane (�p) of the (�rst) intermediate lens is the same plane as the bfp of

the objective lens. Therefore, the projector system picks the di�raction pattern

from the bfp of the objective lens. The magni�cation of the di�raction pattern

on the viewing screen (or a camera) is controlled by the subsequent lenses and

is referred to as camera length.

When the projector system is strengthened, its focal length decreases until

the �p of the (�rst) intermediate lens lies in the image plane of the objec-

tive lens. Therefore, an image of the specimen gets picked from the image

plane and magni�ed as the user wishes. In many conventional TEM systems

three magni�cation ranges are available. In the low magni�cation (LM) regime

the objective lens is (almost) deactivated, therefore the magni�cation can be

reduced until a factor of a few tens. In the selected area (SA) regime the ob-

jective lens is excited and ranges between a few thousand to several hundred

thousand, whereas the high magni�cation (Mh) range starts at a magni�cation

factor of about 800 000.
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The application of SA and objective aperture

Each position in the specimen creates scattered and unscattered electron beams.

Scattered electrons undergo phase shifts, whereas unscattered do not. A beam

formed by the latter is referred to as direct beam. In imaging mode the direct

beam and the scattered beams are focused in one point, for each ray path.

The sum of theses ray paths form an image in the observation plane. These

ray paths are shown in �gure 3.11 (b) for two selected initial beams. If the

sample is positioned at eucentric height, the resulting image contrast is gener-

ated by the intensity loss due to local di�erences in sample thickness, i.e. the

amplitude contrast. A specimen in gaussian focus has minimum contrast. If

the specimen is a thin object or a weak phase object, the observed intensity

I(r) in the observation plane can be described as

I(r) = |ψ(r)|2, (3.8)

where ψ(r) is the wave function of electrons in the image plane, described by

ψ(r) = ψexit(r) ? CTF (r), (3.9)

a convolution of the exit wave ψexit and the contrast-transfer function CTF (r)

of the objective lens. Here the objective aperture comes into play. Located in

bfp of the objective lens, it can cut rays in a certain diameter, reducing the

images' information, hence increasing the contrast. In the bfp of the objective

lens the di�raction pattern is formed by an electron wave function of the form

ψbfp(k) = F|ψexit(r)| = ψexit(k). (3.10)

The resulting di�raction pattern is the Fourier transformation F of the, from

the specimen exiting, wave function ψexit(r), where the variable k denotes the

spatial frequencies and indicates that the di�raction pattern is in the reciprocal

space. Therefore, the intensity distribution of the di�raction pattern can be
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Figure 3.12: Information - and resolution - limiting lens aberra-

tions. (a) Due to chromatic aberration electrons of di�erent energies
are focused at di�erent focal lengths around the bfp of the lens. (b) Due
to spherical aberration incoming o�-axial electron are scattered more
strongly compared to paraxial electrons.

described by

I(k) = |ψ(k)|2. (3.11)

Inserting the objective aperture removes higher spatial frequencies, and hence

works as a low pass �lter. On the observation plane, in di�raction mode

the objective aperture can be centered around the direct beam cutting out

di�racted beams. Switching back to image mode, the image only contains

information of the direct beam and no information of the angular beams. Such

images are called bright �eld (BF) images in contrast to dark �eld (DF) images,

which contain no information of the direct beam.

The SA aperture shown in �gure 3.11, located in the image plane of the

objective lens selects areas of given sizes from the specimen to form a di�raction

pattern.

Lens aberrations and how to correct them

Electron lenses are prone to aberrations. Unlike their glass counterparts for

visible light, it is not possible to correct them via polishing or coatings. Instead

one needs to in�uence the electron trajectories via additional electromagnetic

multipole lenses.
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The main resolution limiting aberration in conventional TEM and STEM is

spherical aberration CS . In case of CS , abaxial rays have di�erent focal lengths

than paraxial rays. For CS-corrected instruments the resolution limiting aber-

ration is chromatic aberration CC . It causes electrons of di�erent wavelengths

to be focused at di�erent focal distances (see �gure 3.12). The �rst potential

source of an energy spread is at the gun and can be diminished by a spatially

and temporally coherent gun, a monochromator or a combination of both. The

second source of an energy spread is the specimen itself. Inelastic scattering

causes an energy loss in the transmitted electrons. This leads to di�erent focal

lengths for di�erent wavelengths and hence to smeared out areas instead of

sharp beam crossovers. Some devices o�er additional CC correction.

CS corrected systems also correct for other lens aberrations described by

the lens aberration function [121]

ξ(α, φ) =
λ

4
CSα

4 +
Z

2
α2+

A2

2
α2 cos 2(φ− φ2) +

B

2
α3 cos 2(φ− φB)+

A3

3
α3 cos(3φ− φ3)....

(3.12)

Here α denotes the scattering angle, Z the defocus (the deviation of specimen

height to the disk of least confusion), A2 and A3 the two-fold and three-fold

astigmatism, B coma, φ2, φB and φ3 the initial phases of the corresponding

aberrations. Starting with coma the correction is an elaborate task. First of all,

aberrations seldom come alone and they in�uence each other. High resolution

devices have complicated and sophisticated arrangements of multipole lens

systems and algorithms to deal with aberrations of higher orders.

The image corrector

In addition to a monochromator the Titan 80-300 (S)TEM is equipped with

an image corrector. The image corrector can be used after a primary align-

ment of the electrons in the TEM column to guarantee the best results. These

primary or direct alignments contain: setting the eucentric height, correction

of condenser and monochromator astigmatism and adjustments of the beam
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Figure 3.13: Image correction via Zemlin tableau. (a) Di�rac-
togram showing CTF at -440 nm defocus for 80 kV and (b) the cor-
responding Zemlin (tilt) tableau with a maximum beam tilt angle of
18 mrd. (c) The calculated phase diagram for the tableau in (a) shows
the phase shift induced by the lens aberrations. For CS = 0 the phase
diagram looks slightly di�erent than in the current case for negative CS
imaging. Here CS = -17 µm.

pivot points and the voltage center. The image corrector algorithm uses a

di�ractogram of an image of a thin and amorphous specimen region taken at

a certain magni�cation. Depending on the defocus the 2D contrast transfer

function (CTF) exhibits di�erent zero crossings. Depending on the present

aberrations the form of the 2D CTF diverges from an ideal circular symmetry

as shown in �gure 3.13 (a). Di�ractogramms at di�erent beam tilts are taken

to obtain the Zemlin tableau (�gure 3.13 (b)). The quality of estimating the

aberrations depends on the number of di�ractograms at di�erent beam tilts

and the image quality of the di�ractograms. The tilt angle determines which

order of aberrations can be taken into account. For 80 kV acceleration voltage,

Zemlin tableaus with up to 15 mrad beam tilt only take second order aber-

rations into account whereas for 18 mrad or higher beam tilt also third order

aberrations can be corrected.

Cameras and detectors

TEMs are usually equipped with di�erent screens, detectors and spectrome-

ters. The most common one, and historically the oldest, is the �uorescence

screen. It is an electron reactive material emitting visible light as soon as elec-
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trons hit the �uorescent coating. A standard equipment in older devices was a

camera with an image plate, which is today replaced by a CCD camera. With

newer generations of TEMs there comes a selection of di�erent BF and DF de-

tectors. BF detectors are located in the path of the direct beam. DF detectors

are located in a ring around the BF area, collecting only electrons scattered

in certain angles. Due to their ring shape, they are referred to as ADF detec-

tors ("A" for annular). As the electrons are scattered by the nuclei at very

high angles they lose coherency. These scattering processes are described as

Rutherford scattering and can be di�erentiated from Bragg processes where

electrons are described by their wave properties. DF detectors are mostly used

for STEM image acquisition.

EELS and EFTEM

Electron energy loss spectroscopy (EELS) was developed in the 1940's by James

Hillier and R.F. Baker [122], but gained more importance in the 1990s with

advances in microscopy and vacuum technologies. The centerpiece of an EELS

spectrometer is the energy �lter. Due to inelastic scattering events, some elec-

trons lose small fractions of their initial energy. The energy losses depend

on which inelastic processes take place. These inelastic scattering events are

caused by phonon and plasmon excitations, inner shell ionizations, inter- and

intra-band transitions and Cherenkov radiation. As energy loss by inner shell

ionizations (core loss) are material-dependent, these losses help identifying the

elemental composition of a specimen. In a post-specimen energy �lter the exit-

ing electrons are sorted by their energies in the lens system of the energy �lter.

Especially in thin samples, the majority of electrons is elastically scattered and

the most prominent peak is the zero loss peak (ZLP) at 0 eV energy loss. It

is followed by the low loss region (< 100 eV) dominated by the plasmon peak.

The height of the latter scales with increasing specimen thickness. After that

the high loss regions (> 100 eV) can be found. These regions represent the

core losses and are mainly used for elemental identi�cation.

Another application of the energy �lter is energy �ltered imaging or di�rac-
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tion. Within the �lter, energy selection slits are used to select certain areas

of the spectrum for imaging or di�raction. For zero-loss �ltered images or

di�raction patterns, the energy selection slit is placed such that only elasti-

cally scattered electrons can enter the energy �lter. This yields a higher signal

to noise ratio. For di�raction inelastic scattering events with rather low loss

lead to spreading of the di�raction spots. The energy selection slit can be

placed over any area of the spectrum to get image or di�raction information

of plasmon oscillations, or at elemental energy edges.

Specimen holders

The versatility of TEM can be enhanced with special sample holders. Starting

from the simple single tilt holder, they consist of a part protruding from the

side entry, the O-ring seal and the area where the specimen is clamped on. In

the experiments in this thesis a single tilt, a straining holder and heating holder

were used. To apply mechanical strain onto a TEM sample (as discussed in

section 4.5), the straining holder allows a stepwise increase of external strain.

It has a stepper motor drive with an accuracy of 0.05 µm. The specimen

is �xed by two hooks, one of which is attached to the external motor drive.

During other experiments, heating of the sample is necessary (as for example in

section 4.6). This can be done with a heating holder. Through wire connection

to an external controlling module, the temperatures can be controlled up to

1400◦C. Starting from 450◦C, additional water cooling is necessary.

Instruments used in this work

The TEM devices used in this work are a Phillips CM200 from 1997 and a

Titan 80-300 (S)TEM with CS corrector from 2006. Both microscopes have

been aligned for 200 and 80 kV. The CM200 is equipped with a LaB6 crystal

whereas the Titan has a standard Schottky FEG (sFEG) with higher brilliance

and smaller energy spread. The LaB6 crystal is referred to as a thermionic

source with the energy spread of 1 eV [110], whereas in an sFEG the electron
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beam is produced via �eld emission.

Electron di�raction

In section 3.3.2, the principle settings of the di�raction mode were introduced.

The di�raction pattern itself is generated in the back focal plane of the objec-

tive lens, which is usually the strongest electromagnetic lens in the microscope.

The bfp of the objective lens is typically 1 mm below the sample. Therefore all

observed di�raction e�ects are far �eld e�ects. Near �eld e�ects happen within

a distance within one wavelength and the transition zone from near to far �eld

is as well about a wavelength. All transmitted electrons di�racted by the same

angle are focused in the back focal plane of the objective lens in one speci�c

point. Depending on which e�ects should be achieved in a di�raction pattern,

the illumination of the specimen area is important. As di�raction pattern can

in good approximation be seen as Bragg re�exes of lattice planes, coherency

of the incoming electrons is necessary. To get sharp and distinct di�raction

spots, parallel beam illumination is crucial. Parallel beam condition can be

achieved by weakening the C2 lens in two condenser mode or by setting the

semi-convergence angle to zero in three condenser mode.

The incoming electrons can be described as a plane wave

Ψin(r) = A0 exp [irϕ0], (3.13)

where A0 is the amplitude and ϕ0 the initial phase of the direct beam. After

sample interaction, scattered and un-scattered (or direct) beams can be dis-

tinguished. Therefore, the from the specimen exiting wave function is of the

form

Ψexit(r) = An exp [i(ϕ0 + ϕn)]. (3.14)

The amplitude An describe the amplitude changes due to interaction of each

partial wave with the periodic potential of the specimen and ϕn the phase

change of each scattered partial wave. In the bfp of the objective lens, the par-
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tial beams belonging to certain Bragg re�exes are brought to focus at distinct

points. Each re�ex originating from periodical and oriented structures, the

lattice planes, has a distinct position in the pattern. The di�raction pattern

therefore contains all information about all orientations of lattices within the

illuminated area of the specimen. This process can be described by a Fourier

transformation of the exiting wave as Ψexit(r)

Ψbfp(k) = F|Ψexit(r)| = Ψexit(k). (3.15)

Ψexit(k) is the representation of Ψexit(r) in reciprocal space. The intensity

distribution Id(q) in the reciprocal space, the di�raction pattern, is therefore

of the form

Idiff (k) = |Ψexit(k)|2. (3.16)

The di�raction pattern, unlike the image in the image plane further below (as

described previously) contains all the phase information of the specimen.

However, the di�raction pattern does not contain all possible reciprocal

lattice points. The allowed re�exes are speci�ed by the Ewald construction.

The electron beam, in Fourier space described by the vector k, can be described

by a plane wave. The Ewald construction de�nes the wave front at a certain

distance from the source, determined by the electron energy. The wave front

has a circular shape. For a bulk crystal the allowed re�exes are those where

the Ewald sphere hits reciprocal lattice points. In �gure 3.14 an allowed re�ex

is indicated by the vector k0. Unlike in this simpli�ed sketch, in reality the

reciprocal lattice points are not discrete points, but, depending on the real

space lattice take various shapes. This is explained in more detail for 2D

materials in section 3.4.
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Figure 3.14: Ewald sphere. (a) Of a bulk material. The spots represent
the reciprocal lattice points, k0 the incoming and k the scattered electron
beam, in reciprocal space. The radius of the sphere is determined by the
electron wavelength. (b) Ewald sphere cutting through relrods of a 2D
material.

There are several techniques for acquiring a di�raction pattern, the most

common of which is the SA di�raction. Here, only electrons di�racted from a

speci�c area create the di�raction pattern. There are usually di�erent sizes of

SA available. With smaller aperture sizes, smaller areas can be investigated,

with the drawback of increasing edge e�ects. This is because electrons hitting

the edges of the aperture experience additional scattering event, leading to a

blurring of di�raction spots. Additionally, in selected area electron di�raction

(SAED) electrons scattered from areas outside the selected area can partake

in forming the di�raction patters. To avoid these e�ects, aperture-free parallel

electron di�raction is possible if the device is equipped with an additional C3

lens. In such microprobe settings the size of the actually illuminated parallel

area can be determined by condenser apertures, magni�cation and excitation of

the combined C2 and C3 lenses. A further advantage of aperture-free electron

di�raction is that the area of di�raction is limited by the beam itself.

Dark-�eld imaging

DF images contain information from certain scattering directions, excluding

the information of the direct beam. DF images can be seen as the negative to

BF images, as illustrated by �gure 3.15 (a) and (b). The inset in �gure 3.15 (c)

shows a SA di�raction pattern of the area marked in (a) and (b).
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Figure 3.15: BF and DF. (a) A BF image of a graphene-hBN vdW
heterostructure. The gray features are pockets of trapped contamination.
(b) DF image of the hBN layer. The blue circled di�raction spot of the
di�raction pattern (inset) was chosen to produce the DF image. This
layer shows a typical feature in hBN membranes, a triangular, pyramidal
section of hBN multilayers (arrow). The layer also shows cracks, which
might originate from the transfer process. (c) DF image of the graphene
membrane. The inset shows the corresponding di�raction pattern with
the speci�c di�raction spot highlighted (red circle). The membrane is
intact, but shows thickness contrast due to trapped contamination.
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The objective aperture can be used to select the direct beam to enhance

the contrast of a BF image. If this aperture is placed over a selected di�raction

spot and the projector settings are changed to image mode, a DF image can

be seen, where all areas with the selected orientation are bright. This is shown

in �gure 3.15 (c). TEM-DF imaging is therefore a useful tool to investigate

polycrystalline or layered samples.

There exist two ways to obtain a DF image from a certain di�raction spot.

However, they do not give equal results. In a properly aligned TEM, the gun,

the beam and the apertures are aligned within the optical axis. The �rst

method is shifting the objective aperture away from the direct beam, on top

of the di�racted beam. This however would cause a deviation from the optical

axis and hence reduce the quality of the already weak DF image. This can

be avoided by the second method, via tilting the electron beam with de�ector

coils. These coils tilt the beam such that the di�racted beam replaces the

direct beam in the center of the optical axis. This procedure helps to increase

the quality of DF images.

As shown by Ping et al. [123], DF imaging is, apart from di�raction pat-

tern, a tool to distinguish between layer thicknesses in vdW heterostructures.

Di�raction spots vary in intensity depending on the number of layers. Select-

ing a certain di�raction spot results in a DF image of corresponding brightness

contrast, of which the number of layers can be estimated [123]. In case of a

polycrystalline specimen, crystal orientations can be assigned to positions on

the specimen. Even though DF imaging can give insights into the specimen

properties, there are some obvious drawbacks. The main is the massive reduc-

tion in electron intensity hitting the screen or detector. Also the adjustment

can be tedious and is rather error-prone.

Scanning TEM (STEM)

With recent developments of aberration correcting technologies in a synergy

with the �eld emission gun, scanning transmission electron microscopy (STEM)

has recently gained popularity. In contrast to TEM, in STEM an electron probe
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is formed by the magnetic lenses of the condenser and objective system. The

probe is then scanned by scanning coils over the desired �eld of view (FOV). To

achieve the best results, dedicated STEM devices (dedicated scanning trans-

mission electron microscope (DSTEM)) have a rather di�erent setup than a

conventional TEM. These instruments tend to have the gun at the bottom to

improve mechanical stability. They also lack a projector system and contain

instead post-specimen lenses to reduce the length of the column. Working

with a DSTEM, one usually uses a DF detector with a speci�c angular range

(MAADF for medium angles and HAADF for high angles). In case of atomic

resolution it is, in contrast to a TEM, possible to distinguish between di�erent

elements directly due to the scattering contrast. Lighter atoms appear darker,

whereas heavier atoms appear brighter due to Rutherford scattering, as men-

tioned in section 3.3.2. In the angular range of a MAADF (10−50 mrad), Bragg

scattering contributes to the image formation, whereas in the HAADF regime

(> 50 mrad) the contribution is purely (screened) Rutherford scattering. For

light atoms, such as in carbon structures or hBN, the preferred detector is a

MAADF due to the better signal. For materials containing heavier elements,

such as MoS2, HAADF is a better choice.

Probe correction

To form a proper Ångström-sized probe, lens aberrations need to be minimized.

Similar to TEM, the resolution limiting aberration is CS . The probe can su�er

also from all the other aberrations similar to an image in TEM. A tool for

aberration correction in STEM is the Ronchigram. It is named after Vasco

Ronchi, who invented the test in 1923 [124]. Its original purpose was to qualify

and subsequently ratify surface qualities in optics, especially for astronomical

use, and actually bases on the Foucault knife-edge test. It has been adapted for

aberration-corrected STEM devices, such as the Nion UltraSTEM 100 [125].

The Ronchigram is a defocused image of the electron beam, close to the

specimen surface, recorded by a CCD device. In the gaussian focus, the image

on the CCD is, in the ideal case, a magni�ed image of an in�nitely small spot
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(the electron probe). In this case, for an ideal probe, the Ronchigram should

show a homogeneous gray image.The Ronchigram is limited by an aperture

(virtual objective aperture (VOA)), that limits the in�uences of aberrations

of o�-axial regions, as they would reduce the spatial coherence. To correct

aberrations via ronchigrams, an amourphous area on the specimen is set to

underfocus via the stage drives. Here the original idea of the ronchi-test can

be seen. The CCD camera takes �ve images, each at a di�erent close-by

positions (at (0,0), (x,0), (-x,0), (0,y) and (0,-y)). The algorithm compares

changes in the features in the image to those at the position (0,0). In the non-

aberrated case, the features would be simply shifted, whereas in the aberrated

case they are also distorted. The algorithm calculates the aberration function,

from which the necessary changes can be estimated, and the corrector corre-

spodingly adjusted. This is an iterative process that should converge within

a few iterations of measuring the ronchigrams and subsequently changing the

aberration corrector.

The Nion UltraSTEM 100 in Vienna is equipped with four detectors: a

CCD camera in direct beam direction, a HAADF and a MAADF detector and

an EELS camera. EELS o�ers the possibility to identify the atomic composi-

tion of small areas down to individual atoms [114]. It can also provide infor-

mation regarding chemical bonding and electronic structure [126]. Comparing

TEM with STEM, the latter o�ers the advantage that multiple spectroscopy

signals and images can be acquired simultaneously. This allows the direct cor-

relation between the image and the spectroscopic information for every location

within the FOV [126, 117, 127, 128, 129, 130].

There are several advantages with using an an aberration-corrected STEM.

One is a much simpler image interpretation as compared to TEM. Due to

the scanning mode the actual irradiation time with the electron beam can be

drastically reduced. Even beam sensitive materials such as hBN and MoS2

can be imaged at atomic resolution. Another advantage of the small probe is

targeted manipulation of specimen areas. With the help of the scanning coils,

the probe can be parked on a desired sample position, so that a small area is
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exposed to a high electron dose for a speci�ed period of time. Such experiments

can create and image dynamical structural changes within the specimen.

3.4 2D materials in the electron microscope

In early days, the only way to increase resolution in HRTEM was to increase

acceleration voltage to decrease the wavelength of the electrons. But for inves-

tigating delicate structures, such as 2D materials, high electron energies lead to

fast destruction of the specimen. However, developments in image correcting

techniques have recently made HRTEM imaging at low acceleration voltages

possible. Unfortunately at lower the accelerating voltages radiation damage

due to inelastic scattering becomes an issue for non-conductive specimen.

Knock-on damage is caused by the collision of the beam electrons with the

nucleus of the target atom [131]. This type of elastic beam damage is most

signi�cant at high electron energies. Ionization damage or radiolysis happens

when the incoming electrons remove electrons from the sample. In case of

non-conducting materials, such as hBN or MoS2 this is a cause of signi�cant

damage. For graphene neither radiolysis nor charging are relevant due to its

high conductivity. Chemical etching leads to damage in an indirect way. Etch-

ing processes can be observed under non-UHV conditions. In such conditions

the incoming electrons produce free radicals by hitting residual molecules in

the microscope vacuum [120]. These can cause etching of the material. The ef-

fect of chemical etching is less pronounced for chemically inert materials, such

as hBN.

Weak phase object approximation

Especially in atomic monolayers, unlike in a bulk material, the incoming elec-

trons only experience a maximum of one scattering event. In samples built of

several atomic layers, the incoming beam is scattered and the scattered beams

are re-scattered themselves. For weak phase object the interaction between

di�racted beams is negligible.
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2D materials in reciprocal space

The reciprocal space is a powerful tool to tease out structural properties of

materials. Electron scattering processes are mathematically described by a

Fourier transformation from the real space into reciprocal space. Assuming

the lattice in real space is described by 2D Bravais lattice, every point in the

lattice can be addressed by a vector

Rn = n1a1 + n2a2 + n3a3, where n1, n2, n3 ∈ Z and a3 = 0, (3.17)

with a1, a2 being the lattice vectors. The reciprocal lattice vectors b1, b2, b3

are then determined by

b1 =
a2 × a3

a1 · (a2 × a3)
, (3.18)

b2 =
a3 × a1

a2 · (a3 × a1)
and (3.19)

b3 =
a1 × a2

a3 · (a1 × a2)
=∞ · â3. (3.20)

The representation of a 2D material in reciprocal space is therefore given by

the relation

Gm = m1b1 +m2b2 + m3 · ∞ · b̂3, where m1, m2 ∈ Z. (3.21)

The length scales in reciprocal space are given in reciprocal units, [length]−1.

As the extent into the third dimension in real space a3 = 0, the reciprocal

representation of a 2D material exhibits an in�nite extension in the out-of-

plane direction in reciprocal space, called relrods. Figure 3.16 (a) shows a

sketch of relrods for a 2D material. As a real 2D material has a �nite thickness,

the relrods are in reality not in�nitely long. The size scales with the specimen

thickness, as shown schematically in �gure 3.16 (b). The thicker the specimen,

the shorter the relrods. As they are always in direction of the plane-normal,

their orientation with respect to the orientation of the incident electron beam

contains information about the out of plane shape of the studied material. The
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Figure 3.16: Relrod representation of thin materials. (a) Relrods
of an atomically thin material extend far in the orthogonal direction of
the 2D membrane; (b) for thicker samples the extent of the relrods in
direction orthogonal to the membranes' extent decrease with increas-
ing number of layers. Both sketches do not represent true interatomic
distances.

analysis of the relrod orientation will play a major role in the sections 4.4.1

and 4.5 about investigating corrugations in 2D materials.

Di�raction pattern of 2D materials

Electrons are scattered at the periodically arranged electrostatic potential of

the unit cell. The energy distribution, describing the Coulomb potential of

the scatterers have a maximum at the atomic positions. The spots seen in a

di�raction pattern can be described by elastic di�raction ful�lling the Bragg

condition

G = ∆k, ∆k = k− k′. (3.22)

Here G denotes all possible scattering vectors de�ned by a vector of incidence

k and a scattered vector k′. The two vectors k and k′ are related by the

scattering angle θ. The length of the scattering vector G is

|G| = |k|θ for small angles θ. (3.23)

As scattering angles in TEM are usually in the range of some milliradians, a

small angle approximation is valid. The allowed spots described by all vectors

G are de�ned by all allowed Bragg scattering events in the 2D lattice. To

illustrate the origin of the di�raction spots, an arbitrary hexagonal lattice is
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Figure 3.17: Lattice planes and corresponding di�raction spots.

(a) First order di�raction spots correspond to blue and red indicated lat-
tice planes, in zig-zag direction, in di�erent orientations. Lattice planes
with the same line structure generate one di�raction spot. Atoms sitting
on di�erent sublattices are drawn by �lled and un�lled dots. (b) Sec-
ond order di�raction spots correspond to green indicated lattice planes,
in armchair direction, in di�erent orientations. Lattice planes with the
same line structure generate one di�raction spot. (c) Simulated di�rac-
tion pattern of graphene with marked di�raction spots.

shown in �gure 3.17 (a). The lattice shows a two atomic base, one atom

indicated by a smooth edge the other by a dotted edge.

The lattice planes in zig-zag (a) and armchair (b) direction and according

di�raction spots (c) are shown in �gure 3.17. First order di�raction spots of a

hexagonal, 2D lattice are produced by Bragg re�exes originating from lattice

planes in zig-zag direction, with a distance of 2.13 nm (in graphene). This is

indicated by the blue and red marked lattice planes in �gure 3.17 (a). The red

and the blue marked lattice planes go through atoms of one of the two basis

atoms of the sublattices. All lattice planes in armchair direction, with distance

of 1.32 nm, go through both basis atoms. In the case of graphene the basis

atoms are two identical carbon atoms. In the case of hBN, and up to a certain

degree for MoS2 these are di�erent atoms with di�erent scattering properties

which results in di�erent intensities in the di�raction pattern. A quantitative

study of the in�uence of di�erent elements to the intensity of single di�raction

spot is presented in section 4.3.

In case of stackings of several layers of 2D materials, the number of layers

can also be determined from the intensity distributions of certain di�raction
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spots. For graphene, mono- and multilayers can be distinguished by using the

intensity ratio of the (100) to the (110) di�raction spots. Similar intensity

relations can also be found also for other 2D materials [35].

Contamination

A reoccurring obstacle while investigating 2D materials using transmission

techniques is contamination. In its di�erent variations it is a well known topic

in microscopy. Most of it is caused by sample preparation, especially if poly-

mers are used for easier transfers between carrier materials. Another source

is storage in non-UHV environments. Defects in the lattice further facilitate

the accumulation of contamination. As the local binding energies di�er from

the pristine areas, grain boundaries and defective areas in general often attract

hydro-carbon contamination. Contamination hinders high resolution imaging

in a TEM, as the underlying lattice cannot be resolved. As most of the con-

tamination contains carbon, this is especially an issue with 2D materials of

light element, such as graphene or hBN. Contamination also causes problems

for electron di�raction. As contamination can reach thicknesses of several

atomic layers, the probability of inelastic scattering events increases. The en-

ergy spread of electrons additionally scattered at contamination is higher. This

leads to a continuous background in the di�raction patterns and decreases the

signal-to-noise ratio. To avoid this, a post-specimen energy �lter can be used

to get a higher signal to noise ratio for the di�raction spots.

Making corrugations visible

TEM o�ers the possibility of contactless investigation of the out-of-plane cor-

rugations of the observed 2D membrane. However, quantitative measurements

of intrinsic corrugations in the image mode of a TEM are not exact and would

be tedious to carry out. In case of a perfectly aligned specimen, a shift in

the x-y-axis leads to changes in focus due to corrugations. A measurement

of the height change of the focus could thus give the change in the amplitude
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of the present corrugation. Unfortunately the exact and un-tilted alignment

of a specimen would cause high uncertainties. Furthermore, as ripples induce

local tilts, they are visible in HRTEM as lattice compressions. For the smaller

corrugations with a smaller magnitude, this method is not applicable [98, 96].

In the section introducing the di�raction mode (section 3.3.2) and 2D ma-

terials in TEM (section 3.4), the representation of 2D materials in reciprocal

space were shown to be poles (or relrods) in direction of the surfaces' nor-

mal (�gure 3.18 (a)). The Ewald sphere formed by the incoming electrons

intersects the array relrods. At typical accelerating voltages, the sphere can be

assumed to be a �at plane. The di�raction pattern shows a superposition of all

present surface normals as shown in �gure 3.18 (b). This superposition forms

cones in reciprocal space. If the specimen is tilted, a di�erent cross section be-

tween the Ewald sphere and the superimposed relrods can be observed in the

viewing plane. The di�raction patterns taken from untilted specimen (0◦ tilt)

are identical for non-corrugated and corrugated specimens. If the specimen is

in eucentric height, the Ewald sphere intersects the relrods at their crossover

(�gure 3.18 (b)).
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Figure 3.18: Relrods and Ewald sphere (a) The representation of a
�at 2D material in reciprocal space are relrods orthogonal to the spec-
imen surface. The Ewald sphere at an accelerating voltage of 80 kV or
higher can be assumed to be almost a plane surface. (b) The relrods
of a corrugated 2D material are orthogonal to the local curvature. For
simplicity only three superposing relrods are drawn.

For non-corrugated specimens and at 0◦ tilt, the di�raction pattern exhibits

sharp, distinct di�raction spots, with equal distance to the center. Increasing

the specimen tilt shows still sharp spots, but as the Ewald sphere hits the

poles at di�erent heights, the di�raction spots outside the tilting axis move in

direction orthogonal to the tilting axis. The di�raction pattern for each set of

Bragg re�exes becomes elliptical.

For corrugated specimens at 0◦ tilt the Ewald sphere cuts similarly through

the cross-over points of the cones in reciprocal space. Increasing the specimen

tilt for those specimens, the Ewald sphere cuts through the cones at di�erent

angles. As in the non-corrugated case, the di�raction spots start to form an

elliptical di�raction pattern with increasing specimen tilt. Above all this the

di�raction spots themselves change shape: they broaden with increasing tilt

angle. The spots furthest away from the tilt axis experience the strongest

broadening.
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Chapter 4

Results

4.1 Substitutional Si impurities in monolayer hexag-

onal boron nitride

The presented results were published in and referred to in the list of publica-

tions in section 1.

Imaging monolayered hBN in an electron microscope triggers, apart from

knock-on processes, ionization damage due to its electronic characteristics.

For continuous irradiation with energetic electrons, initial defects tend to grow

into triangular shaped pores [55]. During STEM investigation of the sample

non-radiation related Si impurities were observed. Therefore, it can be con-

cluded that these impurity atoms were created during the CVD growth [128]

as described in section 3.2. Such �ndings are rather common in CVD grown

graphene and can be explained by the fact that during most preparation pro-

cesses, Si containing materials are involved, for example glass tubes in typical

CVD furnaces.

STEM imaging

The STEM images presented in this section were taken in a Nion Ultra-

STEM 100 with a MAADF detector. As the observed material is only one
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atom thick, and the scattering still dominated by Rutherford scattering, the

image contrast of the detector can be interpreted similarly as that gained via

an HAADF detector. Therefore, atoms with a higher brightness can be related

to atoms with higher atomic number. This allows the detection of Si atoms in

the lattice and the subsequent statistical analysis. Also the exact lattice site

can be directly determined. The energetically favored silicon substitution is

on a boron vacancy [132].

In this study the analyzed area was 2405 nm2 and 67 silicon atoms could

be identi�ed. Examples from the analyzed images are shown in �gure 4.1 with

di�erent FOVs. For the analysis only contamination-free areas were taken

into account. At �rst an overview area, without lattice resolution was taken.

Then the FOV was reduced until the hBN lattice became visible. As seen in

�gure 4.1 (a) a FOV of 32 nm is su�cient for counting silicon atoms. However,

at this scale it is not possible to evaluate at which lattice site the impurity

is located. Here a FOV of 16 or 8 nm is needed. Such small FOVs have

the drawback that often adjustment of the focus were necessary, exposing the

lattice to additional electron irradiation. Taking images of beam sensitive

areas is a trade-o� between resolution and in�uencing the lattice. As visible in

�gure 4.1 (f) pore creation already started afer short exposures. Images with

a smaller FOV were always taken after those with larger FOV.

Figure 4.1 (g) - (j) show the quantitative analysis of silicon impurities in

hBN, where (i) shows a line pro�le of a close-up of the region of interest in (h)

and is marked by arrows. Figure 4.1 (h) shows a simulated MAADF image of a

silicon impurity in a boron site with a similar FOV, which is in good agreement

with (b). According to Krivanek et al. the intensity between Si and B atoms

imaged with a ADF detector is about (14/5)1.64 = 5.41 [60]. The experimental

data gives a ratio of 5.25, which is close to the predicted value. The Si atoms

found in the lattice are not stable enough to allow EELS measurements that

would provide further evidence of the identity of the impurity atoms. Dur-

ing continuous electron radiation the impurity switched lattice positions or

disappeared.
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Figure 4.1: STEM MAADF images of Si atoms in hBN. (a) - (f)
Experimental MAADF images of impurity sites. The red marked atoms
indicate Si atoms. (g) Experimental MAADF image with multiple Si
impurities and (h) a close-up. The arrows indicate the position where
the line pro�le, shown in panel (i) was measured. (j) Simulated MAADF
image. The scale bars in panels (a) - (f) are 2 nm and 0.5 nm in (g), (h)
and (j).
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Figure 4.2: Atomic structure of Si in boron vacancy. (a) Top
view of locally optimized Si impurity in a boron vacancy. (b) - (d) Side
views on Si impurity at di�erent charge states with resulting calculated
elevations with respect to the hBN plane.

Interpretation of ADF images using DFT calculations

To simulate MAADF images of Si impurities in the hBN lattice, the QSTEM

package [133] was used and the parameters were set to correspond to the ex-

perimental setup. One of the resulting images is shown in �gure 4.1 (j). The

simulated result is in good correspondence with the experimental image in �g-

ure 4.1(h). In both, the experimental and simulated STEM - MAADF data

the projected Si - N distance is about 1.55 Å.

Structural optimization and calculation of the energetics of di�erent impu-

rity atom con�gurations were carried out with density functional theory. In

accordance to the experimental results, the more favorable substitional site is

indeed a boron vacancy. Figure 4.2 (a) shows again a top view on a locally

optimized simulated impurity structure. The distance between N and Si was

calculated to be 1.716 Å. In comparison, the B - N distance in a pristine struc-

ture is 1.45 Å. From these simulations it can be shown that a Si impurity

induces non-�atness in the nearest neighbours, depending on the charge state

of the Si atom. This buckling was calculated for three di�erent charge states.

In a neutral charge state (�gure 4.2 (b)) the displacement orthogonal to the

hBN plane is 1.241 Å. At a charge state of +1 it is 1.63 Å and 1.82 Å for a

charge state of -1.
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4.2 Analysis of K intercalated carbon nano-onions

In this study carbon nano-onions were investigated via dedicated STEM. The

�rst set of specimen were pristine carbon nano-onions, the second set were car-

bon nano-onions with intercalated potassium. With atomic resolution STEM

imaging and EELS the structural in�uences due to potassium intercalation

were investigated.

The specimen were produced at the Friedrich-Alexander-Universität Erlangen-

Nürnberg. As potassium is highly reactive, the sample powders were produced

in a glove box in argon atmosphere. To prevent oxidative processes during

the transport, the powders were vacuum sealed in glass vials. On site of the

STEM the vials were broken in the local argon glove box and prepared further

on TEM grids. Here a small fraction of powder was grounded between glass

slides, then the TEM grid was carefully pressed between the two slides. The

prepared TEM specimen were then mounted on the STEM specimen holder

and under UHV conditions inserted into the microscope.

The specimen were imaged using both the MAADF and the HAADF de-

tector. The �rst o�ers better contrast, but also includes channelling e�ects due

to sample thickness. For the specimen containing intercalated potassium, only

the HAADF detector was used, as brightness contrast due to channeling e�ects

can give misleading results. With the probe corrector the probe diameter was

reduced to 1.4 Å, which is of great advantage for point spectra and subsequent

EELS spectrum imaging. An example of spectrum imaging is shown in �gure

4.3 (c). Here every pixel of the 256 × 256 pixel large array contains a spectrum

of a certain energy loss range. Additionally an HAADF image was acquired.

A selection of spectra is shown in �gure 4.3 (d). Each spectrum had a dwell-

time of 20 µs. To smoothen the spectra, spectra of neighbouring pixels were

averaged. Here areas of 2 × 2 nm2 were taken to average them. The most

pronounced line (blue) is taken from the area with the highest brightness.

73



The shown spectrum di�ers from the others in two ways; it is higher in

intensity and has an stronger pronounced peak at 306 eV energy loss.

Comparing EELS spectra of di�erent carbon allotropes (amorphous, graphite,

diamond) [134], except diamond, they have a sharp onset of the �rst edge at

284 eV. The following peak appears due to the transition from a π-bonding

orbital to a π?-bonding orbital and occurs in sp2 bonded materials. As dia-

mond exhibits sp3 bonds, π? transitions do not appear. At 291 eV energy loss,

the onset of the second edge can be observed and is caused by transitions of a

σ-orbital to a σ?-orbital. This edge is present in EELS spectra of all carbon

allotropes. Towards higher energy losses various �ne-structures can be ob-

served, depending on the material. Ionization processes in the third K-shell of

a tetragonal diamond structure cause an additional peak at 306 eV energy loss

[135]. From the collected spectra it might be possible that thicker, probably

contaminated areas contain sp3 bonded structures.
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Figure 4.3: ADF imaging and EELS of carbon nano-onion. (a)
Pristine carbon nano-onion. The yellow line marks the position of the
line pro�le (inset). (b) Carbon nano-onion with intercalated potassium.
The yellow line marks the position of the line pro�le (inset). (c) Spectrum
image with 256 × 256 pixels of a potassium-intercalated carbon-nano-
onion. The colored squares mark positions where spectra were averaged.
(d) The averaged spectra of the positions marked in (c).
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EELS of pristine carbon nano-onions

Pristine carbon nano-onions were prepared without contact to potassium. These

specimen showed no sensitivity to air. Figure 4.4 (a) shows a typical MAADF

STEM image. The presented onion has six shells and the innermost shell was

not �lled, what is indicated by the visible moiré pattern.

In �gure 4.4 (b) two EELS spectra of two positions in the onion are shown.

The turquoise spectrum was taken at the centre of the onion and the purple

further away from the center. Both curves show similar behavior and show

typical EELS spectra of pristine carbon nano-onions. Similar spectra could be

observed on other positions of the pristine specimen.

The EELS spectra di�er from those taken from areas where potassium was

intercalated in carbon nano-onions. The spectra of the pristine specimen show

less structure at energy losses between 290 - 310 eV.

a b

Figure 4.4: Pristine carbon nano-onions. (a) Pristine carbon-nano-
onion with (b) corresponding EEL spectra. The turquoise spectrum was
taken in the centre, the purple at the outer region of the onion.

EELS spectrum images of potassium intercalated carbon nano-onions

Images taken from postassium-intercalated carbon nano-onions look di�erent

than their pristine counterparts. As could be seen in �gure 4.3 (b) and (c) areas

close to the centre of the onion do not show moiré patterns. The EELS spectra

of these onions di�er within single onions. To quantitatively analyze them,

spectrum images at several positions were taken. To generate those, rasters of
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either 128×128 of 256×256 were de�ned, with a dwell time of the STEM probe

of 20 µs at one position before continuing to the next scan position. A map of

EELS spectra at every probe position, with an according HAADF image was

produced. Due to the reduced image size, compared to previously taken STEM

images (1024 × 1024 px), the resolution is much lower. As taking spectrum

images is a compromise between resolution, acquisition time and specimen

drift. The specimen presented in �gure 4.5 showed remarkable stability during

acqusition.

The �rst row in �gure 4.5 (a,e,i,m) shows the according HAADF images

at energy losses between 284 - 287 eV, the position of the carbon edge. The

second row in �gure 4.5 (b,f,j,n) shows the according HAADF images at energy

losses between 294 - 297 eV. At these energy loss positions are the L edges of

potassium (L3 = 294 eV, L2 = 296 eV).

Comparing HAADF images of single onions at di�erent energy losses show

di�erent intensities in the images. It can be assumed that the onions have

rather spherical symmetry, therefore the EELS signals inside the shells itself

are similar for those regions (compare to �gure 4.4).

The third column (�gure 4.5 (c,g,k,o)) shows the intensity ratio of the

spectrum images of the �rst and the second row. Black areas correspond to

a ratio of one, and bright areas to higher contributions due to the potassium.

Line pro�les were taken along the indicated yellow line. All of them indicate

higher intensities in spectrum images at energy losses corresponding to the L2,3

edges of potassium.

From these results the presence of potassium within the innermost shell of

the intercalated carbon nano-onions can be concluded. From the noise in the

data it can additionally be assumed that potassium is part of the contamina-

tion, outside of the onions. Both the contamination as well as the �lling of the

onions with potassium is a hindrance to HRSTEM imaging. Therefore, purely

relying on contrast in HAADF imaging to show the presence of potassium was

not possible.
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Figure 4.5: Spectrum images of carbon nano-onions. (a) Spectrum
image at an energy loss of 284 - 287 eV, at a FOV of 32 nm. (b) Spectrum
image at an energy loss of 294 - 297 eV. (c) Ratio image of (a) and (b)
The dark areas correspond to a ratio of 1. (d) Line pro�le of the yellow
marked line in (c). (e) Spectrum image at an energy loss of 284 - 287 eV,
at a FOV of 16 nm. (f) Spectrum image at an energy loss of 294 - 297 eV.
(g) Ratio image of (e) and (f). The dark areas correspond to a ratio of
1. (h) Line pro�le of the yellow marked line in (f). (i) Spectrum image
at an energy loss of 284 - 287 eV, at a FOV of 16 nm. (j) Spectrum
image at an energy loss of 294 - 297 eV. (k) Ratio image of (i) and (j)
The dark areas correspond to a ratio of 1, where the intensities are equal
in both images. (l) Line pro�le of the yellow marked line in (k). (m)
Spectrum image at an energy loss of 284 - 287 eV, at a FOV of 16 nm.
(n) Spectrum image at an energy loss of 294 - 297 eV. (o) Ratio image of
(m) and (n) The dark areas correspond to a ratio of 1. (p) Line pro�le
of the yellow marked line in (o).
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4.3 Electron scattering factors in transmission elec-

tron microscopy

Results presented here were published in Ultramicroscopy [136] and referred to

in the list of publications in section 1.

Di�raction patterns represent the symmetry and the orientation of a crys-

talline specimen in reciprocal space. They can also give insight to the com-

position of a specimen if the basis of the lattice contains more than one type

of atoms. The underlying lattice symmetry can be found in the intensity

ratios between neighboring di�raction spots within one order. Therefore, in

graphene, a material with two carbon atoms in the unit cell, the ratio of the

intensities between two neighboring spots of the same order is one. However,

there are signi�cant di�erences between the spot intensities from one set of lat-

tice planes to another. In �gure 4.6 (a) a di�raction pattern of graphene and

in �gure 4.6 (b) a typical di�raction patterns of monolayered hBN are shown.

It has a hexagonal lattice similar to graphene but with alternating boron and

nitrogen being nearest neighbors to each other. Boron has atomic number �ve

and nitrogen has atomic number seven. Both the Rutherford scattering cross

section as well as the atomic form factor fa contain the atomic number. For

pristine hBN the intensity distribution within a di�raction pattern is di�er-

ent to that of graphene. This is because the basis of hBN is built of atoms

with di�erent atomic form factors fa. Uneven orders of Bragg re�exes contain

di�raction information of lattice planes in zig-zag direction. Only atoms of one

type of form factor contribute to the scattering intensity of opposing sets of

Bragg re�exes, as can be seen in �gure 4.6 (b). Even orders contain di�raction

information of lattice planes with both form factors in one plane. The spots

of the second order on the other hand exhibit all same intensity and the third

order again show alternating intensity distribution.

Di�raction patterns from MoS2 was analyzed in a similar manner. Both

hBN and MoS2 have a threefold symmetry, which can be seen as alternating
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Graphene

a

hBN

b

Figure 4.6: Di�raction patterns. (a) Di�raction patterns of graphene
with marked di�raction spots. (b) Di�raction patterns of hBN with
marked di�raction spots. The colored rings are used for table 4.1.

intensities. In this case the unit cell consists (in top-view) of two sulfur atoms,

with an atomic number of 16, on top of each other and one molybdenum atom

with an atomic number of 42. Therefore, the scattering is di�erent from that

of single-layered graphene or hBN.

To evaluate the di�raction patterns, an algorithm was used to analyze all

experimental data. The algorithm (see appendix A) locates automatically the

di�raction spots by �nding the intensity maxima. A square of 60 × 60 pixels2,

shown in Figure 4.7, was used for the peak �tting algorithm. Within this square

a circular area was used to calculate the intensity of the di�raction spot. The

area between the inner red and the outer red circle around the di�raction spot

was used for background subtraction. After background subtraction, the mean

intensity within the inner circle was calculated.
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Figure 4.7: Intensity determination of a single di�raction spot.

Cropped image around a di�raction spot located within the analyzed
di�raction pattern. The mean pixel value of the area between the inner
and outer red ring was used for background subtraction.

The di�raction patterns of graphene and MoS2 were taken with an aberra-

tion corrected Titan 80-300(S)TEM, whereas the di�raction patterns of hBN

were recorded both with a Phillips CM200 and the Titan. The used accel-

erating voltage was 80 kV. The graphene samples were industrially produced

(Graphenea) single layers, as prepared on TEM grids with an amorphous car-

bon foil (QuantifoilTM). Single-layered hBN and the single-layered MoS2 were

synthesized by CVD and subsequently transferred onto TEM grids with an

amorphous carbon foil (QuantifoilTM).

Using �rst principle simulation techniques, the intensity ratios for hBN

and graphene were predicted for di�erent orders of di�raction spots. In pris-

tine graphene, as shown in table 4.1, the intensity ratio of di�raction spots

within one family of Bragg re�exes is one. Also the ratio between the �rst and

second order di�raction spots of Bragg re�exes, is one. For higher orders, the

intensities within each set drastically drop but the intensities within each set

are the same.
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Table 4.1: Electron di�raction pattern spot intensities. Data from
experiment and di�erent simulations • =1 (see �gure 4.6 for the color
code. See Ref. [136] for discussions on the simulations.

Graphene • (green) • (blue) • (purple) • (cyan)
Experiment 1.03 0.16 0.05 0.12
Wien2k 1.10 0.18 0.06 0.15
GPAW 1.11 0.18 0.06 0.15
IAM 0.89 0.14 0.05 0.12
DWF ratio 0.93 0.89 0.79 0.74
Wien2k×DWF 1.02 0.14 0.05 0.11
GPAW×DWF 1.03 0.14 0.05 0.11
IAM×DWF 0.83 0.12 0.04 0.09

hBN • (cyan) • (green) • (blue) • (purple)
Experiment 1.05 1.07 0.19 0.19
Wien2k 1.05 1.17 0.16 0.17
GAPW 1.06 1.16 0.16 0.17
IAM 1.07 0.95 0.13 0.13
DWF ratio 1 0.93 0.89 0.89
Wien2k×DWF 1.05 1.09 0.15 0.16
GPAW×DWF 1.06 1.08 0.15 0.16
IAM×DWF 1.07 0.88 0.11 0.11

4.4 Ripples in di�erent 2D materials

The results of this study were published in npj 2D Materials and Applications

and referred to in the list of publications in section 1.

The aim of this study was to investigate and compare the out-of-plane

structures of graphene, hBN and MoS2. Specimen of hBN and MoS2 were

prepared from CVD grown samples. In the case of graphene the e�ect of

two di�erent common specimen production techniques on intrinsic corruga-

tion was an additional research question. The investigated graphene specimen

were commercially available as-prepared graphene on TEM grids (Graphenea)

and mechanically exfoliated graphene. Also di�erent vdW heterostructures

from these 2D materials were prepared and investigated for their intrinsic cor-

rugations. The studied combinations of 2D materials were: graphene-hBN,

graphene-MoS2 and graphene-graphene vertical stackings.
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As discussed in section 3.4, di�raction techniques are suitable to quantita-

tively measure out-of-plane ripples in 2D materials. From the technical point

of view the in�uences of di�erent experimental set-ups have been compared.

The �rst sets of experiments on graphene, hBN, MoS2, graphene-hBN and

graphene-MoS2 were conducted in the uncorrected TEM with a standard CCD

camera. Later experiments were conducted in an image corrected TEM. As

this instrument is equipped with a post-specimen energy �lter, the in�uences of

inelastic scattering on the experimental results could also be determined. For

a quantitative analysis the experimental data was compared with simulated

di�raction patterns.

Simulations of corrugated 2D materials

Software packages to simulate di�raction patterns are valuable tools for un-

derstanding the underlying structure, as scattering behavior is directly related

to physical deformations. In the following studies TEM simulations have been

used to simulate di�raction patterns of certain 2D structures with corruga-

tions with di�erent wavelengths (characterized by γRoot Mean Square − γRMS),

at di�erent tilt angles. High values of γRMS correspond to highly corrugated

structures. When tilting the specimen, the tilt-axis can be identi�ed as the

axis of least change. Di�raction spots within this axis remain una�ected by

the tilt, both from their positioning and their cross-sectional form. For a �at

specimen the size of the di�raction spot remains unchanged regardless of the

tilt angle. For corrugated specimens the size of the di�raction spot away from

the tilt axis increases linearly as a function of the tilt angle with a slope of σ

that can be correlated to γRMS . Flatter 2D membranes have smaller values σ

and therefore smaller γRMS .

In the experiments, the only direct measurement from the di�raction pat-

terns is the slope σ, which needs to be translated into the corresponding

γRMS . For this purpose, we calculated di�raction patterns with the Large-Scale

Atomic/Molecular Massively Parallel Simulator (LAMMPS) [137, 138, 139] at

di�erent tilt-angles.
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Such simulations were conducted for graphene, hBN and MoS2 with the

following parameters.

Corrugated graphene specimens were simulated using∼24,000 carbon atoms.

In order to simulate a corrugated graphene lattice, the model was strained and

heated up for 5 ns to 6 K and cooled down for 8 ns to 0.1 K and partially re-

laxed at the end. Di�raction patterns were calculated for �ve di�erent states of

relaxed graphene. Although σ does depend on the distance between the di�rac-

tion spot and the origin of the reciprocal space, it has only a minor in�uence

on the σ/α relationship, which is used here to estimate γRMS . The interaction

between carbon atoms were treated using the long-range bond-order potential

for carbon (LCBOP) potential [140]. The inclination was estimated from the

surface normals calculated for the atomic structure divided into triangles de-

�ned by each carbon atom and two of its neighbors. The resulting simulated

di�raction pattern for graphene are shown in �gures �gure 4.8 (a) - (d). A

di�raction pattern of an untilted, only slightly corrugated graphene structure

is shown in �gure 4.8 (a). Here the γRMS = 5◦. The streaks in x and y direction

at each simulated di�raction spot are artefacts due to the present boundary

conditions. The di�raction spots themselves are sharp spots. In �gure 4.8 (b)

the same structure is tilted by 30◦. The di�raction pattern shows an elliptical

arrangement of the simulated spots, which is an e�ect of the tilt.

Figure 4.8 (c) shows an un-tilted but more corrugated graphene di�raction

pattern with γRMS = 7.8◦. In �gure 4.8 (d) the same structure is tilted to 30◦,

where broadening of the di�raction spots can be observed.
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Figure 4.8: Simulated di�raction patterns. Reciprocal representa-
tion of graphene membrane with γRMS = 5 at 0◦ specimen tilt (a) and
at 30◦ specimen tilt (b). Representation of a graphene membrane with
γRMS = 7.8 at 0◦ tilt (c) and at 30◦ specimen tilt (d). (e) Representation
of a hBN membrane with γRMS = 5 at 0◦ tilt and at (f) 30◦ tilt. (g)
Representation of a hBN membrane with γRMS = 7.8 at 0◦ tilt and (h)
at 30◦ tilt . (i) Representation of a MoS2 membrane with γRMS = 3.75
at 0◦ tilt and (j) at 30◦ tilt. (k) Representation of a MoS2 membrane
with γRMS = 7.2 at 0◦ specimen tilt and (l) at 30◦ tilt (d).
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Figure 4.8 (e) - (h) show simulated di�raction pattern of hBN with two

di�erent γRMS values. Figure 4.8 (e) shows the di�raction pattern of untilted

hBN with γRMS = 4◦, whereas �gure 4.8 (g) shows the structure at 30◦ tilt.

Figure 4.8 (f) and (h) show hBN with a γRMS = 7.8◦ at 0◦ (e) and 30◦ (f)

specimen tilt. The simulations for hBN were conducted with the assumption of

oriented ripples. Orientations of corrugations can be observed in real specimens

as well and will be discussed in more detail in section 4.5. Figure 4.8 (i) - (l)

show simulated di�raction patterns of MoS2 with two di�erent γRMS values.

Figure 4.8 (i) shows the di�raction pattern of untilted MoS2 with a γRMS value

of 3.2. Figure 4.8 (k) shows a di�raction pattern of the structure at 30◦ tilt.

In �gures 4.8 (k) and (l), di�raction pattern of MoS2 with γRMS = 7.2◦ at 0◦

(i) and 30◦ (j) tilt angle are shown. Similar to the simulations for hBN, those

for MoS2 were as well conducted with the assumption of oriented ripples. For

an untilted MoS2 specimen the structure is hexagonal. At larger tilts (shown

in �gure 4.8 (l)) di�raction spots in direction orthogonal to the tilt axis have

a slightly di�erent shape, due the di�erent lattice structure compared to the

other shown materials.

Evaluation of di�raction patterns during a tilt series

All evaluated di�raction patterns were obtained in an accurately aligned mi-

croscope and the specimen was positioned at eucentric height. Both the exper-

imentally obtained as well as the simulated patterns for each material and the

estimated γRMS values, were analyzed with two similar algorithms. The algo-

rithms �nd the �rst order di�raction peaks via �nding maximum values above

a certain threshold. For non-energy-�ltered di�raction pattern, especially at

higher tilt angles, the data can be noisy and the algorithm has a higher risk of

failure.

For an automated peak-�nding routine, the image is blurred via Gaussian

blur beforehand. To select only spots within one order of di�raction spots,

a circular mask excludes all undesired parts of the patterns. Subsequently

each of the experimentally obtained di�raction spots is then �tted by two 2D
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Figure 4.9: Relationship between the di�raction spot size (σ)
and the sample tilt (α). The blue markers are selected results of
simulations of graphene, the green ones of hBN and purple MoS2. The
dashed lines are �ts to y(x) = kxc for each material. The black marker
represent experimental data.

Gaussian functions with widths σ1 and σ2, which are then saved into a text-�le.

These two functions allow separation of the electron source-related broadening

and the specimen response function [115]. The latter contains the information

about the corrugations from the specimen.

For the simulated di�raction patterns only one 2D Gaussian function was

used as the di�raction spots in the simulated patterns do not contain the con-

tribution of the electron source. In the second algorithm, the peak broadening

was plotted for each tilt series as a function of the tilt angle. The slopes of the

linear �ts were extracted and compared to slope values of simulated di�rac-

tion patterns. Here it could be observed that the relation between the slope

value σ and the roughness γRMS is not linear. The results are shown in �g-

ure 4.9 for graphene, hBN and MoS2. From the relationship shown here γRMS

corresponding to any experimental value can be observed.

Experiments at uncorrected and corrected TEMs

As the roughness of 2D materials decreases with increasing layer number [7],

the chosen experimental areas need to be carefully selected to guarantee proper
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results. To guarantee best results only intact freestanding, monolayered mem-

branes were chosen. The circular holes in the amorphous carbon support �lm

needed to be fully covered by the material of interest.

Mono-layered areas in vicinity of multi-layered were also avoided, as they

might in�uence the intrinsic corrugations. Ideally one should ensure the suit-

ability of the selected areas with atomic resolution imaging, which also allows

estimating the amount of contamination that may in�uence the results by al-

tering the structure and increasing the number of inelastic scattering events,

leading to a general broadening of di�raction spots. For energy �ltered di�rac-

tion patterns, in�uences of contamination become less relevant. Nonetheless

heavily contaminated areas were avoided as they might in�uence the roughness

of the membrane. Clean, large monocrystalline areas were therefore preferred

for this study.

Most of the investigations of the vdW heterostructures were conducted

at the Titan 80-300 (S)TEM. A 150 nm SA aperture was used for taking

the di�raction pattern. Figure 4.13 (a) shows the moiré structure of the two

materials with similar lattice constants (bond length C-C graphene: 0.142 nm;

bond length B-N hBN: 0.144 nm). In the vdW heterostructure of graphene

and MoS2, the lattice mismatch is much larger (distance Mo-S: 0.3161 nm),

as can be observed in the di�raction pattern. Due to the weaker scattering

of graphene as compared to MoS2, its structure is not directly visible in real

space images. However, the presence of graphene manifests itself as an intensity

undulation in the image. By taking a FFT of the area also graphene can be

revealed.
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Figure 4.10: Graphene. (a) TEM image of graphene suspended on a
holey amorphous carbon membrane. The black circle marks the area
used for STEM imaging and tilt series. (b) Atomic resolution MAADF
STEM image from within the marked area. Di�raction pattern of the
marked area at (c) 0◦ and (d) 21◦ specimen tilt.
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Figure 4.11: hBN. (a) MAADF STEM image of hBN suspended on
a holey amorphous carbon membrane. The white circle marks the area
used for STEM imaging and tilt series. (b) Atomic resolution MAADF
STEM image from within the marked area. Di�raction pattern of the
marked area at (c) 0◦ and (d) 21◦ specimen tilt.
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Figure 4.12: MoS2. TEM image of MoS2 suspended on a holey amor-
phous carbon membrane. The black circle marks the area used for STEM
imaging and tilt series. In this �gure the edge of the MoS2 membrane is
marked with a yellow line. (b) Atomic resolution HAADF STEM image
of a di�erent region than that used for the tilt series to show the pro-
nounced contrast di�erence between a bilayered (2L) and a monolayered
(1L) MoS2 membrane. Di�raction pattern of the in (a) marked area at
(c) 0◦ and (d) 21◦ specimen tilt.
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Figure 4.13: Graphene-hBN vdW heterostructure. DF TEM image
of graphene-hBN vdW heterostructure. For this image a �rst order Bragg
re�ection of hBN was used. The white circle marks the area used for
HRTEM imaging and tilt series. (b) HRTEM image from within the
marked area with dark atom contrast. Di�raction pattern of the marked
area at (c) 0◦ and (d) 27◦ specimen tilt.
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Figure 4.14: Graphene-MoS2 vdW heterostructure. (a) DF TEM
image of graphene and MoS2 vdW heterostructure. For this image a
�rst order Bragg re�ex of MoS2 was used. The white circle marks the
area used for HRTEM imaging and tilt series. (b) HRTEM image of the
marked area with dark atom contrast. The inset shows an FFT from
within the area and indicates the presence of both, graphene and MoS2.
Di�raction pattern of the marked area at (c) 0◦ and (d) 21◦ specimen
tilt.
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Because the aberration corrected Titan was installed only towards the end

of this Ph.D. research, di�raction patterns were initially recorded with the

Phillips CM200 TEM in a single tilt holder (section 3.3.2) and a (virtual) SA

aperture of 300 nm (which is the smallest available size of SA aperture on that

instrument). For experiments conducted on the uncorrected instrument the

specimen were �rst investigated via STEM, to �nd suitable positions. Due

to the size limitation of the SA aperture, a reasonably sized monocrystalline

specimen area was needed where the SAED was placed. For commercially sold

graphene specimens this is rather easy, as the crystallite sites are usually of

su�cient size. For both MoS2 and hBN the size of crystallites varies and were

often too small for the selected area.

First a di�raction pattern was taken at zero specimen tilt. The tilt was

incremented with 3◦ steps, at each of the incremental steps SAED patterns

were taken until a tilt of 21◦. This procedure was done for several specimens

and positions on each of them.

Experimental results

The behavior of the di�raction spots, orthogonal to the tilting axis, strongly

di�ered from material to material. The spots oriented orthogonal to the tilting

axis are those with the largest spreading in size. Representative examples

of the tilt behavior of di�raction spots for the used materials are shown in

�gure 4.15 (a)-(e).
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Figure 4.15: Di�raction spots from tilting series. Di�raction spots
orthogonal to the tilt axis taken at 3 tilt angles from 0◦ to 24◦: (a)
graphene (b) hBN (c) MoS2 (d) graphene on hBN and (e) graphene on
MoS2.

Figure 4.16: Mean inclination of investigated materials. On the
x-axis the number of the dataset and on the y-axis the mean inclina-
tion of each dataset is shown (from left to right): MoS2, graphene, hBN,
graphene-hBN heterostructure and graphene-MoS2 heterostructure. The
solid lines shows the mean value and the dotted lines the standard devi-
ation of each dataset.
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As described above for simulated data, the slope of increasing di�raction

spot size as a function of the tilt angle can be correlated with γRMS . The

resulting data is presented in �gure 4.16. The in �gure 4.16 shown data leads

to the following results: For the �rst dataset of MoS2, two very di�erent mea-

surements can be observed. The �rst 16 datapoints are from di�erent CVD

grown samples, and measured on di�erent specimen areas. The samples were

only investigated in electron microscopes without further treatment. The mean

value of γRMS was measured to be 1.96 ± 0.7◦. The second dataset shows re-

sults from MoS2 which was previously laser treated to remove contamination

from the surface [141]. Unfortunately this treament also thins out the carbon

support �lm. Due to this thinning, the specimen is less stable and eventually

starts vibrating while illuminated by the electron beam. This causes strongly

diverging measurement and was as well observed in other 2D specimen. How-

ever, it was still surprising that the e�ects were that strong in the otherwise

rather sti� material.

The datasets from graphene were split in two groups, CVD grown graphene

and mechanically exfoliated. Specimen from CVD grown graphene were ob-

served to cover large areas of the support �lm, whereas mechanically exfoliated

graphene is often very limited in size. Nonetheless, it seems that larger �akes

are more rippled than smaller ones. For CVD grown graphene a mean γRMS

of 3 ± 3◦ were measured and for exfoliated graphene 1.2 ± 1.9◦.

In the case of CVD grown hBN the results are similar to graphene with

a γRMS of 2.7 ± 2.7◦. For vdW heterostructures graphene is for both struc-

tures comparably �at. In the case of graphene-hBN graphene has a γRMS

of 1.03 ± 1◦ and hBN γRMS of 8.03 ± 8.05◦. For a graphene-MoS2 vdW

heterostructure graphene shows a γRMS of 2.2 ± 1.02◦ and MoS2 γRMS of

5.2 ± 5.3◦. It is clear from the data that di�erent materials are di�erently

corrugated. For the vdW heterostructures we are able to say that the two

materials very likely in�uence each other. For graphene on hBN it can be ob-

served that graphene is, in most cases, �attened in comparison to freestanding

graphene. Two of the datasets show strong outliers, especially for hBN. In
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�gure 4.17 these two datasets are compared to two more typical datasets. In

�gure 4.17 (a)�(d) di�raction patterns of all four datasets of untilted speci-

men are shown. They show slightly di�erent lattice misorientation between

graphene and hBN. Both the patterns in �gure 4.17 (a) and in �gure 4.17 (b)

exhibit a misorientation of 21◦, whereas that in �gure 4.17 (c) is 17◦ and that in

�gure 4.17 (d) is 26◦. For untilted specimen the mean widths of the �rst order

di�raction spots of both graphene and hBN, shown in �gures 4.17 (a,c,e,g) are

in the same size range of 0.3 ± 0.05 Å−1. The last tilt-angle of the series was

24◦. The di�raction spots of the directions orthogonal to the tilt axis show a

characteristic broadening. In case of a corrugated vdW heterostructure, shown

in �gure 4.17 (b) the broadest graphene spot has a width of 1.5 ± 0.2 Å−1 and

hBN 1.7 ± 0.2 Å−1. For the structure shown in �gure 4.17 (d) the broadest

graphene spot has a width of 1.2 ± 0.2 Å−1 and hBN 1.4 ± 0.2 Å−1.

For the two vdW heterostructures exhibiting less corrugations (�gure 4.17 (f))

the graphene spot with the largest broadening reaches 0.8 ± 0.1 Å−1 and is

equal to that of hBN. The other rather �at heterostructure exhibits 0.4± 0.1 Å−1

for graphene and 0.5 ± 0.1 Å−1 for hBN.

The mean inclinations of graphene of the four series are 2.5 ± 0.3◦ (�g-

ure 4.17 (a,b)), 5.2 ± 0.5◦ (�gure 4.17 (c,d)), 0.2 ± 0.03◦ (�gure 4.17 (e,f)) and

0.05 ± 0.005◦ (�gure 4.17 (g,h)) those of hBN are 17 ± 2◦ (�gure 4.17 (a,b)),

26 ± 3◦ (�gure 4.17 (c,d)), 5.0 ± 0.5◦ (�gure 4.17 (e,f)) and 0.8 ± 0.09◦ (�g-

ure 4.17 (g,h)). Especially the tilt series of the specimen from �gure 4.17 (a)

and �gure 4.17 (b) has a remarkably large number for the mean inclination

of hBN. A possible explanation of this behavior is that corrugations can be

in�uenced by the specimen preparation. During the transfer process, as de-

scribed in section 3.2, hBN was attached onto CVD grown graphene already

on TEM grids. It is possible that in this step more contamination has been

trapped between those layers, leading to increased bulging of the hBN layer.

Graphene on MoS2 exhibits a higher variation in corrugations compared to

graphene on hBN. In this vdW heterostructure, graphene tends to be more

corrugated than in a graphene-hBN vdW heterostructure. In some specimen,
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however graphene is rather �at.

a 0◦ b 24◦ c 0◦ d 24◦

e 0◦ f 24◦ g 0◦ h 24◦

Figure 4.17: Di�raction pattern of graphene-hBN vdW het-

erostructures with di�erent mean inclinations. (a,c) The initial
di�raction patterns of graphene-hBN vdW heterostructures exhibiting
high mean inclinations. (b,d) Di�raction patterns of graphene-hBN vdW
heterostructures exhibiting high mean inclinations at 24◦ tilt. (e,g) Ini-
tial di�raction patterns of a graphene-hBN vdW heterostructures ex-
hibiting lower mean inclinations. (f,h) Di�raction patterns of graphene-
hBN vdW heterostructures exhibiting low mean inclinations at 24◦ tilt.

4.4.1 Energy �ltered analysis of di�raction patterns

To exclude in�uence of inelastic scattering, zero loss �ltered di�raction pat-

terns of all structures were taken. Di�erent material thicknesses and di�erent

amount of contamination on the specimen lead to di�erent contributions of in-

elastic scattering in the whole range of spatial frequencies. As the inelastically

scattered background di�ers between specimen it can obscure the results. The

later experiments used a Titan 80-300(S)TEM equipped with a Gatan Tridiem

866 energy �lter (GIF). For all experiments using this instruments, the GIF

was tuned before every experiment and an energy selective slit of 10 eV was

applied. As a result, the amount of specimen tilt could be drastically increased

before the di�raction spots disappeared into the noise. Gladly the results ob-

tained by use of the GIF agreed with previously obtained data. Figure 4.18
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shows di�raction patterns at di�erent specimen tilts for the three di�erent

materials.

Graphene:
a 0◦ b 30◦ c 39◦

hBN:
d 0◦ e 18◦ f 30◦

MoS2:
g 0◦ h 18◦ i 30◦

Figure 4.18: Energy �ltered di�raction patterns. (a) Di�raction
pattern of graphene untilted, (b) 30◦ tilt angle, (c) 39◦ tilt angle. (d)
Di�raction pattern of hBN untilted, (e) 18◦ tilt angle, (f) 30◦ tilt angle.
(g) Di�raction pattern of MoS2 untilted, (e) 18◦ tilt angle and (f) 30◦

tilt angle.
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4.5 Pulling graphene

Elastic strain o�ers many possibilities to alter a materials' mechanical and elec-

tronic properties. Strain can be seen as a continuously manipulable variable.

Strain engineering can signi�cantly alter the material properties. Unfortu-

nately, for most bulk materials the range of applicable strain is rather limited.

Many 2D materials can sustain much more strain [33]. Especially graphene

would be an interesting candidate as it can be strained up to 20%, shown by

Lee et al. [142].

Applying external strain onto 2D materials is a topic of widespread interest,

as this could lead to applications. In 1988 Seung and Nelson discussed the

subject of strain in thin, continuous membranes in the context of continuum

elasticity theory. The result of their calculations lead to the conclusion that

defects in thin membranes are a major cause for the buckling of the membranes

[143]. Even though strain can alter the interatomic distances, it does not

introduce disorder [9]. As 2D materials are rather delicate structures, it is a

challenging task to strain them in a controlled manner. However, as will be

shown here, it is possible, even using simple methods and techniques.

Analytical model

The three-dimensional structure of 2D material (here graphene) can be de-

scribed using molecular mechanical methods [94]. In the following model two-

body and three-body interactions between nearest and second nearest neigh-

bors were included into the calculations. With these assumptions, including

�xed boundary conditions, it could already be proven that the ideal con�gu-

ration of such a model material is not �at [144]. The orientation of a single

ripple in the material is determined by the orientation of its smallest unit.

In graphene the building unit of the lattice is a single hexagon. This consid-

eration makes it possible to reduce the question to a one-dimensional energy

optimization problem. The location of each building unit, a single hexagon,

is (xi)
2mn
i=1 in R2, where m is the wave number and 2n + 1 the index of the
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location of each wave, with xi and xi+1 depicting neighboring positions (see

�gure 4.19 (a)). As the graphene lattice consists of indistinguishable hexagons,

the distances l = |xi+1 − xi| between each of them can be assumed as �xed.

Furthermore it can be assumed that each hexagon pair forms a certain angle

θ. The one-dimensional approach of the energy con�guration can therefore be

written as

E(l, θ) = 2mnk2(l − l∗)2 + (2mn− 1)k3(θ − θ∗)2. (4.1)

Here the con�guration contains 2nm bonds, forming 2mn − 1 angles, l∗ and

θ∗ 6 π are the reference distance and angle. The parameter k2 > 0 arises

from the elastic modulus of the in-plane strain and k3 > 0 from the bending

modulus. This model also allows interpreting the response of the structure to

external strain and the concomitant change in the bond lengths and angles.

To evaluate this, the energy along a chain of hexagons is minimized while

applying a mechanical deformation s = x2mn − x1. The resulting stretch can

be described via trigonometric assumptions

s = 2ml
sin (n(π − θ)/2)

tan(n(π − θ)/2)
. (4.2)

Figure 4.19 (b) depicts the behavior of the normalized optimal strain (l −

l?/l?) as a function of the normalized stretching s/s? and θ = θ? with a normal-

ization such that (l− l?/l?) = 0 and s/s? = 1. Figure 4.19 (c) on the shows the

optimal angle θ as a function of s/s?. The di�erent plots in �gure 4.19 (b) and

(c) show the dependence on the choice of parameters. In the �rst set of simu-

lations, the green graphs in �gure 4.19 (b) and (c) θ? = π(2n− 1)/(2n). This

assumption describes waves with a wavelength/amplitude aspect ratio of 10 : 1,

causing small mechanical strains (s/s? > 1) to promote �attening of waves.

This leads to a value for (l − l?/l?) to be close to zero and a monotonously

increasing s/s?. However, this behavior could not be observed in the following

experiments.
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a

b c

Figure 4.19: Analytical model for a corrugated wave of locations.

(a) An elementary wave consisting of 2n+ 1 locations (corresponding to
hexagons in graphene). (b) Optimal (energy minimizing) strain ε =
(l − l?)/l? in the chain as a function of applied stretching s/s?. (c)
Optimal (energy minimizing) corrugation angle θ as a function of applied
stretching. For all simulations, n = 11,m = 1 and l? = 1.

Further increasing the external strain leads to �attening of the observed

hexagon chain (θ approaches π, �gure 4.19 (c)). Concomitant the bond length

of the hexagons increases, leading to a linear behavior. The ratio k2/k3 de-

scribes the sti�ness of the structure (straining vs. bending for a single hexagon

chain). The red and blue graphs show the behavior after steadily increasing the

ratio of k2/k3.The graphs show a limiting piecewise a�ne relation. The transi-

tion points are reached at the previously mentioned ratio values (l− l?/l?) = 0

and s/s? = 1. A ratio of k2/k3 = 100 agrees best with the experimental results.

The case θ = π describes buckling of the observed hexagonal chain under

external compression. For small compressions the bond lengths decrease with-

out e�ecting θ = π and the chain remains �at. Increasing the compression

causes an abrupt buckling of the chain with a sudden change in θ. This change

leads to a deformation of the bonds (in this case to an elongation). This could

not be observed in the experiments. Therefore it is suggested to chose the

reference angle θ? as strictly smaller than π, indicating a non-�at hexagonal

con�guration of graphene.
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Simulations of corrugated 2D materials under uniaxial strain

As described above, simulations were used to link the broadening of the di�rac-

tion spots with the mean inclination γRMS of the membrane (�gure 4.20 (a) -

(b)). As well for these experiments the di�raction pattern were compared to

atomistic simulations of the structure (�gure 4.20 (e,f)). The created model

samples contain 24,000 carbon atoms. The sample was heated up for 5 ns to

6 K, subsequently cooled down for 8 ns to 0.1 K. To simulate one-simensional

strain it was then partially relaxed. From these graphene models di�raction

pattern were calculated, again using LAMMPS. The carbon - carbon interac-

tions where, as in the previous experiment, described via the LCBOP potential.

Figure 4.20 (e) shows such a structure in the untilted case and (f) at 21◦ spec-

imen tilt. To allow direct comparison to the experiments, the applied strain is

uniaxial.

Sample preparation for straining TEM holder

It might be worth to mention that the straining holder shown in section 3.2 in

�gure 3.7 itself already has scarcity value as it was manufactured in 1969. It

has a properly working screw drive with an accuracy of 0.05 µm. However, to

actually strain a standard TEM grid the specimen needs to be adapted to the

device.

The used graphene samples are commercially available graphene mem-

branes on gold TEM grids with an amorphous carbon support �lm. Other

materials were prepared as described above. The grids with the attached 2D

�lms were subsequently transferred on two aluminum platelets with dimen-

sions of 3× 5 × 0.3 mm3 size. The gap between the platelets was 300 µm.

Each of the platelets has a hole of 1.05 mm in diameter to mount the whole

ensemble onto the straining holder shown in �gure 3.7. To maintain the needed

distances on the ensemble an aluminum mounting stage was built. To �x the

grids on the platelets a two-components vacuum compatible epoxy was used.

Hardening the applied epoxy takes 30 min on a heating plate at 180 ◦C.
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a b c d

e 0◦ f 21◦

Figure 4.20: E�ect of varying surface inclination on the graphene
di�raction pattern. Flat sample has parallel lattice normals through-
out the sample (a), which leads to sharp rods in the reciprocal space
(b) giving the same width for di�raction spots regardless of the sample
tilt. In contrast, a corrugated sample (c), here with root mean square
inclination of γrms = 7.8◦) exhibits cone-like volumes in the reciprocal
space (d) that lead to increasing di�raction spot sizes for higher sample
tilts. (e) Relationship between the di�raction spot size (σ) and the sam-
ple tilt (α) for simulated corrugated graphene structures with varying
values of γrms. The solid line is a �t to the data points. (e) Di�raction
pattern of untilted, strained graphene at 0◦ and at (f) 21◦ specimen tilt.
The di�raction spots orthogonal to the tilt axis exhibit the strongest
elongation in direction of the external strain.

The platelet-grid unit is subsequently mounted on the straining holder. The

holder has a �xed hook and a moveable part, where the specimen is mounted

via a screw (�gure 3.7 (b)). The moveable part has a cable linked to a stepper

motor at the part outside of the goniometer. The holder is connected to the

control unit of the TEM.

Straining experiment in an uncorrected TEM

The following experiments were conducted with the Phillips CM200. Unlike

for the previous experiments the used specimen were not beforehand investi-

gated at the Nion UltraSTEM, because the commercially available graphene

(Graphenea R©) specimen have a suitable coverage of monolayered graphene.
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As for the experiments of section 4.4.1, a sample position with one crystalline

orientation is needed. As can be easily seen in �gure 4.27 (a) and (b), the

amount of usable sample area is drastically reduced as large parts are either

covered with epoxy or aluminum platelets. For preparation (discussed in de-

tail in section 3.2), either a continuous coverage of the remaining gap or good

preparations skills and a steady hand, especially for specimen with less cover-

age, are necessary. This is especially pertinent for samples with low coverage,

as valid for specimen of hBN, MoS2 and heterostructure, where this further

reduces the amount of suitable areas.

Once a good spot of suitable size is found, an initial di�raction pattern

tilting series is taken. The minimum requirements to a specimen position are:

at least 300 nm in diameter, no folds, such as shown in �gure 4.27 (b) (third

image from left) and no visible pores or holes should be visible. Pores might

cause an early end of the experiment as they are a natural weak point of the

material and must be avoided. It is advantageous if the lattice is oriented

toward the tilting axis, such that one di�raction spot orthogonal to the tilting

axis. Like in the previous experiment the tilting series start at a tilt of 0◦.

In this experiment the maximum tilt angle was 21◦. The initial tilt series

was taken without external strain. To possibly see a real space deformation

in the course of the experiment, an overview image of the full hole of the

amorphous carbon support �lm was taken at each straining increment. After

the �rst tilting series the strain was increased the �rst time in the experiment.

Increasing the strain with the microscope control units causes the specimen to

slightly move. Therefore the stage needed to be adjusted to keep the image

of the point of interest in the center. Subsequently, after the strain increment

was reached, a di�raction pattern was recorded. Tilt series between 0◦ and 21◦

were taken at every third step.
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a

b

Figure 4.21: Straining, before and after. (a) Gap between aluminum
plateletes in the TEM at low magni�cation before (left) and after (right)
a straining experiment. (b) Image of a broken TEM grid after straining
experiment.

The experiment is over when either the graphene membrane and/or the

carbon support �lm breaks, as spectacularly shown in �gure 4.27 (a) (rightmost

image). The broken grid in �gure 4.27 (b) was imaged during one of the test

runs for the adapted straining holder. Here the experimental set-up could be

tested without the risk of loose parts falling on the pole piece of the objective

lens.

Analysis of di�raction patterns

One of the �rst observations during the straining and tilting series is that with

increasing external strain the di�raction spots elongate at increasing specimen

tilts. This change is minimal along the tilt axis and reaches its maximum

orthogonal to the tilt axis. Figure 4.22 (a) shows the initial, untilted di�raction

pattern and (b) the same at a tilt angle of 21◦. Figure 4.22 (c) shows the last

untilted di�raction pattern and (d) the last di�raction pattern before rupture

at 21◦ specimen tilt. The elongation of the di�raction spots is clearly visible.

From its orientation it can be assumed that the deformation occurs along

the axis of external strain. Figure 4.26 (a)-(c) gives a more detailed view on
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the tilting series at di�erent strain increments. Here only di�raction spots

orthogonal to the tilt axis were considered. Figure 4.26 (a) shows broadening

of such a spot with an angular increment of 3◦. This series is similar to the

experiments discussed in section 4.4.1. Figure 4.26 (b) shows broadening of

the same spot at an external displacement of +0.5 µm. Starting from about

9◦, an ellipticity of the spot is visible. The last tilting series before rupture was

taken at an external displacement of +1 µm and is shown in Figure 4.26 (c).

Here the ellipticity of the spot is pronounced.

a 0◦ unstrained b 21◦ unstrained

c 0◦ strained d 0◦ strained

Figure 4.22: Di�raction pattern of unstrained and strained

graphene. (a) Initial, unstrained and untilted di�raction pattern of
graphene and (b) initial, unstrained di�raction patterns of graphene at
21◦ tilt angle. (c) Untilted and (d) at 21◦ specimen tilt taken di�raction
pattern of graphene of the last tilting series before complete rupture of
the material. At this 21◦ specimen tilt the di�raction spots orthogonal
to the tilt axis show strong elongation along this axis.
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a

b

c

d

Figure 4.23: Tilt series for a di�raction spot at di�erent stages

of applied strain. The incremental steps of the tilt angle are 3◦. (a)
Initial tilt series of the �rst order di�raction spot, orthogonal to the tilt
axis, for unstrained graphene. The di�raction spots stays circular during
the tilt series (the ripples are randomly distributed). (b) Tilt series at
+0.5 µm external displacement. The di�raction spot is getting elliptical,
as ripples tend to align along the axis of external strain. (c) Last tilt
series at +1 µm external displacement. The di�raction spot is strongly
elliptical, the alignment of the ripples is at its maximum value, before
the material ruptures. (d) A two-dimensional, asymmetric Gaussian with
ellipse axes a and b to assess the di�raction spots.

108



To evaluate the experimental results, a two-dimensional asymmetric Gaus-

sian was taken as a �t function. A typical �t of an elliptical di�raction spot,

with the ellipse axis a and b is shown in �gure 4.23 (d). The two widths a

and b of the ellipses were evaluated separately and the result of the whole tilt

series of the regarded incremental step is shown in �gure 4.23 (b). The result-

ing linear functions have two di�erent slopes, indicating an orientation of the

intrinsic corrugations.

This leads to the qualitative conclusion that the structure has been �at-

tened out in the pulling direction during the experiment. Combining the exper-

imental data with the simulated predictions leads to a quantitative statement

of how much the structure has been changed. The di�raction patterns have

been evaluated as described in section 4.4.1. Here again the di�raction spots

with the highest broadening with increasing tilt angle have been investigated.

The material broke at the end of the experiment, it is clear that it was strained

during the process. In the unstrained case the lattice has a perfect hexagonal

symmetry. In case of uniaxially applied strain the hexagons are elongated in

the direction of the strain. This small change of interatomic bond lengths in

one direction is detectable within the di�raction pattern: if the 2D material

gets uniaxially strained, the di�raction pattern changes from a circular shape

to a slightly elliptical shape.

Experimental results

All in all there are several things we can learn from all the ellipticities mea-

sured from the di�ration patterns. First among them is the orientation of the

ellipses. As shown in �gure 4.24 (a) - (c) the di�raction spots rotate with

respect to the x-axis and so does the elliptical di�raction pattern. This is

shown in �gure 4.24 (d): the blue triangles correspond to the di�raction spots

whereas the red dots correspond to the di�raction pattern. The x-axis shows

the orientation in (◦), the y-axis the relative change in the size of the gap be-

tween the aluminum plates. At the end of the experiment ellipses are aligned

with each other. It is remarkable that the data spread is the highest for the
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di�raction pattern during 2/3 of the experiment. Here the di�raction pattern

is still rather circular, which makes it di�cult to �nd the orientation of the

ellipse. But in the end as the strain starts to become visible, the elliptical

�t becomes unique. This leads to the comparison of the ellipticities over the

course of the experiment as shown in �gure 4.24 (e). These two independent

measurements show an interdependence. This leads to the conclusion that the

two separate things (the change on the atomic scale and the change of the

intrinsic corrugations) have one common cause: the strain due to the applied

relative change in the gap-size.

Figure 4.25 (a) gives an insight into the three-dimensional structure of the

2D membrane changes. The y-axis is the slope of the linear �t function and

the x-axis corresponds to the relative change in the size of the gap. The down-

ward pointing triangles represent the major axis of the regarded di�raction

spot. As the major axis remains basically unaltered during the experiment, it

can be assumed that corrugations in this direction remain unperturbed. The

minor axis, represented by the upward pointing triangles decreases through-

out the exeriment. This leads to the conclusion that the corrugations in this

direction are getting �attened out. Figure 4.25 (b) represents the interatomic

deformation of the material. The y-axis is the apparent strain ε′ in real space

in two orthogonal directions. From the slopes in area (1) and (3) shown in

�gure 4.25 (b) the Poisson's ratio of graphene can be calculated. The appar-

ent kink in the dataset is a feature found in most experiments and the cause

can only be guessed. A plausible cause is braking of parts of the rather rigid

amorphous carbon support �lm, leading to a more direct strain transfer onto

the 2D material.
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Figure 4.24: Evolution of the di�raction patterns and individual

di�raction spots during the experiment. (a-c) Di�raction patterns
recorded at di�erent stages of the experiment: (a) at the beginning, (b)
towards the end and (c) at the end. All shown patterns were recorded
at a sample tilt α = 21◦. The dashed lines show the approximate tilt
axis and the overlaid hexagons highlight the �rst set of di�raction peaks.
The panels on the right show a zoom-in of the indicated di�raction spots
in false color. (d) Orientation of the ellipse �tted to the di�raction
patterns (Θ) and that of the di�raction spots (θ) during the experiment.
(e) Ellipticity of the di�raction patterns (B/A, right y-axis) and spots
(b/a, left y-axis). Standard deviation from the �ts to the measured
values are contained within the markers. All di�raction pattern values
are for α = 0◦ and spot values for α = 21◦. In panels (d) and (e), the
values corresponding to the di�raction patterns shown in panels (a-c) are
marked with corresponding labels. The x-axis values (∆G/G0) indicate
the relative change in the size of the gap in the sample carrier over which
the sample was suspended.
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Figure 4.25: E�ect of stretching the sample carrier on the out-of-

plane corrugation and strain in suspended graphene. (a) Changes
in the maximum (major axis) and minimum (minor axis) in graphene
during the experiment (γRMS , right y-axis), as estimated from the σ/α
values (left y-axis) measured from di�raction spots. Error bars show the
standard deviation from the �ts to the experimental data and horizontal
grey lines are guides to the eye. (b) Apparent strain in real space in two
orthogonal directions, as estimated from the di�raction patterns at zero
tilt (α = 0) during the experiment. Initial axes lengths A0 and B0 are
estimated as the averages of the �rst �fteen data values for each data
set, and the lines marked with labels 1�3 are �ts to the corresponding
data points with following slopes: (1) −0.57± 0.05, (2) 0.46± 0.03 and
(3) 2.02± 0.09 (uncertainties are standard errors of the �ts). The x-axis
values (∆G/G0) indicate the relative change in the size of the gap in the
sample holder over which the sample was suspended.

Pulling MoS2 and hBN

This experiment was also conducted on MoS2, prepared from a CVD grown

sample. The samples were prepared in similar manner to those of graphene.

For the unstrained specimen an initial tilting series was taken, then the strain

was stepwise increased. At every strain step a di�raction pattern of the un-

tilted specimen was recorded and at every �fth strain step a full tilting series.

For most of the MoS2 specimen much higher tilt angles, up to 40◦, were pos-

sible. A typical example of a straining experiment with MoS2 is shown in

�gure 4.26. The analysis of the di�raction pattern included the same process-

ing as for graphene. From di�raction patterns of untilted specimen, atomic

displacement could be observed due to elliptical deformation (�gure 4.26 (a),
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red markers). Similar to the experiments with graphene elliptical deforma-

tion of di�raction spots, in the course of the experiments were also observed

(�gure 4.26 (a), blue markers). However, the observed ellipticities were less

pronounced than for the experiments with graphene. As well the orientations

of both type of ellipses remained relatively stable during the experiment, ex-

cept the last data point of the ellipticities of di�raction spots (�gure 4.26 (b),

blue markers). This spontaneous outlier is cause by the rupture of the mate-

rial. The intrinsic ripples, which experienced alignment during the experiment

changed the orientation when the strain was released due to rupture of the

material. Figure 4.26 (c) shows separate evaluation of both ellipse axes of the

di�raction spots. In comparison to graphene, it can be observed that towards

the end of the experiment the slope in direction of the major axis seems to

increase in size. The slope in direction of the minor axis is only �uctuating

around the initial value. The right axis of the plot in �gure 4.26 (c) shows the

corresponding γrms value. From this �gure it appears that the initially �at

materials become more corrugated in one direction. Towards the end of the

experiment the roughness in two orthogonal directions is di�erent compared

to the beginning of the experiment, which is similar to the result for graphene.

By �tting ellipses to untilted di�raction patterns, atomic displament be-

comes visible as shown in �gure 4.26 (d). Starting at a relative displacement of

about ∆G/G0 of 3.5% the deviation of the ellipse axis becomes visible. In the

plot of ε′B an abrupt change is observed. Here the similarities to the graphene

experiments can be seen. It is likely that at this point parts of the support

ruptured. The last datapoints shown at ∆G/G0 = 5 % indicate the total rup-

ture and release of strain. Figure 4.26 (e) - (h) shows a selection of di�raction

patterns of the experiment. The initial di�raction pattern (e) is typical for

untilted monolayered MoS2, followed by three patterns at 40◦ tilt. Due to its

�atness such high tilts could be reached. Figure 4.26 (g) shows the di�raction

pattern at the maximum of relative displacement of ∆G/G0 = 4% at 40◦ tilt

and (h) the di�raction pattern at the same tilt directly after rupture.

The experiment was also conducted with monolayer hBN. However, due
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a b

c d

e 0◦ unstrained f 40◦ unstrained g 40◦ ∆G/G0 = 4% h 40◦ after rupture

Figure 4.26: Results of the straining experiment using MoS2. (a)
Ratio of the ellipse axes for di�raction spots (blue) at maximum specimen
tilt and of untilted di�raction pattern (red). The x-axis shows the course
of the experiment as relative displacements ∆G/G0. (b) The orientation
of the ellipses of di�raction spots at maximum specimen tilt (blue) and
di�raction pattern of the untilted specimen (red). (c) The σ/α values
(left y-axis) of the measured di�raction spots in both directions of the
ellipses. The right y-axis shows the corresponding γ value. (d) Apparent
strain in real space in two orthogonal directions, as measured from the
di�raction patterns for untilted specimen.
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a 0◦ unstrained b 20◦ unstrained c 15◦ after 60 min d after 60 min

Figure 4.27: Irradiation damage in hBN. (a) Initial di�raction pat-
tern at 0◦ and (b) 20◦ specimen tilt. (c) Di�raction pattern of hBN after
60 min of electron irradiation at 80 kV, at 15◦ specimen tilt. (d) The
corresponding real space image.

to the irradiation sensitivity of the material, irradiation damage set in rather

quickly after the start of the experiments and pores randomly appeared, re-

leasing the strain. The initial di�raction pattern (�gure 4.27 (a)) shows a

typical pattern for unstrained monolayer hBN, and �gure 4.27 (b) of the same

structure at 20◦ specimen tilt. An image after 60 min in the experiment (�g-

ure 4.27(d)) shows heavily porous hBN. A di�raction pattern at 15◦ specimen

tilt con�rms the presence of strong beam damage. To make the di�raction pat-

tern better visible, the contrast was increased. The initially dot-like di�raction

spots were elongated in azimuth direction, but also widened radially. Addi-

tionally between the spots in �rst and second order di�raction events from

amorphous structures appear. Due to the immediate beam damage, straining

experiments with hBN were therefore not possible.

4.6 Defects in graphene

Imaging with high energy electrons causes inevitable damage to the investi-

gated lattice structure. In the following experiments electrons at an accelerat-

ing voltage of 200 kV have been used to permanently restructure the graphene

lattice into a disordered 2D carbon structure. When single atoms are removed

from the lattice, carbon atoms can rearrange around the defective area. These

mechanics have been shown by Kotakoski et al. [145].

An accelerating voltage of 200 kV is signi�cantly above the knock-on thresh-
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old for graphene, which is close to 80 kV [146]. The choice of the acceleration

voltage is a trade o� between time and damage, as single knock-on also fa-

cilitate bond rotations that are crucial for the restructuring. Other types of

structurally damaging processes need to be suppressed. Luckily, electrolysis is

negligible at these high energies and local charging e�ects are negligible in the

case of graphene [131]. However, chemical etching of graphene is dominant in

the following setup and leads to pore generation in the lattice, leading to a

complete destruction of the irradiated area [120].

As Eder et al. showed in 2014, amorphization of areas in the range of

nanometers is possible [147]. The aim of the following experiments was to go

beyond the previous studies and to restructure larger areas of graphene, such

as a complete graphene-covered hole of a TEM supporting grid (∼ 2µm in

diameter). 200 kV was selected to make this structural transformation within

a practical time.

Experimental setup to restructure graphene lattices

The irradiation experiments were conducted in the Phillips CM200. In this

instrument the vacuum at the sample is around 10−6 torr, which drastically

promotes chemical etching compared to ultra high vacuum [120]. To compen-

sate for these processes, heating of the sample was used. This also reduces con-

tamination on the sample. A Gatan heating holder was used for this purpose.

In this case, as-prepared TEM gold grid with amorphous, holey carbon foil

and industrially produced graphene �lm (Graphenea) was used. The sample

was heated via a metal ring at the tip of the holder. The heating is controlled

via an external Gatan controller. The sample was heated up to a temperature

of 450 ◦C. This is su�ciently high to accomplish its purpose and low enough

to not require additional water cooling. Heating was started about 30 min

before the gun heating, extraction and acceleration voltage was switched on.

Due to the elevated temperature, contamination on the specimen is evaporated

quickly after switching on the heating. Evaporating the sample contamination

usually causes the vacuum to decrease, but is quickly stabilized as the con-
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taminant gets trapped at the cooling trap at the specimen holder region of a

conventional TEM.

To restructure an area of speci�c extent on the specimen, in this case a

full hole in the amorphous carbon foil, as shown in �gure 4.28 (a), the beam

has to illuminate the complete area. This was achieved by choosing the largest

C1 aperture (2 mm) and setting the illumination via the excitation of the C2

lens, such that the maximum available beam current, at the set acceleration

voltage, hit the specimen. The beam was limited to the area of amorphization

also in order to estimate the electron dose.

A requirement for the specimen area is that the complete irradiated area

is of one crystalline orientation, as grain boundaries could be a limiting factor

for restructuring. Likewise, initially present edges or holes as well as folds

of the material were avoided. Immediately after �nding an area suitable for

irradiation, an initial di�raction pattern was recorded. To get the di�raction

information of the full non-irradiated illuminated area, a SA aperture of suit-

able size (∼ 2 µm) was chosen. The di�raction patterns were recorded with an

Orius SC600A1 camera, with binning 1 and an exposure time of 15 s, through

the whole series.

As the CM200 does not o�er the possibility of atomically resolved images

of graphene, the success of restructuring cannot be directly observed during

the irradiation. But even in more modern microscope such as the Titan 80-

300(S)TEM changing between rather low magni�cation, 3 − 8k× during the

irradiation to high magni�cation of 550 k× to 900 k× (EFTEM) to obtain lat-

tice resolution in graphene takes time and causes changes of dose rates during

the observation. Therefore, the easiest way for controlling the success, without

changing illumination parameters, is to monitor the di�raction pattern.

Experimental results

A non-irradiated monocrystalline pristine graphene lattice shows the familiar

di�raction pattern as depicted in �gure 4.28 (b). Figure 4.28 (a) shows the

area intended for irradiation. The selected area is intact, without pores or
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grain-boundaries. The spot-like features on the membrane are �xed contami-

nation, which does not change in the course of the experiment, as is visible in

�gure 4.28 (i). The �gure shows the membrane after 135 min of electron irra-

diation. No major structural damage can be observed neither in the di�raction

pattern nor in the real space image.

Di�raction patterns give a measure of the orientation distribution within

the lattice. Missing carbon atoms and the following reconstruction leads to a

decreasing crystalline order. Changes in crystalline structure cause strain and

slight variations in bond-lengths. The former causes spreading of di�raction

spots in the azimuthal direction, whereas the latter causes a blurring in the

radial direction. These e�ects increase with irradiation time. It is visible

directly from the di�raction pattern that the intensity of the initially sharp

di�raction spots decreases, and a ring in azimuthal direction appears.

Even in strongly disordered areas a number of hexagonal rings with the

initial lattice orientation remains. The ultimate goal of the experiment is a

complete elimination of order and obtaining a completely disordered 2D struc-

ture. Figure 4.28 (c) shows the di�raction pattern after an irradiation time

of 30 min. As the intensity of the di�raction spots has already decreased

signi�cantly, the following di�raction patterns were taken every 15 min (�g-

ure 4.28 (d) - (i)). They show the full process of restructuring. Figure 4.28

shows the decrease of intensity for �rst order spots in the course of the ex-

periment. For equal imaging conditions, the radial intensity distribution was

calculated around the di�raction spot.

For all evaluations, the spot along the same lattice plane orientation was

chosen. The highest counts are visible for the spot from the initial di�rac-

tion spot. Already after 30 min the intensity dropped to less than 50 % of

the initial value (red). The maximum intensity value of the same spot after

135 min electron irradiation was at 355 counts, with a background intensity of

100 counts. The amorphized area increases with increasing irradiation time.

As this can be directly correlated to the structure of the di�raction pattern,

the experiment was stopped after said time. Several attempts for complete
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amorphization were made, causing the loss of several specimen due to chemi-

cal etching. The irradiated samples were then directly transferred to the Nion

ultraSTEM 100 for further investigations. Figure 4.29 shows an example of an

irradiation experiment at an accelerating voltage of 200 kV in a Titan 80-300

TEM without in-situ heating. Instead of heating to reduce the e�ects of chem-

ical etching, a Gatan Solarus II plasma cleaner was used to clean the specimen

and specimen holder before the irradiation procedure. Here hydrogen was used

as the plasma-producing gas with an exposure time of 50 s. Hydrogen reacts

with carbon to produce CH4, the released gas is then pumped by the vacuum

pump of the plasma cleaner. Both the BF image in �gure 4.29 (b) and the DF

image in (c) are taken after the irradiation process. The di�raction spot for

taking the DF image (the spot marked with a white circle in �gure 4.29 (d))

was also used for the intensity analysis shown in �gure 4.29 (g) and (h).

The di�raction pattern shown in �gure 4.29 were taken from commercially

available CVD grown graphene on a TEM gold grid with holey, amorphous car-

bon foil (Graphenea). The microscope was aligned and the specimen was set

at eucentric height. An initial di�raction pattern was taken in three-condenser

settings for a parallel beam with a diameter as large as the size of the freestand-

ing graphene membrane. The advantage of this setup is, that the beam remains

unchanged during the change between di�raction mode and imaging mode, as

only the excitation of the projector system after the specimen is changed. Ev-

ery 5 minutes a di�raction pattern was taken over the time span of 110 min.

Unfortunately the experiment could not be continued due to unexpected cir-

cumstances (failure of the motorized objective aperture), but it shows that by

drastically reducing contamination, graphene can endure electron irradiation

at 200 kV.

Expectedly the intensity of di�raction spots continuously dropped during

the irradiation procedure. Di�raction spots selected for a quantitatively inten-

sity analysis are marked with a white ring in Figure 4.29. Here the di�raction

spot was again �tted as described in section 4.3. The resulting maximum

intensity was then plotted as a function of irradiation time. In case of agglom-
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c initial d after 60 min e after 135 min

f g

Figure 4.28: Results of electron irradiation at 200 kV (CM 200).

(a) BF image at 3 k× of a circular area with a diameter of 2 µm of free-
standing graphene. (b) Same after 135 min irradiation with 200 kV. (c)
Initial di�raction pattern. (d) Same after 60 min and (e) after 135 min.
(f) Radial intensity distribution of di�raction spots. The black dotted
curve shows the radial intensity distribution of one spot within the �rst
order spots of the initial di�raction pattern, red after 30 min, blue af-
ter 45 min, green after 60 min, purple after 90 min, gray after 105 min
and cyan after 135 min. (g) Maximum intensity of di�raction spots as
function of irradiation time.
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erated contamination it could be argued that the intensity decrease is caused

be increasing thickness of the specimen itself. This would have shown a char-

acteristic image, similar to that in �gure 4.29 (a), or even more pronounced.

However, both the BF as well as the DF image, taken after irradiation do not

show structures like that. From this, and the fact that the membrane is intact,

it can be assumed that the loss in intensity of the di�raction spot is really due

to increasing disorder in the graphene lattice.
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d initial e after 45 min f after 107 min

g h

Figure 4.29: Results of electron irradiation at 200 kV (Titan).

(a) Agglomerated hydro-carbon contamination after 60 min electron ir-
radiation of a contaminating non-plasma cleaned specimen. (b) BF and
(c) DF images at 3.4 k× magni�cation of a circular area with a diameter
of 2 µm of freestanding graphene after 107 min electron irradiation. In
both cases no additional contamination is visible. (d) Initial di�raction
pattern. (e) Same after 45 min and (f) after 107 min. The white ring
mark the di�raction spots for the analysis of the radial intensity distribu-
tion. (g) Radial intensity distribution analysis starting with the darkest
curve (beginning of the experiment), down to the bright purple curve
of the last irradiation step. Every curve describes the radial intensity
distribution after additional ∼6 min. The dashed connecting line serves
as guide to the eye. (h) Maximum intensity of the marked di�raction
spot as a function of irradiation time.
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Imaging of irradiated graphene structures in the Nion UltraSTEM 100

To avoid further contamination, the specimen-at-air-time was kept as short

as possible between experiments with the two instruments. The samples were

additionally baked at 150◦C before being inserted into the second microscope

column. The aim was to investigate specimen with di�erent irradiation times

and to correlate subsequently the present defective structures to the irradia-

tion time. Originally, also correlation to Raman spectroscopy was planned.

Unfortunately the defective areas are covered in thick layers of �xed carbon

contamination, as can be seen in �gure 4.30. Some areas were also partially

broken as seen in �gure 4.30 (a). From this image it can be seen which areas

are especially prone for structural failure: Edges such as those of the hole of

the amorphous carbon foil, but in other cases also folds. When having a closer

look on the non-damaged areas, such as in �gure 4.30 (b) areas not covered by

contamination show pristine graphene lattice with hints of defective areas as

shown in �gure 4.30 (d). These images were taken from the specimen presented

in �gure 4.28.

In conclusion of this experiment, it can be said that according to the result-

ing structures found in di�raction pattern, disorder was created. Unfortunately

the combination of inevitable carbon contamination, insu�cient vacuum con-

ditions, defective areas with di�erent binding energies and an ionizing electron

beam result in contamination on top of the amorphous areas. This makes

a direct interpretation of STEM images and subsequent statistic and analy-

sis of occurring atomic ring numbers impossible at the moment. For further

experiments in these directions, a strong emphasis must lie on reducing the

hydrocarbon contamination.
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Figure 4.30: STEM images of irradiated graphene. (a) Irradiated,
partially destroyed graphene membrane. Large areas of contamination
(bright contrast) are visible. (b,c) Small pores in the membrane. (d)
Atomic resolution image of defective area, including a pore. Si atoms
are visible in the defective lattice. (e) Defective areas tend to be covered
in contamination. (f) Atomic resolution image of a grain boundary. (g-i)
Defective areas, partially covered by contamination.

124



Chapter 5

Conclusion

In this thesis TEM techniques were applied to investivate a variety of low

dimensional materials such as graphene, hBN, MoS2 and carbon nano-onions.

HAADF STEM imaging allows direct interpretation of the composition,

especially of 2D materials, as the scattering intensity is proportional to the

atomic number. In section 4.1 Si impurities were identi�ed in monolayered

hBN solely by their predicted scattering intensities. This method is especially

useful in cases of sensitive samples, where spectroscopy methods do not pro-

vide su�cient signal to detect them. STEM EELS would have been desirable

and could have provided spatial accuracy. In this case the interactions between

electron beam and the Si atom in the lattice would have however caused the

misplacement of the impurity during the spectrum acquisition. Here the com-

bination with simulation techniques for directly interprating the nature of the

foreign element has been proven useful. The identi�cation of Si was even pos-

sible via fast imaging. These fast imaging techniques o�ered the possibility to

observe a pristine structure and ensure that no additional defects were created

by the electron beam.

Such direct interpretations are rather applicable in low-dimensional mate-

rials such as hBN. For more bulklike materials, especially if containing amor-

phous regions, additional spectroscopic methods are unevitable. For potassium

intercalated carbon nano-onions, as presented in section 4.2, the presence of
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potassium could not be determined by interpreting only the scattering con-

trasts. Even though MAADF and HAADF imaging showed di�erences be-

tween pristine and intercalated specimen, it could not be concluded that these

were caused by potassium intercalation. Here EELS spectrum imaging re-

vealed its presence, even though distinguishing between carbon and potassium

using EELS can be challenging. It was assumed that EELS spectra from pris-

tine onions do not vary on di�erent positions of single onions. Taking EELS

spectra at multiple locations of pristine onions showed, that the spectra indeed

did not di�er. They showed a pronounced carbon edge at 248 eV with some

�ne-structure starting at about 292 eV.

Therefore, in the case of intercalated specimen the presence of potassium

was assumed to cause stronger variations at L3 = 294 eV and L2 = 296 eV

energy loss. For spectrum images energy loss regions were selected to form

images. The presence of potassium has no e�ect on the form or intensity of the

π? peak of carbon, which is the �rst peak after the onset at 284 eV. Therefore,

energy loss images taken in an energy range between 284− 287 eV was a good

reference for the carbon background. Energy loss images taken in an energy

range between 294−287 eV contained information about potassium. The ratios

of images at these regions revealed that potassium was present within the

innermost shell of the onions. Here EDX spectra would have given additional

insight as the Kα peaks of both materials have su�cient distance. However, a

drawback of this method would have been the lack of spatial resolution.

Here both the in-plane and the out-of-plane structure of 2D materials was

investigated using di�erent types of TEM techniques. TEM was used for purely

imaging and spectroscopy to study deviations from pristine structures. Apart

from imaging, di�raction techniques give further insights into the material

properties. Each di�raction spot contains information about the lattice ori-

entation as well as the elemental con�guration due to the atomic form factor

fa. Using image corrected TEM with a spatial and temporal coherent electron

source, the intensity of each di�raction spot is largely determined by fa. In

this study the intensity distribution of di�raction spots for graphene and hBN
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could be successfully compared to those obtained through di�erent types of

simulation methods.

Electron di�raction techniques can also reveal the true shape of 2D materi-

als. All studied structures (graphene, hBN, MoS2 and their heterostructures)

were shown to exhibit degrees of non-�atness. These di�erences can be seen

by standard parallel beam SA di�raction in the non-corrected TEM with a

thermionic electron gun. Changing the experimental setup to a TEM with a

gun of higher spatial and temporal coherency and the possibility of aperture-

free SA parallel beam di�raction, in combination with a standard CCD, leads

to higher accuracy in each data point (di�raction spot). However, this also

introduces challenges from the data processing side. Using this experimental

setup it is observed that each di�raction spot indeed is a convolution of a

Gaussian shaped function coming from the electron source and a specimen re-

sponse function [115]. The �rst is largely determined by the spatial coherency

of the source. Its contribution can be diminished by choosing a suitable spot-

size (excitation of the �rst condenser lens C1). The evaluation of the specimen

response function, especially at high specimen tilts is in this setup highly error

prone as inelastic scattering events cause background intensity over a large

range of spatial frequencies.

To eliminate these inelastic contributions using an energy �lter eases the

evaluation of the occasionally rather weak specimen response functions. In

such devices an energy selective slit can be placed on an area of certain elec-

tron energy loss. By selecting the ZLP, only elastically scattered electrons

contribute to the di�raction pattern (if the projector system is set accord-

ingly). This increases the signal-to-noise ratio of the whole di�raction pattern,

therefore the specimen response function can be alnalyzed more easily.

In most experiments MoS2 appeared relatively �at, except for one dataset.

The specimen used for that dataset was previously treated by laser irradiation

in order to clean the material. Such treatments cause thinning of the support-

ing �lm, which then tend to be prone to vibrations. These vibrations were the

likely cause of the observed e�ect.
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For graphene two kinds of samples were studied: CVD grown and mechan-

ically exfoliated graphene. CVD grown graphene exhibited some variations

in its non-�atness. For exfoliated samples a �ake size dependence seems to

be apparent. The �rst sets of experiments were conducted with rather small

graphene �akes with a size range of only a few holes on the carbon support

�lm. Large �akes show a tendency towards waviness. Results for CVD grown

hBN were similar to CVD-grown graphene.

For the evaluation of heterostructures the spots corresponding to each ma-

terial have been analyzed separately. Here the sample preparation plays a

crucial role, as was shown for the vdW heterostructure of graphene and hBN,

as it can lead to additional rippling of at least one of the membranes. A similar

e�ect is visible for a MoS2�graphene heterostructure. As for all heterostruc-

ture specimen where CVD-grown graphene was used, a tendency towards more

�atness in this material can be observed compared to monolayered membranes.

Taking these results a step further by applying strain results in orientation

of intrinsic ripples as well as deformation of the underlying lattice. The most

pronounced e�ect was observed on graphene followed by MoS2, where the

e�ects was however less pronounced. For hBN the long exposure to energetic

electrons lead to the destruction of the materials.

The experiment could be more re�ned with an adapted experimental setup

by using microelectromechanical systems (MEMS) devices for strain applica-

tion. Unlike the experiments in this work, the actual applied strain could

be measured. As well due to di�erent transfer techniques, the indirect strain

transfer by an amorphous carbon �lm could be avoided. This method could

then also be applied to heterostructures. In this case it is very likely that by

applying strain on the specimen the lattices of each material misplace with

respect to each other. Such changes in lattice mismatches could then be de-

tected in convergent beam electron di�raction (CBED) patterns [148]. This

technique would also o�er the possibility of CBED strain maps, where a con-

vergent electron beam scans over a specimen area. This step could be repeated

for all strain steps until the material breaks. A drawback of this method would
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be the long beam exposure. But for accelerating voltages of up to 80 kV the

presence of graphene protects non-conductive materials from radiolysis [149].

Knock-on caused removal of carbon atoms from graphene happens due to

electron irradiation at su�ciently high acceleration voltages. Here irradiation

experiments on micrometer scale were conducted inside a TEM by using elec-

trons with an acceleration voltage of 200 kV. With this method, one atom

at a time is removed from the lattice, leading to step-wise restructuring of

the lattice from hexagonal structure to a combinations of �ve-fold to nine-fold

rings of carbon atoms. The restructuring of the material can be observed in a

parallel beam SA di�raction pattern of the irradiated area. Stopping the elec-

tron irradiation immediately stops the transformation process. An obstacle

during these experiments was the combination of hydrocarbon contamination

and non-UHV conditions causing chemical etching. This results in the loss of

a larger number of lattice atoms than by the randomly distributed atom losses

caused by knock-on damage. A partial solution was simultaneous heating of

the specimen. Subsequent investigations of the irradiated specimen in a STEM

showed that defective areas tend to accumulate contamination. A statistical

evaluation and correlation of the resulting, disordered graphene structure to

the electron dose per irradiation time was therefore not possible.

Overall, the results presented here show that TEM remains a highly rele-

vant technique for the study of low-dimensional materials and their response

to external stimuli both in real and reciprocal space.
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Appendix A

� Python code for evaluation of

di�raction pattern
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"""
Created on Fri Nov 25 11:35:13 2016
"""
import tifffile
import glob, os
import numpy as np
import matplotlib.image as mpimg
from numpy.linalg import eig, inv
import scipy
from pylab import *
import scipy.optimize as opt
import pylab as pyl
import matplotlib.patches as patches
import scipy.ndimage as ndimage
import scipy.ndimage.filters as filters

def read_img(img_file):
    img = tifffile.imread(img_file)
    return img    
    
def read_peaklist(file, x_scalingfactor, y_scalingfactor):
    peaklist  = np.loadtxt(file)
    return  peaklist
    
def _fit_2d_curve(x,y, A, x0, y0, s1, s2 , offset):        
    return A*np.exp(- ((x-x0)**2/(2*s1**2) + (y-y0)**2/(2*s2**2)))    

def close_event():
    plt.close() 

################################################################################
# Rotation of spots
################################################################################

def raw_moment(data, iord, jord):
    nrows, ncols = data.shape
    y, x = np.mgrid[:nrows, :ncols]
    data = data * x**iord * y**jord
    return data.sum()

def intertial_axis(data):
    """Calculate the x-mean, y-mean, and cov matrix of an image."""
    data_sum = data.sum()
    m10 = raw_moment(data, 1, 0)
    m01 = raw_moment(data, 0, 1)
    x_bar = m10 / data_sum
    y_bar = m01 / data_sum
    u11 = (raw_moment(data, 1, 1) - x_bar * m01) / data_sum
    u20 = (raw_moment(data, 2, 0) - x_bar * m10) / data_sum
    u02 = (raw_moment(data, 0, 2) - y_bar * m01) / data_sum
    cov = np.array([[u20, u11], [u11, u02]])
    return x_bar, y_bar, cov

def get_orientation(x_bar, y_bar, cov):
    """Plot bars with a length of 2 stddev along the principal axes."""
    def get_points(eigvals, eigvecs, mean, i):
        """Make lines a length of 2 stddev."""
        std = np.sqrt(eigvals[i])
        vec = 2 * std * eigvecs[:,i] / np.hypot(*eigvecs[:,i])
        x, y = np.vstack((mean-vec, mean, mean+vec)).T
        return x,y
    mean = np.array([x_bar, y_bar])       



    eigvals, eigvecs = np.linalg.eigh(cov)
    axis1=get_points(eigvals, eigvecs, mean, -1)
    Theta = np.arctan((axis1[1][1]-axis1[1][0])/(axis1[0][1] - axis1[1]
[0]))#*180/np.pi
    return Theta
        
         
################################################################################
# 2 d Gaussian Fit
################################################################################

def gaussian2D(height, center_x, center_y, width_x , width_y, Theta):
    
    """Returns a gaussian function with the given parameters"""

    width_x = float(width_x)
    width_y = float(width_y) 
    return lambda x, y:(height)*exp(-((np.cos(Theta)**2/(2*width_x**2) 
                                    + np.sin(Theta)**2/(2*width_y**2))
                                    *(center_x-x)**2-2*(-np.sin(2*Theta)
                                    /(4*width_x**2)+np.sin(2*Theta)
                                    /(4*width_y**2))*(center_x -x)*(center_y-y)
                                    +( np.sin(Theta)**2/(2*width_x**2) 
                                    +np.cos(Theta)**2/(2*width_y**2)) 
                                    *(center_y-y)**2))  #(height)*exp(-
(((center_x-x)/width_x)**2+((center_y-y)/width_y)**2)/2)

def gaussian2Dsym(height, center_x, center_y, width_x):
    
    """Returns a symmetric gaussian function with the given parameters"""

    width_x = float(width_x)
   
    return lambda x, y: (height)*exp(-(((center_x-x)/width_x)**2+((center_y-
y)/width_x)**2)/2)

def moments(data):
    """
    Returns (height, x, y, width_x, width_y)
    the gaussian parameters of a 2D distribution by calculating its
    moments
    """
    ''' New center - with maximum finder '''
    total = data.sum()
   
    Y, X = indices(data.shape)
    x = (X*data).sum()/total
    y = (Y*data).sum()/total   
    
    xbar, ybar, cov = intertial_axis(data) 
    Theta =get_orientation(xbar, ybar, cov)
    col = data[:, int(y)] 
    width_x = sqrt(abs((arange(col.size)-x)**2*col).sum()/col.sum())
    row = data[int(x), :]
    width_y = sqrt(abs((arange(row.size)-y)**2*row).sum()/row.sum())
    height = data.max()
    return height, x, y, width_x, width_y, Theta 

def moments_s(data):
    """
    Returns (height, x, y, width_x)
    the gaussian parameters of a 2D distribution by calculating its
    moments
    """



    total = data.sum()
    Y, X = indices(data.shape)
    x = (X*data).sum()/total
    y = (Y*data).sum()/total
     
    col = data[:, int(y)] 
    width_x = sqrt(abs((arange(col.size)-x)**2*col).sum()/col.sum())
    height = data.max()
    return height, x, y, width_x
    
def fitgaussian2D(data):
    """Returns (height, bgrd, x, y, width_x, width_y)
    the gaussian parameters of a 2D distribution found by a fit"""

    params = moments(data)
    
    errorfunc = lambda p: ravel(gaussian2D(*p)(*indices(data.shape)) - data)
    p, success  = opt.leastsq(errorfunc, params,col_deriv =1, 
                              ftol =1e-08, xtol = 1e-08)
    return p

def fitgaussian2D_s(data):
    """Returns (height, bgrd, x, y, width_x, width_y)
    the gaussian parameters of a 2D distribution found by a fit"""

    params_s = moments_s(data)
    errorfunc_sym = lambda p_s: ravel(gaussian2Dsym(*p_s)(*indices(data.shape))
    - data)
    p_s, success_s= opt.leastsq(errorfunc_sym, params_s,col_deriv =1,
                                ftol =1e-08, xtol = 1e-08)
 
    return p_s

################################################################################
#    Defining a function to fit the spots
################################################################################
    
def fit_function(peaklist, img, boxlength, counter):    
    position_list = []
    widths = []
    heightlist = []
    widths_s = []
    heightlist_s = []
    position_list_s = []  
    k = 0
    fig1, ax1 = plt.subplots(1,len(peaklist),frameon=False, figsize=(15, 7), 
                             facecolor='w', edgecolor='k')
    
  
    for i in peaklist:  
        x, y = int(i[0]+0.5), int(i[1]+0.5) 
        crop_img = img[y-boxlength:y+boxlength, x-boxlength:x+boxlength]  

        ny, nx = crop_img.shape
        ix, iy = np.meshgrid(np.arange(nx), np.arange(ny))
        distance = (ix - boxlength)**2 + (iy - boxlength)**2
        r1 = 20.0
        r2 = 30.0
        Iout = np.ma.masked_where(distance > r2**2, crop_img)
        Iin = np.ma.masked_where(distance > r1**2, crop_img)
        bgr = (np.sum(Iout)-np.sum(Iin))/(Iout.count() - Iin.count())
        print(np.sum(Iout),np.sum(Iin))
        fig = plt.figure()



        plt.imshow(Iout)
        circ1 =plt.Circle((30,30),20, color='red', fill=False, linewidth =5)
        circ2 =plt.Circle((30,30),30, color='red', fill=False, linewidth =5)
        
        fig.add_subplot(111).add_artist(circ1)
        fig.add_subplot(111).add_artist(circ2)
        plt.savefig('spot.svg')
        Int_spot = np.mean(Iin - bgr)

        print('INTENSITY',Int_spot)
        position_list.append((x,y,Int_spot,bgr))
        
        
    diffp = open('diffpoints_%s.dat'%str(filename[:9]), 'a')
    header = ['X (px)' , 'Y (px)' , 'Intensity (I*px*px)', 'BGR']
    diffp.write('\t'.join(header) + '\n')
    diffp.write('\n'.join('%s\t %s\t %s\t %s' % item for item in position_list))
    diffp.close()

    return(position_list)

################################################################################
# Masking area
################################################################################

def masked(filename,data, mask_radius1, mask_radius2, center_x, center_y):
    ny, nx = data.shape
    ix, iy = np.meshgrid(np.arange(nx), np.arange(ny))
    distance = (ix - center_x)**2 + (iy - center_y)**2

    mask = np.ma.masked_where(distance < mask_radius1, data)
    mask = np.ma.masked_where(distance > mask_radius2, mask)
    plt.figure()
    plt.imshow(mask, cmap = 'hot', clim = (2,300))
    plt.title('%s' %(filename), fontsize = 30)
    peaklist = peaks(mask)
    return   peaklist
    
################################################################################
# Find peaks and sort them by their intensity value
################################################################################
     
def peaks(data):    
    ''' Looking for local maxima in the masked image '''

    neighborhood_size = 100
    threshold = 10
    peaks = []
    data_max = filters.maximum_filter(data, neighborhood_size)
    maxima = (data == data_max) 
    data_min = filters.minimum_filter(data, neighborhood_size)
    diff = ((data_max - data_min) > threshold)
    maxima[diff == 0] = 0
    labeled, num_objects = ndimage.label(maxima)
    slices = ndimage.find_objects(labeled)
    x_m, y_m = [], []
    for dy,dx in slices:
        x_center = (dx.start + dx.stop - 1)/2
        x_m.append(x_center)
        y_center = (dy.start + dy.stop - 1)/2    
        y_m.append(y_center)
        peaks.append((x_center, y_center))
    plt.scatter(x_m,y_m)
    return peaks    



################################################################################
# Find hexagons
################################################################################
  
def find_hexagon(self, peaks_sorted, center):
    angle_tolerance = self.angle_tolerance/180*np.pi
    removed_peak = True
    while removed_peak:
        removed_peak = False
        hexagon = []
        peaks_added = []
        for i in range(0, len(peaks_sorted)):
            peak1 = peaks_sorted[i-2]
            peak2 = peaks_sorted[i-1]
            peak3 = peaks_sorted[i]
            edge1 = peak1 - peak2
            edge2 = peak3 - peak2
            lengths = [np.sqrt(np.sum((edge1)**2)), np.sqrt(np.sum((edge2)**2))]
            angle = np.arccos(np.dot(edge1, edge2)/(np.product(lengths)))
            radii = [np.sqrt(np.sum((peak1 - center)**2)), 
                     np.sqrt(np.sum((peak2 - center)**2)), 
                     np.sqrt(np.sum((peak3 - center)**2))]
            #print(peak1, lengths, angle*180/np.pi)
            if (np.abs(lengths[0] - lengths[1]) < 
                self.length_tolerance*np.mean(lengths) and
                np.abs(angle - 2*np.pi/3) < angle_tolerance):
                peak_index = i-2 if i-2 >= 0 else len(peaks_sorted) + (i-2)
                if np.abs(radii[0] - np.mean(radii[1:])) > 
self.length_tolerance*np.mean(radii):
                    peaks_sorted.pop(peak_index)
                    removed_peak = True
                    break
                elif not peak_index in peaks_added:
                    hexagon.append(peak1)
                    peaks_added.append(peak_index)
                peak_index = i-1 if i-1 >= 0 else len(peaks_sorted) + (i-1)
                if np.abs(radii[1] - np.mean((radii[0], radii[2]))) > 
self.length_tolerance*np.mean(radii):
                    peaks_sorted.pop(peak_index)
                    removed_peak = True
                    break
                elif not peak_index in peaks_added:
                    hexagon.append(peak2)
                    peaks_added.append(peak_index)
                peak_index = i if i >= 0 else len(peaks_sorted) + i
                if np.abs(radii[2] - np.mean(radii[:-1])) > 
self.length_tolerance*np.mean(radii):
                    peaks_sorted.pop(peak_index)
                    removed_peak = True
                    break
                elif not peak_index in peaks_added:
                    hexagon.append(peak3)
                    peaks_added.append(peak_index)
    return hexagon

################################################################################
# Main
################################################################################
            
if __name__== '__main__':
    crop_array = []
    #widths = []
    h_flag = True



    if h_flag == True:
        h_flag = False 
        
        FWHM= open('FWHM.dat', 'a')        
        header = ['STEP','TILTANGLE','DIST','WIDTH','X','Y','ANGLE']
        FWHM.write('\t'.join(header) + '\n')
        FWHM.close()
    for filename in  sorted(glob.glob('*.tif'), key = lambda x: (x.split('f')
[0])):
        print(filename)
        img = read_img(filename)
            
        if float(filename[4:5]) < 30 :
            print('<30:', float(filename[4:5]) )
            boxlength = 30 
            center_x = len(img)*0.45
            center_y = len(img)*0.45 
            
            mask_radius1 = 160**2
            mask_radius2 = 900**2
    
        img_blur = scipy.ndimage.filters.gaussian_filter(img, 20)
        peaklist = masked(filename, img_blur, mask_radius1, mask_radius2, 
                          center_x, center_y)
     
        fit_function(peaklist, img, boxlength, counter=0)
        plt.show()
        plt.pause(3)
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