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ABSTRACT

The deoxyribonucleic acid, known as DNA, is one of the most important molecules
in our life, as it stores the genetic code and thus the information needed for the
functionality of our organism. When DNA interacts with external agents, like small
molecules, or stimuli, like light irradiation, it can be damaged, leading to severe
problems. At the same time, these very same interactions can be exploited to stop
the reproduction of damaged fractions of genetic code and kill those fragments.
Consequently, binding the DNA with external molecules and studying the response
of the macromolecule to light irradiation represents an active and attractive �eld
of research. The purpose of these studies is not only therapeutical. It is of equal
importance to gain deeper understanding about the properties of DNA, as well as to
identify and characterise new possible structures, like the so-called G-quadruplex.
In the present thesis, di�erent state-of-the-art computational techniques were
applied to study DNA binding and damage. Classical and hybrid quantum/clas-
sical simulations were used to study the interaction mechanism of a family of
compounds, called spiropyran, known to bind the DNA after a light-controlled
isomerisation. The binding modes between di�erent derivatives and di�erent DNA
structures were characterised. An ad-hoc computational protocol was applied to
simulate and characterise the absorption spectra of several ligand-DNA complexes,
to understand the role of the ligands in possible light-induced damaging processes.
Light-induced damage was also the focus of a joint experimental-computational
study, where the calculations provided an important contribution in the under-
standing of the photo-oxidation in gas phase of DNA derivatives. In summary,
this thesis o�ers a collective insight in di�erent mechanisms of both DNA binding
and damage induced by small binders, light irradiation and a combination of the
two.
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ZUSAMMENFASSUNG

Die Desoxyribonukleinsäure, bekannt als DNA, ist eines der wichtigsten Moleküle
für unser Leben, da sie den genetischen Code und damit die notwendigen Infor-
mationen für die Funktionalität unseres Organismus speichert. Wenn DNA mit
äußeren Sto�en wie kleinen Molekülen oder Reizen wie Lichtbestrahlung wech-
selwirkt, kann sie bschädigt werden, was zu schwerwiegenden Problemen führen
kann. Gleichzeitig kann dieselbe Wechselwirkung dafür genutzt werden, die Repro-
duktion bereits geschädigter Teile des genetischen Codes zu unterbinden und diese
zu eleminieren. Daher stellen sowohl die Bindung von DNA an fremde Moleküle
als auch die Untersuchung der Reaktion der Makromoleküle auf äußere Reize wie
Lichtbestrahlung ein aktives und attraktives Forschungsfeld dar. Die Ziele dieser
Studien sind nicht nur therapeutischer Natur. Von ebenso großer Bedeutung ist
es, immer mehr Informationen über die Eigenschaften von der DNA zu gewinnen
und zusätzlich neue mögliche Strukturen – wie bespielsweise die sogenannten
G-Quadruplexe – zu identi�zieren und zu charakterisieren. In der vorliegenden
Arbeit wurden verschiedene modernste computerbasierte Methoden angewandt,
um DNA-Bindungen und DNA-Schäden zu untersuchen. Klassische und hybrid
quantenmechanisch/klassische Simulationen wurden verwendet, um den Wechsel-
wirkungsmechanismus einer Familie von Sto�en, genannt Spiropyran, zu unter-
suchen, von denen bekannt ist, dass sie nach einer lichtregulierten Isomerisation
an die DNA binden. Die Arten der Bindungen zwischen verschieden Derivaten
und verschiedenen DNA Strukturen wurden charakterisiert. Ein rechnerisches
Ad-hoc-Protokoll wurde angewandt, um die Absorptionsspektren von verschiede-
nen Ligand-DNA Komplexen zu simulieren und zu charakterisieren, um die Rolle
der Liganden in möglichen lichtinduzierten Beschädigungsprozessen zu verstehen.
Lichtinduzierte Schäden waren auch im Fokus einer gemeinsamen experimentell-
rechnerischen Studie, in der die Rechnungen einen wichtigen Beitrag zum Ver-
ständnis der Fotooxidation in der Gasphase von DNA Derivaten lieferten. Zusam-
menfassend bietet diese Arbeit einen kollektiven Einblick in DNA-Bindungen und
DNA-Schäden, sowohl durch kleine Binder oder Lichtbestrahlung als auch durch
die Kombination der beiden.
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Introduction 1
Theoretical and computational chemistry has nowadays become an essential dis-
cipline to solve chemical problems. The use of atomistic-scale simulations based
on applying mathematical models developed and encoded in computer software,
can �nd many applications, ranging from astro to biochemistry. In this thesis,
di�erent computational approaches are applied to contribute to the understanding
of the central molecule of our life: the deoxyribonucleic acid, commonly known as
DNA. In particular, this thesis focuses on the relationship between DNA, light and
DNA binders. First of all, light is used to activate a family of organic molecules,
called spiropyran, to bind the macromolecule. Once the binding is established,
the e�ect of light on the complex formed by the DNA and the ligand is investi-
gated. Finally, the direct photo-induced damage is studied with a combination
of computational methods and photoelectrons spectroscopy experiments. In its
totality, this thesis tries to investigate light-controlled DNA binding and damage
with di�erent computational strategies and to give an overview on how to sim-
ulate di�erent possible current problem in DNA-light interaction. This work is
part of an European Training Network named LightDyNAmics, funded from the
European Union’s Horizon 2020 Research and Innovation Programme under a
Marie Sklodowska-Curie grant agreement. The goal of that project is connecting
thirteen experimental and theoretical research groups and ten external partners in
eight di�erent European countries, to study and understand unsolved problems
in the interaction between light and DNA. This thesis is structured as follows:
�rst the research topic is introduced, then the theories and methods used in the
simulation are reviewed, �nally the results obtained are reported.

1.1 DNA: The Molecule of Life

In May 1952 Raymond Gosling and Rosalind Franklin obtained a X-ray di�raction
pattern, called "Photo 51"1,2, which represents the �rst image and experimental
proof of the DNA structure. This image was part of a series of experiments
that showed several conformational and structural parameters3,4 of the DNA and
opened the door to the great current knowledge of DNA, revolutionising modern
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science. Nowadays, scienti�c knowledge about DNA is well advanced, but its
implication for medicine and biology or the possible applications for biomedical5

or optoelectronic6 purposes are only some of the reason why DNA remains a hot
�eld of research. Indeed, DNA is one of the systems scientists of di�erent �elds are
most interested in, because it is the storage of the genetic code, the information
it contains are at the base of life of any organism, and because its particular
complex structure and its properties can be exploited in multiple applications7. This
intriguing structure and its properties come from how DNA is formed, a sequence
of building blocks, called nucleotides (Figure 1.1). Nucleotides are composed of

Fig. 1.1: Cartoon representation of double strand DNA. Zoom on one of the four nucleotides
forming DNA, a deoxyadenosine monophosphate, represented in its 3D structure and
2D were the base (adenine), the sugare (2-deoxyribose) and the phosphate group are
highlighted

a nucleobase, a 2’-deoxyribose sugar and a phosphate group that each base to
another one (Figure 1.1). Four possible nucleobases are found in DNA, two purine
bases, adenine (A) and guanine (G), and two pyrimidine, thymine (T), and cytosine
(C), ones. These bases alternate forming strands, whose sequences represents
the primary structure of DNA. Every single strand terminates in one side with a
5’-end, a nucleotide bearing a phosphate group attached to the carbon 5’ of the
sugar, and with a 3’-end on the other termination, where the chain ends with a
hydroxyl group at the third carbon of the sugar. Nucleobases of di�erent strands
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interact selectively with each via hydrogen-bonding. In particular, in a canonical
DNA structure, an A can pair a T and a G can pair a C (Figure 1.2.a), but other
possible bases paring are possible. As example, Gs can interact with each other
with a so-called Hoogsteen base pairing (Figure 1.2.b). Once the nucleobases of

Fig. 1.2: Nucleobase pairing. Colour code: carbon atoms gray, nitrogens blue, oxygens red, H-bond
dashed black lines. a) canonical Adenine (A) - Thymine (T) and Guanine (G) - Cytosine
(C) pairing ; b) Hoogsteen pairing among four G interacting each others

two strands interact with each other, one of the possible DNA secondary structures
is formed. The most common is the well-known double helix B-DNA. The main
characteristic of these structures are i) the complementary of the two strands, given
by the selective A-T and G-C base pairings; ii) the stacking of the nucleobases of the
same strand, due to the interactions of their π electrons clouds, iii) the antiparallel
directionality of the two strands with the 3’-end and a 5’-end alternated in the two
strands and iv) the formation of two grooves, called major and minor one according
to their relative size. Other helix structures can be formed, like the Z-DNA and
A-DNA. In G-rich sequences, four Gs can associate in planar tetrads via Hoogsteen-
pairing. In the presence of potassium or sodium cations that coordinate them,
these tetrads can stack to each other, forming a three dimensional structure called
G-quadruplex (G4)8. A huge variety of G4 structures have been characterised,
according to the sequence and the stacking interactions among the tetrads9. These
structures have been found to be present in the human telomeric region10 as well
as in protooncogenes11 and genomes of viruses12. Due to the emerging awareness
of the biological involvement and role of these structures, their scienti�c interest
has lately been growing immensely.
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Fig. 1.3: Cartoon representation of B-DNA and G-quadruplex structures. a) B-DNA and minor
and major groove highlighted; b) two views of c-Myc G4 structure, PDB I.D. 2L7V. Gs are
coloured and other nucleobases are in grey lines; two coordinating K+ ions are shown in
pink spheres

The above-summarised informations are important in the context of the result
of this thesis, but clearly do not represent the full knowledge about DNA. In
the next sections the importance of probing DNA with small organic molecules
and the damage induced by light irradiation on the genetic code will be quickly
introduced.

1.2 DNA Binding

The study of the interaction between an external agent and the DNA represents a
very broad �eld of research. Broad in terms of research �elds and expertises in-
volved in it, and broad related to number of potential implications and applications.
For example, a molecule, with high a�nity that the DNA might be exposed to, can
poisonously interact with the macromolecule inducing a damage in the genetic
code. Despite the bad consequences the interaction with an external molecule
can bring to the DNA, its binding can be exploited in a favourable way for im-
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portant applications13. Binder-DNA interactions can be of di�erent nature. The
poly-anionic nature of the DNA backbone o�ers potential electrostatic interactions
with cationic binders as well as the electron-rich π system of the nucleobases can
interact with aromatic moieties of external molecules. The double helix structure
o�ers di�erent sites for interaction. The two grooves can be both be attacked by
a molecule, but the two di�erent sizes of the grooves lead to di�erent possible
interactions (Figure 1.3). The wider major groove represents a good target region
for proteins that bind the DNA14, but it cannot o�er strong enough interaction
with small molecules. On the opposite, several small drugs have been proposed
and applied binding the DNA in the minor groove15. Another site for interaction
between small molecules with the double helix is the space between two base pairs.
Indeed, planar aromatic molecule/moieties can approach the DNA from either
the major or minor groove, create room between two pairs and stack with the
four surrounding nucleobases via π -π stacking interactions. The energy required
to stretch the double strand structure is well rewarded by a combination of van
der Waals, electrostatic and hydrophobic interactions that make intercalation of
molecules into the DNA one of the most stable and exploited binding mode16.
Example of DNA intercalators used for therapeutical application are danuomycin17

or doxorubicin18 or several intercalators based on transition metal complexes19

Indeed, as a source of lesion, DNA can be targeted for pharmaceutical applica-
tions with small molecules: whether an external agent or the inner damaged cells’
growth are causing a disease, intervening by inhibiting and stopping the repro-
duction of damaged DNA by ligand interaction has been shown to be an e�cient
therapeutical action20. Clearly, from synthesising and proposing a potential DNA
binder until the clinical applications, many research and testing steps are needed
as well as di�erent expertises. Computational chemistry is de�nitely one of these,
since computer simulations can o�er atomistic models of DNA-ligand complexes,
can estimate the energies of interactions with several possible molecules faster
and cheaper than experimentally, and can look in detail at speci�c physical and
chemical interactions that may or may not be favourable for the binding. Besides
pharmaceutical applications, DNA binding can be used for other applications. A
big scienti�c debate evolves around the electrochemical de�nition of DNA. Ac-
cording to condition, structure etc., DNA can behave as an insulator as well as
a superconductor21. Without entering in the details of this controversial topic,
several works focused on studying electronic properties of the macromolecule
using intercalators, which can be both electron donor and acceptor. For example,
oxidative damage of the genetic code was observed after a long-distance charge
migration induced by an oxidant intercalated into the double helix22. DNA-ligand
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binding can also be a powerful recognition tool. A ligand can be only selective for
a certain DNA primary, due to higher a�nity to one pair of nucleobases over the
other23, or secondary structure, due to speci�c interactions with di�erently folded
strands24. These speci�c interactions are highly used for diagnostic applications,
were the successful binding of a speci�c ligand indicate the presence of a certain
structure. These are only some examples of the importance of developing and opti-
mising DNA binders and motivate the main part of this work, focused on studying
DNA-ligand interaction and on the characterisation of DNA-ligand complexes.

1.3 Photoinduced DNA Damage

DNA components, the nucleobases can absorb UV light via their π systems. As our
bodies are highly exposed to UV radiation coming from the Sun, one of the reason
behind the mystery of the natural choice of those four nucleobases, among possible
others, to compose our genetic code might be the high e�ciency with which the
absorbed radiation does not produce any negative e�ect in the DNA25. Indeed, after
absorption of UV light, the nucleobases have e�cient deactivation mechanisms
that prevent detrimental photoreactions26,27. Nonetheless, stable products of pho-
tochemical reactions can happen with very small quantum yields (< 1%), but still
inducing lesions in the genetic code and leading to mutations and/or carcinomas28.
Examples of lesions are the formation of radical after guanine oxidation29 of the
formation of cyclobutane pyrimidine dimers30. The seriousness of the UV-induced
damage to the DNA strongly necessitates an in depth knowledge of the optical
properties of the macromolecule and its components. The photochemistry of
such a complex multi chromophoric system as DNA is highly complicated and
changes if a single base, a single strand, a double strand or a non-canonical sec-
ondary structure is considered. Gas phase studies, as reported in this work as
well, are fundamental to understand the basic of the mechanism of damaging of
DNA components31. Additionally, it is important to focus on the e�ect of the base
pairing and/or the hydrogen bonding to the photophysics of DNA32. In particular,
once the nucleobases stacked to each others and their electronic systems interact,
the electronic nature of the excited states changes drastically. In a stranded DNA
in addition to local excitation involving only one chromophore, it is possible to
�nd collective excitations involving more that one nucleobases (Figure 1.4). When
more bases absorb light in a concerted way, the resultant excitation can be seen as
a combination of local excitations as well as highly delocalised excitation, and due
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to their electronic nature and features, in analogy with solid-state physics33, are
called exciton state (Figure 1.4.b). Another possible scenario after light irradiation
is the inter-base charge separation. In particular, an electron hole can be formed
on one nucleobases while an excited electron can be promoted on a di�erent
one. These states are called charge transfer states (CT, Figure 1.4.c). CT states
are usually dark, i.e. they cannot be populated directly by light irradiation due
to the vanishing transition dipole moment, but they have been shown to play a
crucial role in the excited state decays of multimeric DNA and their population
represents a key step to understand the photochemistry of DNA structures34. In

Fig. 1.4: Possible electronic excitations induced by UV light in stranded DNA. a) local excitation
where both the electron hole (white circle) and the excited electron are localised on the
same nucleobases; b) exciton state, linear combination of local excitations; c) charge
transfer state, where the electron hole is formed on one nucleobases but the excited
electron is promoted on a di�erent one; d) mixed state, combination of excitonic and
charge transfer states

addition to the above described states, it needs to be mentioned that combination
of excitonic and charge transfer states have been proposed35(Figure 1.4.d), fur-
ther complicating the characterisation and identi�cation of the di�erent states
formed in DNA structures following UV irradiation. Both exciton and CT states
have been hypothesised and seen experimentally to be involved in the excited
state decays26 and possibly responsible in detrimental photochemical pathways28.
The complicated nature of the electronic excitations, the large number of chro-
mophores involved, the high conformational �exibility of the DNA structure36

and the e�ect of the environment37 represent, both if considered individually and,
even more, altogether, current challenges in the computational description of the
electronically excited states of a full DNA model. First approaches, applied to a
adenine-rich single strand, have been successfully employed to look in detail to
the nature of electronic excitations after absorption of UV light38 and to unveil the
�rst steps of the excited states relaxation39. In this thesis, an ad-hoc computational
strategy (section 2.7) is applied to the study of DNA in the presence of a ligand.
This is of particular importance if the ligand is an oxidative chromophore and can
absorb light and induce charge separation and migration into the DNA strand.
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These interaction can be very useful for electrochemical studies, to measure the
electron/hole migration along the DNA or to study the mechanism of induced
electron/hole charge separation40. Generally, as the ligand-DNA interaction alters
physical and chemical properties of the molecule, this can be extended to optical
properties that can be better understood by studying the photochemical properties
of DNA interaction with chromophores. For all these reasons, in this thesis great
attention will be given to the photophysics of DNA-ligand complexes.

1.4 Spiropyran Derivatives as DNA Binders

Spiropyran (SP) is a chemical compound composed by an indoline and and chromene
moiety bound together by a spiro carbon (Figure 1.5)41. It is widely used in chem-
istry, material science and technology due to its versatility and its chemical and
physical properties, being part of the family of molecular switches42. Molecular
switches are molecules that can be easily interconverted reversibly between two
forms that show drastically di�erent properties to be used in chemical contexts43.
SP can be converted in its isomeric ring-opened form, merocyanine (MC, Figure
1.5). The equilibrium can be both regulated thermally and controlled by light.
Indeed, UV light absorption induces the ring opening, which can be reversibly
closed with visible light. Additionally pH, solvent and temperature can induce

Fig. 1.5: Spiropyran (SP) isomerisation to merocyanine (MC) form and consequential protonation
(MCH)

the isomerisation from SP to MC, which is accompanied by colouration44. In-
deed, SP shows absorption in the UV range and it is consequently colourless,
while MC absorbs in the visible showing high colouration. This colour change is
the most exploited property of SP, but other important properties are redox be-
haviour and �uorescence properties42, with well separated wavelength of emission
that make the two compound easily distinguishable in, for example, biological
contexts45. All these properties can be enhanced and modulated by interchanging
functional groups of the indoline and the especially the chromene moieties are
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substituted with42. In 2008, Andersson et al. showed DNA-binding properties of
a nitro-substituted spiropyran46. Interestingly, only the open MC form showed
DNA a�nity and an intercalative binding mode was proposed according to linear
dichroism experiments. That opened the door to more studies about the possibility
of binding the DNA with spiropyran derivatives, in a binding interaction that
might be controlled externally by light. More than one problem arose from the
usage of nitro-substituted spiropyran. First of all, the intersystem crossing, which
leads to the population of SP triplet excited state and consequently to the C-O bond
breaking47, is quenched by the presence of DNA48, reducing the isomerisation
yields. Additionally, MC undergoes hydrolysis and its degradation decreases the
e�ciency as DNA binder48. Consequently, other derivatives have been proposed,
with an amidinium-substituted SP that show stronger resistance to hydrolysis and
stronger binding with DNA as well49. In particular, it was shown that once the MC
is protonated at the phenolic oxygen (MCH form, Figure 1.5) the binding to the
macromolecule is enhanced. Additionally, a quinolizidine-substituted spiropyran
was synthesised to selectively bind and recognize G4 in vivo after thermal isomeri-
sation in the cell50. Despite the promising application, the DNA-MCH complexes
were never crystallised. Furthermore, computational studies were never adopted
to give structural insights on the binding mode, or on the mechanism of action, or
the characterisation of the main interactions between the macromolecule and the
ligand. In this thesis, the DNA binding properties of several SP derivatives were
investigated computationally. The mechanism of action was studied as well as the
most favourable binding modes characterised. Additionally, the photochemistry
of DNA:MCH complexes was studied in order to understand the implication on
the optical properties of the DNA due to the interaction with the ligand.
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Theory and Methods 2
In this chapter, the theory and methodologies used in this thesis are reported.
Obviously, the proper understanding of the basic and advanced principles of quan-
tum mechanics requires mathematical concepts that for synthetic reasons cannot
be reviewed in this single work. An exhaustive description of the needed linear
algebra can be found elsewhere51. A recommended read about required mathemat-
ical concepts applied to quantum chemistry, is the textbook "Modern Quantum
Chemistry"52. This chapter is structured as the follows: First of all, basic concepts
of quantum mechanics will be reviewed; successively, the approximations behind
the methods to calculate electronic energies will be introduced, with particular
attention to methodologies able to calculate energies and properties of electroni-
cally excited state. Furthermore, the force �eld approach and quantum-classical
hybrid methodology to calculate electronic energies in dynamics simulations will
be introduced. Finally, di�erent molecular dynamics methods employed in this
work will be presented. Hoping that this chapter will give a full overview to
understand strengths and limitations of the methods used in this thesis, for a full
treatment of the topic are however recommended as additional reading52–54.

2.1 Basic Concepts

2.1.1 The Schrödinger Equation and the Wavefunction

Whether a single hydrogen atom or a multimeric DNA double strand is consid-
ered, a quantum system under the action of a potential is described by the same
fundamental equation, the time dependent Schrödinger equation (TDSE)55:

i~
∂Ψ( ®R, ®r , t)

∂t
= Ĥ(®R, ®r , t)Ψ( ®R, ®r , t) (2.1)

This equation introduces another fundamental concept, the position-space wave-
function Ψ( ®R, ®r , t), which represents the quantum physical state of a system, pro-
jected in the nuclear ( ®R) and electronic (®r ) coordinate space. Ψ( ®R, ®r , t) is a complex

13



function and thus only its squared modulus |Ψ( ®R, ®r , t)|2 is a real number that rep-
resents the probability to �nd the system in a speci�c state. Wavefunctions are
de�ned in a speci�c Hilbert space, where the vectors spanning the space each
represent a pure state of the system. Applying the Hamilton operator Ĥ(®R, ®r , t) to
Ψ( ®R, ®r , t) gives a set of eigenstates of the system and the correspondent spectrum
of eigenvalues, which describe the energy of the system in the given state. The
spatial and the temporal contributions of the TDSE can be split if a not explic-
itly time-dependent potential is considered a�ecting the system. The spatial part
corresponds to the time-independent Schrödinger equation (TISE)

Ĥ(®R, ®r ) |Ψ( ®R, ®r )〉 = Etot |Ψ( ®R, ®r )〉 (2.2)

whose solutions are called stationary states, eigenstates of Ĥ(®R, ®r ). Solutions
of the TISE are eigenvectors of Ψ( ®R, ®r ) and the energies, as well as all the other
properties, are independent of time. The energy is then given by the eigenvalue of
the time-independent Hamiltonian Ĥ(®R, ®r ). In a molecular system, formed by N
nuclei and n electrons, Ĥ(®R, ®r ) contains two kinetic energy terms, the contribution
of the nuclei

T̂nucl ( ®R) = −
N∑
α=1

∇2
α

2Mα
(2.3)

and of the electrons

T̂el (®r ) = −
n∑
i=1

∇2
i

2 (2.4)

and three potential energy terms, the nuclear repulsion

V̂nucl,nucl ( ®R) =
N∑
α=1

N∑
β>α

MαMβ

|Rα − Rβ |
(2.5)

the electronic repulsion

V̂el,el (®r ) =
n∑
i=1

n∑
j>i

1
|ri − rj |

(2.6)
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and the interaction given by the nuclei-electrons attraction:

V̂nucl,el ( ®R, ®r ) = −
N∑
α=1

n∑
i>1

Mα

|Rα − ri |
(2.7)

which summed up give the de�nition of Ĥ :

Ĥ(®R, ®r ) = T̂nucl ( ®R) + T̂el (®r ) + V̂nucl,nucl ( ®R) + V̂el,el (®r ) + V̂nucl,el ( ®R, ®r ) (2.8)

In the equations listed before, atomic units are used, α and β are indices for nuclei,
i and j for electrons, M is the nuclear mass. Nonetheless, analytical solutions of
TISE cannot be given for multi-electronic systems neither can an exact numerical
solution be found. The work of a theoretical and computational chemist is then
focused on �nding appropriate and meaningful approximation to solve the TISE
for the chemical system of interest.

2.1.2 The Born-Oppenheimer Approximation

Describing the motion of coupled N nuclei and n electron is a highly complex
problem from both a mathematical and numerical point of view. However, since
the mass of the electron is substantially smaller than the nuclei one (more than
three orders of magnitude), but the forces acting on them are comparable, it is
reasonable to approximate the nuclei as �xed objects with respect to the electrons.
That means the electrons can be considered moving in the �eld of �xed nuclei,
while the nuclei move independently on the potential energy surfaces expressed by
the electron energy for a certain nuclear position. This is called Born-Oppenheimer
approximation56. The uncoupling of the motions allows to split the Ψ( ®R, ®r ) in two
terms:

|Ψ( ®R, ®r )〉 = |Ψel (®r ;R)〉 |χnucl ( ®R)〉 (2.9)

and to �nd the solution for the electronic Schrödinger equation:

Ĥel (®r ;R) |Ψel (®r ;R)〉 = Eel (R) |Ψ
el (®r ;R)〉 (2.10)

and for the nuclear equation:

(Tα + Eel ( ®R)) |χ
nucl ( ®R)〉 = Etot |χ

nucl ( ®R)〉 (2.11)
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2.2 Ab initio Electronic Structure Methods

In this section the basics behind the most common methods for the resolution of
the electronic TISE are introduced.

2.2.1 Hartree-Fock Theory and the Correlation Problem

The Hartree Fock (HF) method is central in theoretical chemistry, because it
represents the basics of more modern methods. Its cornerstones are52:

• The variational principle is used to �nd an approximate solution for the TISE.
According to the variational principle, a given |Ψ0〉 is used to approximate
the ground state of a molecule. The expectation value 〈Ψ0 |H |Ψ0〉 will be
always higher in energy than the real ground state energy. Based on this
principle in HF the calculator will try to minimize the energy of the given
approximate function in order to get as close as possible to the real energy.

• The trial |Ψ0〉 is described by a Slater determinant57, whose elements are
represented by molecular spin-orbitals. HF is based on �nding the best set
of spin-orbitals, according to the variational principle. spin-orbitals are the
product of a spatial orbital and a spin function. They are built as a linear com-
bination of monoelectronic functions. The collection of these basis functions
is called basis set. A basis set can be composed by, for example, Slater-type
orbitals or more common, due to their easy computational applicability, by
Gaussian-type orbitals. Di�erent families of basis sets have been developed,
but all the basis sets are formed by a series of functions to describe core elec-
trons and one of more series of functions to describe valence electrons. The
higher the number of valence functions, the closer the energy will be with
respect of the real one of the ground state. Polarised and di�use functions
further increase the quality of the basis set. A minimum of a double shell
of valence basis and a set of polarised function is needed to obtain reliable
energies in any calculation, but the choice of a proper basis set still represents
one of the most fundamental tasks for any computation chemist.

• HF is a method based on independent particles. The interaction between
one electron and all others is local and it is represented by the instantaneous
interaction with the electronic cloud formed by the other electrons. The
energy variation in the HF procedure is associated with a monoelectronic
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Hamiltonian called Fock operator. It is composed of a sum of monoelectronic
and bielectronic operators. The bieletronic operators are the Coulomb Ĵ and
exchange operator K̂ . Ĵ has a classical interpretation and gives the energy of
the interaction between an electron and the charged electron cloud. K̂ does
not have a classical interpretation, but it represents quantum interactions
between identical particles that can change their symmetry upon interaction.

• Practically, the energy calculation is based on the self-consisted �eld pro-
cedure (SCF). It is an iterative scheme that, starting from an initial guess
minimizes the wavefunctions, calculates the eigenvalues and uses the new
wavefunction to start a new iteration cycle, until the di�erence in energy
between the current and previous step satis�es a convergence criteria.

• In the case of two electrons sharing the same orbital, the same spatial function
can be used to describe both of them. It is possible to describe any electron
with an independent spatial orbital and this leads to the Unrestricted Hartree-
Fock method, which uses analogues equation and SCF procedure for the
calculation of electronic energies. Unrestricted HF is useful to describe semi-
occupied orbitals and open-shell systems.

Being a model based on independent particles, in HF the interaction between
electrons is only included through the e�ect of a �eld given by the electronic
cloud at a certain position. That implies HF intrinsically neglects the energy
contribution given by the e�ective instantaneous interaction between the electrons.
This energetic contribution is called dynamic electronic correlation. Although
it represents in total a minimal part of the electronic energy (ca. 1-5%) , it is a
crucial contribution to obtain realistic energies and to study chemical properties
since is in the order of magnitude of energy at which chemical reactions happen.
Additionally, HF uses a single Slater determinant |Ψ0〉 to describe the electronic
con�guration, restricting each electron to be described by a single spatial orbital
and excluding the role of other possible orbitals occupation. The contribution of
more con�gurations includes the so-called static electronic correlation. This is
crucial to describe processes where more than one possible orbital occupation has
an important weight, such as a bond breaking.
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2.2.2 Recovering Electronic Correlation

Configuration Interaction based methods

Several approaches have been developed to include the e�ect of correlation58. The
conceptually easiest and most e�cient way is to consider |Ψ0〉 as a linear combina-
tion of Slater determinants, each of them representing a possible con�guration.
These determinants are obtained from extensions to the virtual orbitals result of
the HF calculation on a reference determinant. Those are called con�gurations
state functions (CSF) and can represent single, double, triple etc. excited con�gu-
rations, according to the degree of occupation of virtual orbitals. This method is
called Con�guration Interaction59. The inclusion of several determinants allows
to describe any electronic con�guration and, in the limit of using an in�nite ba-
sis set, the energy calculated is exact. Unfortunately, the computational cost of
such a procedure makes it unfeasible for most chemical applications. The more
electronic con�gurations, more mobility and more occupation of anti-bonding
orbitals, allow to recovery more of the correlation energy missing in HF, but the
computational cost becomes at the same time higher. To limit the computational
cost, it is possible to only include few selected CSF to |Ψ0〉 and simultaneously
optimize the molecular orbitals included. Commonly used implementations of this
approach are applied to calculate the energy of electronically excited states (section
2.2.3). The inclusion of not a single, but a set of reference Slater determinants to
obtain the CSF, leads to the so-called mult-reference methods60, and increases even
more the quality of the calculation, allowing to fully recover the correlation, but
simultaneously increases the computational cost notably. An important de�ciency
of any multi-con�gurational method based on truncation of the full CI series is
the lack of size-consistency: when two molecular units are at an in�nite distance,
e.g. in case of a dissociation, the energy of the full molecule does not correspond
to the sum of the energies of the two units. Including for example only double
excited determinants for the calculation of the energy of two molecular parts,
would require an inclusion of quadruple excitations in the description of the full
molecule, not considered in a truncation at the second order. Although based
on a truncation of CI, Coupled Cluster method solves the problem of the size
inconsistency61. This method uses an exponential cluster operator, which is the
sum of the operators relative to single, double etc. excitations.
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Perturbation theory based method

Perturbation theory is at the basis of the widely used Møller-Plesset (MPn) methods54,62,
applied in this thesis for the calculation of merocyanine isomers energies (section
3.2) and for the study of photo-oxidation of adenosine derivatives (section 4.1). To
�nd a solution of the TISE the Hamiltonian is split in an unperturbed term Ĥel

0

and a small perturbation P̂

P̂ =
∑
i<j

r−1
ij −

∑
i

∑
j

Ĵj(i) − K̂j(i) (2.12)

which gives the correlation energy correction. The Hamiltonian is then given by
the sum of the two operators

Ĥ0 − Ĥel = λP̂ (2.13)

where the parameter λmeasures the intensity of the perturbation. The Hamiltonian,
the wavefunction and the energies can be expanded in the power series of λ. The
truncation at the second order gives for example the MP2 method, which is often
enough to recover the dynamic correlation. The TISE for a truncation at the second
order is given by

(Ĥ0 + λP̂)(Φ
0 + λΦ1 + λ2Φ2) = (E0 + λE1 + λ2E2)(Φ0 + λΦ1 + λ2Φ2) (2.14)

since λ must be the same, for the same power, the correction on the �rst order to
the energy is

E1 = 〈Φ0 |P̂ |Φ0〉 (2.15)

which does not apply any correction to the HF energy, and the correction at the
second order is

E2 = 〈Φ0 |P̂ − E1 |Φ1〉 = 〈Φ0 |P̂ − E1 |
∑
i

〈Φ0 |P̂ |Φ0〉

E0 − E0
i

Φ0
i 〉 =

∑
i

| 〈Φ0
i |P̂ |Φ

0〉 |2

E0 − E0
i

(2.16)
and the wave function, written as an expansion of eigenstate ofH becomes

Φ1 =
∑
i,k

〈Φ0 |P̂ |Φ0〉

E0 − E0
i

Φ0
i (2.17)

at the �rst order and so on. For many systems, MP2 represents a very suitable choice
of method to calculate the electronic energy. Indeed, it shows a good compromise
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between accuracy and computational cost. It allows to recover e�ciently a good
portion of the dynamic correlation, but due to the mono-determinant nature of
the method, it is still lacking in the recovering of static correlation. It represents
an excellent choice for geometry optimisation, energy evaluations and calculation
of many other molecular properties as long as the system does not need a multi-
con�gurational description.

2.2.3 Electronic Structure Methods to Calculate Electronically
Excited States

Multi configurational methods

Studying computationally the photochemical and photophysical properties of a
system requires the calculation of electronically excited states. Excited states are
intrinsically represented by multiple electronic con�gurations and, consequen-
tially, the solution of the TISE to reliably describe the excited states requires either
a multi-con�gurational approach or an alternative ad-hoc method. Introduced in
the previous section, multi-con�gurational self-consistent space (MCSCF) methods
are based on the inclusion of more than one electronic con�guration63, where
the mixing coe�cients of these orbitals as well as the orbitals themselves are
optimised in each iteration of the calculation. Due to the absolute computational
unfeasibility of applying this approach to the full system, it is possible to restrict
the procedure to a determined active space, composed by a �x number of selected
electrons and orbitals, and keeping the rest of the molecular orbitals frozen in
their con�guration. Complete Active Space SCF (CASSCF)64 and its Restricted
Active Space extension65approaches are based on this procedure. The excited
state energy can be calculated optimising the orbital for each of the states re-
quired, called state-speci�c approach, or using a single set of orbitals optimised to
minimize the averaged energy of each of the states, the state-average approach.
One big problem of CASSCF is the lack of dynamical correlation. Nonetheless,
CASSCF wavefunctions can be used as a reference for a more accurate method
where the correlation is recovered applying to second order perturbation theory
to the reference (CASPT2)66. Nowadays, CASPT2 represents the gold standard of
accuracy for an excited states calculation, but its cost represents a big limitation to
its application. Generally, the active space size, the number of electron and orbitals
included in the procedure, represents the bottleneck of this family of methods.
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Algebraic Diagrammatic Construction of the Polarization Propagator

An alternative approach to the excited states calculation is represent by studying
the time evolution of a multi electronic system, knowing the ground state electron
density. This time evolution can be represented by the polarization propagator67,
a function that expresses the molecular polarizability over time. In the frame of
the TDSE a one-electron propagator

(
Ĥ − i~

∂Ψ( ®R, ®r , t)

∂t

)
K(x, t ;x′t ′) = i~δ (x − x′)δ (t − t ′) (2.18)

gives the probability of �nding a single electron for a certain time in a speci�c set
of coordinates. In a many-body problem, a two-particle propagator needs to be de-
�ned, which gives the same probability, but for a pair of interacting electrons. The
polarization is given by the reciprocal interaction between the two single-particle
transitions that are described in the two-particle propagator function. Introducing
the creation ĉ+ and annihilation ĉ operators, an intuitive mathematical represen-
tation of the polarization propagator is given by the Lehmann representation

Πab,st (ϵ) =
∑
n,0

〈ψ0 |ĉ
+ + ĉa |ψn〉 〈ψn |ĉ

+
s + ĉt |ψ0〉

ϵ + E0 − En
+
∑
n,0

〈ψ0 |ĉ
+
s + ĉt |ψn〉 〈ψn |ĉ

+ + ĉa |ψ0〉

−ϵ + E0 − En
(2.19)

whereψ are the wavefunctions and E the energies of the ground state 0 and excited
states n, and the excitation energies ϵ are given by the poles of the �rst sum (Π+(ϵ)).
The second sum has poles at the deexcitations energies and it is neglected in the
practical algorithms implemented. The Algebraic Diagrammatic Construction
(ADC) scheme calculates the vertical excitation using the non-diagonal form of
the PP that contains a matrix corresponding to Ĥ and one transition moment
matrix68,69. Those matrices can be expanded with diagrammatic perturbation
theory, which is based on the Feynman’s diagrams used to describe many-body
systems. The derivation of the theory can be found in70. The application of the
diagrammatic perturbation theory allows the construction of algebraic expres-
sion for the two matrices and reduces �nding the vertical excitations to a linear
eigenvalue problem. The expansion can be truncated at the second order (ADC2)
or, less common, at the third (ADC3)71. For the goal of this work, it is important
to underline some practical aspect of the ADC procedure. The method requires
the knowledge of an initial excited states wavefunction, which can be built as a
linear combination of excited states bases. Those are calculated starting from a
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ground state wavefunction, usually a MP2 wavefunction. Knowing the ground
state wavefunction, an operator containing the n-ple excitation is de�ned, which
acts on the ground state wavefunction and generates the excited states basis.
In conclusion is important to underline the strengths and limitations of the method.
The method allows the calculation of excited states energies and properties for
medium-size systems with a moderate computational cost. The single con�gura-
tional nature of the methods is also its main de�ciency, not being able to recover
static correlation. Nonetheless ADC(2) represents a good method to benchmark
cheaper approaches72,73 and in general to obtain reliable energies, if a�ordable.

2.3 Density Functional Theory

An alternative approach to calculate electronic energies and molecular properties
is based on a very simple concept: the energy of a system, as well as all the other
quantities related to it, are functionals of the electron density of the system. This is
called Density Functional Theory (DFT)54,74–76. Despite the apparent simpli�cation
of abandoning the concept of a wavefunction to rely on an experimental observable,
the DFT based methods carry unavoidable limitations which are important to
always be considered. Nonetheless, DFT allows the calculation of medium to big
size system, in the ground and excited states, and even o�ers the possibility of
calculating hundreds atoms systems with more drastic approximations.

2.3.1 Density Functional Theory for Ground State Calculation

Basics

For a system of n electrons, the probability of �nding any of those, with arbitrary
spin, in a region of space is given by

ρ(®r ) = n

∫
d®r1...d®rn |Ψ(®r1...®rn)|

2 (2.20)

which is called electron density. In order to take into account the interaction of
quantum electron, the pair density is de�ned as

ρ2( ®r1, ®r2) = n(n − 1)
∫

d®r3...d®rn |Ψ(®r1...®rn)|
2 (2.21)
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and takes into account the probability of �nding two electrons with di�erent spin
at the same time in a certain region of space. All the e�ects resulting from the
electronic correlation are included in ρ2( ®r1, ®r2). Indeed, the Coulombic repulsion
a�ects the motion of the pairs of electrons. This correlation e�ect is missing
in both HF and DFT theories. Additionally, ρ2( ®r1, ®r2) includes another type of
correlation, called exchange correlation, which is given by the antisymmetric
nature of the wavefunction and the Pauli exclusion principle. This correlation
is included in HF due to the antisymmetric nature of Slater determinants, but
missing in DFT. The exchange correlation consists in the null probability of �nd
two indistinguishable particle, two electrons with the same spin, at the same point
in space. The conditional probability

Ω( ®r2; ®r1) =
ρ2( ®r2, ®r1)

ρ( ®r1)
(2.22)

returns the probability of �nd an electron in a point of the space if another electron
is in a second point. This can be summed up to the self interaction, to the exchange
and the Coulomb correlation, giving a function

hxc( ®r2; ®r1) =
ρ2( ®r2, ®r1)

ρ( ®r1)
− ρ( ®r2) (2.23)

called exchange-correlation hole. This can be seen as a region of space around an
electron where the probability of �nding another electron is minimised and it will
be a central concept in the following derivation of DFT. Indeed, hxc appears in the
electronic repulsion term in Ĥ as

Velel (®r ) =
1
2

∫ ∫
ρ( ®r1)ρ( ®r2)

ρ12
d ®r1 ®r2 +

1
2

∫ ∫
ρ( ®r1)hxc( ®r1; ®r2)

ρ12
d ®r1 ®r2 (2.24)

hxc can be split in its two exchange and Coulombic components,and represents the
bottleneck of the whole method, as it does not allow to obtain an exact solution
for the electronic energies within the DFT formalism.

The Hohenberg-Kohn theorems

DFT is based on two basic theorems, the Hohenberg-Kohn theorems. The �rst
theorem says that the total energy of the system is functional of the density and that
the knowledge of the ground state density is su�cient to know all the properties
of the system77. The second theorem is equivalent to the variational principle and
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states that the lowest energy of the system is given by the functional of the real
ground state density. The minimum in energy of the system is then reached when
the density is the correct ground state one. The full demonstration of the theorem
can be found in the original paper77.

The Kohn-Sham approach

Practically, the energy of the system is composed by a kinetic energy, a Coulombic
and a correlation term. Out of these terms, only the electrostatic energy can be
evaluated directly classically, while the kinetic energy can be estimated, wrongly,
with analytical functions like in the Thomas-Fermi method78. Kohn and Sham
proposed a practical approach to calculate the kinetic energy as a functional of
density and in general to calculate the electronic energy of the ground state79.
The method consists in de�ning a non-interacting system, formed by independent
electrons, where all the interactions among electrons are neglected. The density
of this system is set equal to the density of the real system. Setting an equation
equivalent to TISE, the Hamiltonian ˆHnon of the non-interacting system contains
a local potential and a kinetic energy term Tnon[ρ(®r )], which obviously excluded
part of the energy due to the missing inter-particle interaction. Similarly to HF,
the wavefunction is expressed as a Slater determinant, whose elements are called
Kohn-Sham orbitals and represent the orbital for the non-interacting system. The
energy functional becomes

E[ρ(®r )] = Tnon[ρ(®r )] + Enucl,el [ρ(®r )] + J [ρ(®r )] + Exc[ρ(®r )] (2.25)

with

Enucl,el [ρ(®r )] = −
N∑
α

∫
Mα ( ®R)ρ®r

| ®Rα − ®r |
d®r (2.26)

and
J [ρ(®r )] =

1
2 =

∫ ∫
ρ( ®r1)ρ( ®r2)

®r1 − ®r2
d ®r1d ®r2 (2.27)

where the leftover of the kinetic energy not considered inTnon[ρ(®r )] is simply added
to the already unknown term Exc[ρ(®r )]. This term is called exchange-correlation
functional and contains all the non-classical interactions that makes its form
inaccessible and its exact evaluation impossible. In a procedure analogue to the
HF method, an iterative scheme based on variational principle is used. Key step
is the de�nition of the local potential Vnon that should be generated in order to
equal the density of the reference system with the true one. Vnon corresponds to
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the potential given by the nuclei interaction, the Coulombic potential and the
unknown exchange-correlation potential generated by Exc[ρ(®r )]

Vnon =

∫
ρ( ®r2)

r12
d ®r2 −

N∑
α

Mα

r1α
(2.28)

The Kohn-Sham approach is in principle exact, knowing the exact form of Exc[ρ(®r )].
The impossibility of solving this problem and the need of �nding an approximate
analytical solution for it, represent the main drawbacks of the full DFT. Several
solutions have been proposed and di�erent families of functionals have been
developed. The total dependency of the results from the nature of the functional,
the ability of some functional to recover some properties excellently, but failing
miserably in the description of others, makes it absolutely crucial to know the
features of each functional (or better family of functionals) and make a conscious
choice of the functional to be used.

Choosing the right functional

Exc[ρ(®r )] and the exchange-correlation hole function are obviously connected.
Although Exc[ρ(®r )] contains the correction for the kinetic energy, knowing hxc
would mean giving a correct form to Exc[ρ(®r )], since can be demonstrated that

Exc[ρ(®r )] =
1
2

∫ ∫
ρ( ®r1)h̄xc( ®r1; ®r2)

r12
(2.29)

with
h̄xc( ®r1; ®r2) ≡

∫ 1

0
hkxc( ®r1; ®r2)dk (2.30)

with k that indicates the coupling strength between two electrons. Modelling a
functional for DFT calculation means modelling h̄xc( ®r1; ®r2). The easiest way to
describe Exc is to consider the density as an uniform electron gas, as done in the
local density approximation (LDA). The exchange and correlation energies depend,
in this approximation, only on the density. Even in its most accurate derivation,
this leads to poor energies, directly comparable with HF ones. Including the
dependency on the derivatives of the density improves remarkably the perfor-
mance of a functional, as done in the Generalised Gradient Approximation (GGA)
functionals. These functionals are generally composed by a formulation of the
exchange part and one for the correlation one, and they can contain parametrised
functions on semi-empirical values or empirical parameters. Additionally, adding a
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Laplacian of the density or the orbital kinetic energy term, leads to the meta-GGA
functionals. A very popular family of functionals is represented by the hybrid
functionals, which add HF exchange to the series of parameters of exchange and
correlation parts of already existing functionals. That improves the performance
for many applications, but also increases the computational cost. HF is in theory
able to calculate the exchange energy, which represents the main component of
the exchange-correlation energy, but it is important to remember that Kohn-Sham
orbitals are used and that exchange and correlation holes are not fully independent.
For this reason HF exchange can be either included fully or only a fraction of it can
be used, like in the range-separated hybrid functionals. In these functionals, the
HF exchange is weighted di�erently according to the distance of the interaction.
Once DFT is chosen to solve a chemical problem a few consideration about the
functionals need to assessed: i) the functional should have been developed, or
showed reliable results, for the system and the properties of interest; ii) a proper
benchmark of possible functionals is needed, or need to be present in literature; iii)
chemical and physical conclusion should never be drawn by the simple numerical
comparison of results obtained with di�erent functionals, since di�erent families
of functionals can perform drastically di�erently on similar systems.

Main strengths and limitations of the method

The mono-determinant nature of the Kohn-Sham procedure implies all the limi-
tations already listed for other single-references method. The lack of the direct
interaction between electrons leads to a wrong estimation of non-covalent interac-
tions, but with the usage of dispersion corrections scheme this issue is recovered.
The major drawback is de�nitely the impossibility of �nding an exact functional,
which leads to the development and application of multiple analytical expressions
to choose from. Indeed, while for pure ab initio methods, within the limit of the
basis set, the error is systematic and coherent for any system, more attention needs
to be given to the choice of the functional and interpretation of the results80. DFT
is widely used and represents often the �rst, or the only, choice to solve computa-
tionally chemical problems for medium-large systems, due to its low cost and thus
its applicability to medium-large system, as can be seen in the large number of
studies, benchmarking and applications that are possible to �nd in literature.
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2.3.2 Time-Dependent DFT for the calculation of excited states

The original DFT formalism can be applied only to obtain the eigenvalue cor-
responding to the ground state density. In order to calculate the excited states
energies and properties, it is possible to consider the time evolution of the ground
state density under the action of an external potential, like an electromagnetic radi-
ation. Indeed, according to the Time-Dependent DFT (TD-DFT) theory81,82, there is
an unique correspondence between a time-dependent (TD) potential where the sys-
tem evolves and the density of this system ρ(®r , t). Accordingly, the wavefunction
depends on the TD density and the initial Ψ0

Ψ(®r , t) = Ψ[ρ(®r , t),Ψ0](t) +w (2.31)

with w an exponential TD phase factor. This is stated and formulated in the �rst
Runge-Gross theorem83, which basically states that the expectation value of any
operator can be evaluated by the TD density

O(t) = 〈Ψ[ρ(®r , t),Ψ0](t)|Ô(t)|Ψ[ρ(®r , t),Ψ0](t)〉 = O[ρ(®r , t),Ψ0](t) (2.32)

including the Hamiltonian and the transition dipole moment (TDM). This is fol-
lowed up by a second theorem that states that the variational principle can be
applied to obtain the exact TD density. Nonetheless, if the potential suddenly
changes at a certain time, this does not e�ect the density at the previous time
along the real-time propagation. This aspect needs to be considered in �nding the
solution with the variational principle. A stable procedure that keeps trace of the
causality between the TD potential and response was proposed by Vignale84. On
the other way around, the density at any time depends on the time evolution of
the density, from the initial state until that moment. This is called memory e�ect85

and it a�ects the form of the TD Exc[ρ(®r , t)] functional, which can be expressed
as the combination of a time-independent functional and the correction due to
the memory e�ect. Neglecting this last term leads to the adiabatic approximation.
Although some TD functionals have been developed85,86, employing the adiabatic
approximation and using a ground state functional in the TD-DFT framwork still
represents the most a�ordable and widely used approach to calculate excitation
energy within TD-DFT theory.
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Kohn-Sham theory for TD-DFT

In analogy to the standard DFT formulation, the TD-DFT equations are solved
using a TD formulation of the Kohn-Sham approach: a non-interacting system is
de�ned that evolves in time as the real system and the perturbation of its density
corresponds to the perturbation of the real density. Analogously to ground state
DFT, an iterative procedure is developed, with the inclusion of the external TD
potential, which leads to the TD Kohn-Sham equations87

i~
∂ϕi(®r , t)

∂t
= ĥKS [ρ](t)ϕi(®r , t) (2.33)

The main di�erence with standard DFT is the TD dependency of the density of
ĥKS

ĥKS (t) = t̂KS + v̂ext (t) + v̂H [ρ](t) + v̂xc[ρ](t) (2.34)

with t̂KS being the non-interacting kinetic energy operator, v̂H [ρ](t) the TD Hartree
potential

v̂H [ρ](t) =

∫
ρ(®r ′, (t))

|®r − ®r ′
| (2.35)

and v̂ext [ρ](t) and v̂xc[ρ](t) the external and exchange-correlation potentials, re-
spectively.

Linear-Response TD-DFT

Two approaches have been proposed to solve the KS equations for TD-DFT. The
�rst one is to integrate the KS equations in the real-time using a time-evolution
operator, called Real-Time TD-DFT88. However, the most common way to solve
the TD Kohn-Sham equations is using linear-response theory89, which says that
when an external perturbation is acting on the system, the poles of the response
occur when in resonance with the eigenvalue of the unperturbed system. That
means that measuring the linear response of the density to an electric �eld will
give the energy of the excited states. This is valid until the perturbation stays weak
and does not destroys the ground state density. The LR of the density is given by

δρ(®r , t) =

∫ t

−∞

∫
σ [ρ0](®r , ®r

′, t − t ′)δVext (®r
′, t ′)d®r ′dt ′ (2.36)
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and applying the Fourier transform to it, the response function σ (t − t ′) becomes
in the frequency (ω) domain

σ̂ (®r , ®r ′,ω) =
∑
n

〈Ψ0 |ρ̂(®r )|Ψn〉 〈Ψn |ρ̂(®r )|Ψ0〉

ω − Ωn + 0+ −
〈Ψ0 |ρ̂(®r )|Ψn〉 〈Ψn |ρ̂(®r )|Ψ0〉

ω + Ωn + 0+ (2.37)

where Ωn corresponds to the excitation energy (En−E0). A response function for the
non-interacting system σ̂KS (ω) can be expressed in the same way in the frequency
domain. According to the KS theory, we can obtain all the information about the
perturbation of the real system based on the perturbation of the non-interacting
system. The central equation of LR-TD-DFT becomes

σ̂ (ω) = σ̂KS (ω) + σ̂KS (ω)? fHxc(ω)? σ̂ (ω) (2.38)

where?denotes a spatial convolution integral and fHxc(ω) is the Hartree-exchange-
correlation kernel, which is given by the sum of

fH (ω) =
∂vH (ω)

∂ρ(ω)
=

1
|®r − ®r ′|

(2.39)

and
fxc(ω) =

∂vxc(ω)

∂ρ(ω)
(2.40)

and it represents a key quantity to obtain exact energies and oscillator strengths.
This is obtained shifting the poles of the non-interacting system response to the
true excitations energy, since this is true only when σ̂KS (ω) ? fHxc(ω) ? σ̂ (ω) is
equal to zero. Di�erent approaches have been proposed to solve equation 2.38, but
the most employed one remains the one proposed by Casida89. This approach is
based on �nding the eigenvalues of the matrix

Mab,cd(ω) = ω
2
abδab, cd + 4√ωabωcd f

ab,cd
Hxc (ω) (2.41)

since the squares of the excitations energy correspond to the eigenvalues of the
matrix, while the oscillator strengths are obtained from the eigenvectors. In
equation 2.41 ab, cd correspond to pairs of occupied and unoccupied orbitals,
respectively, and f ab,cdHxc (ω) is

f ab,cdHxc (ω) =

∫
ϕa(®r )ϕb(®r )fHxc(®r , ®r

′ω)ϕa(®r
′)ϕb(®r

′)d3rd3r ′ (2.42)

that introduces the correlation e�ects to the energy, which would be otherwise
just the di�erence in energy between the occupied and unoccupied orbitals as in
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an independent-particle system. This equation can be solved for both excitation
and de-excitation energies, but since the de-excitation terms are relatively small
compared to the excitations one, the Tamm-Danco� approximation90 neglects
those and the equation is simpli�ed.

Main strengths and limitations

The knowledge of the initial KS density and of the correct v̂xc(ω) would be enough
to determine the excitation energy of single excitations from the �rst-order re-
sponse function of the density. The main limitations of the methods stem from
the adiabatic representation. The most intuitive limitation is the lack of double
or multiple excitation, since a multiple excitation requires multiple photons and
cannot be described by a linear-response function91. In the approximation of
using a time-independent exchange-correlation functional, the problem of missing
multiple excitations does not have a solution. Additionally, LR-TD-DFT encounters
big problems when it needs to calculate charge transfer excitations and Rydberg
states. Charge transfer states are characterised by electronic density localised on
di�erent part of the system, which can be highly distant in space. That implies that
the overlap between the orbitals involved can be very limited and the correction
to the simple orbital energy di�erence, given by equation 2.42 results to be null.
The exact energy of a charge transfer state would tend to the di�erence between
the ionisation potential of the donor unit, the electronic a�nity of the acceptor
and an electrostatic corrective term based on the distance

ECT → IP − EA −
1
R

(2.43)

LDA, GGA and many hybrid functionals lead to an overestimation of ϵCT due to
the wrong description of the 1/R term given by the local or semi-local dependence
on the density92,93. A similar error is found in the description of Rydberg states
because the term 1/R tends to zero at the large distance at which Rydberg orbitals
are usually delocalised94. Both problems �nd a solution in the application of
range-separated hybrid functionals. The Coulombic repulsion is separated in two
components

1
R
=

1 − erf(γr )
r

+
erf(γr )

r
(2.44)

The �rst component represents the short range interaction and is usually treated
with a semi-local functional. The second component represents the long-range
interaction and is usually treated with exact or a fraction of Hartree exchange.
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The parameter γ modulates the two components and can also be the resultant
of a multiple parametrisation, like in the CAM-B3LYP functional95 used in this
work to properly describe charge transfer states, or can be optimally tuned ad hoc
for the system96. Another limitation needs to be considered when nonadiabatic
dynamics is propagated on TD-DFT potentials and consists in the poor description
of near-degeneracy point, conical intersection, between excited states and the
ground state97. Beyond the mono-determinantial nature of the method, the main
limit is given by the null coupling element between the ground and the �rst excited
state, since TD-DFT only calculates excitation energies, summed up to the energy
of the ground state.
It is fundamental to always keep in mind the limitations of the method before
running a TD-DFT calculation. However, TD-DFT represents often the best possi-
bility to describe optical properties of medium-large system, especially to calculate
excitation energies for several conformers, a big number of electronic excitations,
big systems or propagate excited states dynamics for thousands of time steps.
This makes TD-DFT an excellent choice for the description of excited states of
multichromophoric system, as example like in this work, where was employed to
study the absorption spectra of ligand-DNA complexes.

2.3.3 Tight-Binding approximation applied to DFT

Although not as computationally demanding as more accurate ab initio methods,
DFT encounters a limit cost for system composed by tens of atoms, in particular if
it is the chosen method for dynamics simulations where thousands of time steps
need to be calculated. Semiempirical methods speed up the calculations, allowing
the treatment of bigger systems, thanks to meaningful approximations aimed to
give as much as possible accurate energies. A possible way to obtain energies based
on DFT with a substantially lower price is to apply a semiempirical method, called
Tight Binding (TB) within the DFT framework98,99. The TB approximation consists
in expressing the system wavefunction as a linear combination of atomic functions
very delocalised within the con�nes of a minimal set of basis functions. This is
applied only to the valence electrons that are then tightly bound to a frozen core.
The elements of the Hamiltonian matrix are simply approximated and become just
numerical elements, according to the di�erent implementations of the method. In
density functional tight binding approach (DFTB) a reference density ρ0 is built
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based on the superimposition of parametrised atomic densities. The density of the
system is then evaluated as a sum of the reference density and its �uctuations

ρ = ρ0 + ∆ρ (2.45)

where the �uctuations are the deviation of the real density from the reference
density. The DFTB energy is given by three terms

EDFTB = EH
0
+ Erep + ESCC (2.46)

In particular, the �rst term contains the matrix elements of the Hamiltonian
depending on ρ0

EH
0
=

∑
i

〈ψi |Ĥ |ψi〉 =
∑
i

ciµc
i
νH

0
µν (2.47)

where the Hamiltonian matrix elements H 0
µν are equal either to the free atom

energy (for same atomic orbitals ϕµ=ϕν ), or to 〈ϕµ |Ĥ (ρ0
α + ρ

0
β
)|ϕν 〉 (for atomic

orbitals ϕµ and ϕν belonging to di�erent atoms), or are null otherwise. The second
term is called repulsive energy contribution and it represents an approximation
of all the double-body potentials, including the exchange-correlation potential
and functional and it is a priori parametrised using a �tted potential. The �rst
two terms give the standard DFTB energy, while the third one consists in the the
self-consistent charge contribution (SCC), which leads to SCC-DFTB100. This term
allows to improve the energy beyond the description of a sum of atomic densities,
but including the e�ect of Coulombic interaction, fundamental to describe a proper
charge �uctuating system, and including self-interaction as well. This term is
given by

ESCC =
1
2 =

∫ ′ ∫ (
1

|r − r ′|
+
δ 2Exc
δρδρ′

)
∆ρ∆ρ′ =

1
2
∑
ab

∆qa∆qbηab (2.48)

where ∆qa and ∆qb correspond to the net charge and ηab is a function that includes
the electron pairs interaction. This is parametrised �tting between the two extreme
cases of electrons sharing the same site and being at in�nite distance, considering
the product of two normalised spherical atomic densities. The addition of this
term improves the energy calculation, but the exchange-correlation energy and
the SCC energy contribution can be expanded to the third order, leading to the
so-called DFTB3 method101. The inclusion of the third order improves generically
the energy description without loosing in e�ciency and additionally removes
shape restrictions of the atoms based on the reference density, allowing a better
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description of anions. A ηab function is similarly derived and parametrised as for
the second order case. A dispersion correction term is also added to recover the
correct non-covalent interactions. DFTB shows similar strengths and limitations
of DFT, with the additional advantage of being three order of magnitude faster
than standard DFT with a medium-size basis set, due to the complete removal
of integral calculation, but at the cost of poorer energies and geometries, being
based on parametrised densities. As used in this work, this method is still a
good choice for conformational sampling or free energy calculations where long
dynamical simulation are needed with less necessity of highly accurate energies
and geometries.

2.4 Force Field Approach to Describe Potential Energy

Even using drastic approximations, the computation of the electronic energy
with quantum mechanical methods is not feasible for systems with hundreds of
degrees of freedom and a quantum chemical description of macromolecules and/or
environment cannot be obtained. However, potential energies can be approximated
as a sum of analytical functions that describe the di�erent contributions to the
potential energy a speci�c atom is subjected to. The collection of functions that
describe the energy of an atom is called Force Field (FF)102. The extreme speed up
of the calculation using a FF is achieved through the classical approximation of its
terms. Indeed, molecular degrees of freedom like bond stretching and bending are
described using harmonic oscillators. This neglects the possibility of describing
chemical reactions as well as the lack of zero point energy. FF are widely used
in Molecular Mechanics (MM) approaches, where the properties of a complex
systems are investigated using long time scale simulation (section 2.6.1).

General approach

A FF is composed of a selection of terms including the main interaction in a
chemical system. These terms can be collected in two categories. The �rst one
contains the bonding terms, the second one the non-bonding ones. The total
energy is then given by

UTOT = U bondinд +U non−bodinд (2.49)

2.4 Force Field Approach to Describe Potential Energy 33



The bonding term includes bonds stretching, bond angles bending and dihedral
angles rotation

Ustretchinд =
∑
bonds

kb(r − req)
2

Ubendinд =
∑
anдles

kθ (θ − θeq)
2

Udihedrals =
∑

dihedrals

kd
2 [cos(nτ )]

(2.50)

wherekb,θ,d are parametrised constants and req andθeq are parametrised equilibrium
values. All these values can be obtained from empirical data or quantum mechanical
calculations and they are speci�cally obtained for any of the so-called atom type103.
An atom type represents the chemical nature of the single atom, i.e. a sp1, sp2 or
sp3 carbon will each be represented by di�erent atom types. Non-bonding energy
contribution are given by van der Waals (VdW) and electrostatic interactions. The
VdW term is usually described by a Lennard-Jones potential104

ULJ = 4u
[
(
ζ

R1,2
)12 − (

ζ

R1,2
)6
]

(2.51)

where R1,2 is the distance between two atoms, u represents the parametrised
potential well and ζ the distance between the two atoms at which the the potential
is zero. The function contains a repulsive term (term to the power of 6) and an
attractive term (to the power of 12). The electrostatic interactions are described by
a Coulombic term105

Uelectrostatic =
q1q2

4πe0R1R2
(2.52)

with q1 and q2 indicating partial charges of pairs of atoms, R1 and R2 their positions
and e0 the vacuum permittivity. The di�erent level of parametrisation of these
functions and the de�nitions of atom types di�erentiates between FFs106. In the
following, the basic aspects of the family of FF used in this work will be given.

General Amber Force Field

A widely used set of parameters is the so-called General Amber Force Field
(GAFF)107, parametrised by the developing team of AMBER. This FF does not
add any particular potential with respect of the standard de�ned ones, but it con-
tains speci�c parameters for a wide collection of di�erent atom types. Indeed,
almost the full chemical space of common organic molecules is covered and extra
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parametrisation can be easily included by the user. The parameters were obtained
at MP2/MP4 level and the charge distribution evaluated at HF level.

FF for the description of DNA

In order to model biochemical systems like enzymes, RNA and DNA, speci�c FFs
are necessary in order to recover structural, physical and biochemical properties
of the di�erent macromolecules108,109. Developing accurate FF for biomolecules is
a wide research topic due to its fundamental importance. Indeed an apparently
irrelevant inaccuracy in the parametrisation would still lead to convergence of the
simulation, but also to wrong description, di�cult to be noticed. Regarding FF
for nucleic acids and DNA, several speci�c atom types need to be de�ned, since
an heteroatom in the sugar or in the phosphate or in the termination should be
described by a speci�c set of parameters110. At the same time, a correct description
of sugar-backbone torsion111, of backbone conformation and of charge distribution
is required. One of the most used and reliable families of FF for biomolecular
system is the AMBER FF112. In particular, recent modi�cations, based on quantum
mechanical calculations including the e�ect of the solvent with implicit models,
show reliable results and a good reproduction of conformational DNA structures
compared, for example, to NMR data111–114. Additionally, they contain speci�c mod-
i�cation and re-parametrisation to include a proper description of non canonical
secondary structures, e.g. G-quadruplexes113. Based on the AMBER FF is for exam-
ple the FF called ParmBSC1 used in this work115. This FF has been parametrised
on di�erent high level QM calculation, up to coupled cluster method, in both gas
phase and solvated DNA and tested on a hundred of di�erent systems.

FF for the description of water molecules

One of the main advantages of approximating the energy with FF is the possibil-
ity of including environment and solvent e�ects explicitly. Indeed, thousands of
molecules can be used to solvate the system of interest and their e�ect on the
problem evaluated directly. This leads to the need of developing ad hoc FFs for
solvent molecules which are able to capture the main physical and thermodynamic
features of the solvent. In particular, several models to describe water molecules
have been parametrised. One of the simplest but most used one is called Trans-
ferable Intermolecular Potential with 3 Points (TIP3P)116 which is composed by
three sites, corresponding to the three atoms, where a point charge is collocated.
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Stretching and bending terms are included as well as a Lennard-Jones potential
on the oxygen. This simple model results in a poor geometrical description but
high computational performances and it still represents one of the most popular
choices to describe an environment formed by thousands of water molecules. The
model can be improved by adding additional sites on dummy atoms, improving the
description of the electrostatic distribution of H2O117. An additional improvement
is given by polarizable FFs that account for changes in the charge distribution
of the molecule. Their computational cost often poses a limiting factor, but sev-
eral polarizable FF for water molecules have been for example developed, which
improved the description of the solvent e�ects118.

2.5 Hybrid Quantum Mechanics/Molecular Mechanics
approach

While on one side an accurate quantum mechanical (QM) description, which gives
accurate energy calculation, describes bond breaking and forming and can calculate
energy of excited states, is limited to small-medium system with limited number
of degrees of freedom, on the other side FF can give extremely fast evaluation
of large system including environmental e�ects, at the cost of reduced accuracy.
The two advantages of the two methods can be combined and their limitations
overcome thanks to hybrid Quantum Mechanics/Molecular Mechanics (QM/MM)
approaches119–121. In this methodology, a system is partitioned in two regions,
treated at di�erent levels of theory. In particular, the region where a higher ac-
curacy is required, e.g. a chromophore or a dissociating molecule, can be treated
at high level quantum mechanically, while its surrounding, e.g. the solvent or
inactive residues of a molecule, are treated classically with the goal of including
their e�ect on the QM region of interest. The implementation of this methodol-
ogy revolutionised the computational chemistry world, opening the door to, for
example, the study of biochemical systems, restricting the accuracy necessary to
few residues, but without loosing the e�ect of the environment. In this work an
extensive use of this methodology is done in order to include the environment
e�ects on the simulation of DNA binding and photo-induced damage.
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Energy definition

The QM/MM energy can be expressed according to two di�erent schemes. In the
additive scheme the energy

EaddQM/MM = EQM + EMM + EQM−MM (2.53)

is given by the sum of the energy of the QM part (EQM ), the energy of the MM
part (EMM ) and an additional term that includes the coupling between the two
regions (EQM−MM ). In the subtractive scheme �rst the energy of the full system is
calculated at the MM level (EMM(tot)). Then the energy of the QM at the QM level
(EQM ) is added and �nally the energy of the QM part, but now at the MM level is
subtracted (EMM(QM)). The total energy is then given by

EsubQM/MM = EQM + EMM(tot) − EMM(QM) (2.54)

This scheme allows the generalisation to n-possible layers, as implemented in
the Our-N-layerd Inegrated molecular Orbital and Molecular mechanics (ONIOM)
schemes122. The general energy expression in the subtractive scheme does not
explicitly need a term for the coupling between the two region, as it is already
included at the MM level. This usually leads to a poor description of the electrostatic
coupling and an additional calculation of this term can be included following one
of the possible scheme proposed for the electrostatic QM-MM interaction123.

Electrostatic interaction definition

Since the main goal of the whole QM/MM approach is to include the e�ect of the
environment on the QM region, an accurate description of the coupling between
the electron density of the QM part and the electrostatic model used in the MM
calculation is needed. Three main approaches are used to this aim. The most
rudimental approach is to extend the charge model for the MM region also to the
QM part. This is called mechanical embedding and allows a very quick evaluation
of the contribution. This approach is not really used due to its severe limitations.
The QM charge distribution can change very drastically during a simulation, but
the MM model would not account for it, and the density of the QM region remains
stable and is not polarised by the surrounding. This is overcome in the electrostatic
embedding scheme, where the MM point charges are included in the Hamiltonian
of the QM region, whose electron density is explicitly a�ected by the environment
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via a series of one-electron terms. This scheme can be used both in dynamical
simulations as well as in static QM calculations involving only the QM part, where
the explicit inclusion of the environment is still crucial to describe environmental-
dependent properties, like the formation of excitations of di�erent character in
DNA37. The following natural step to improve the description of electrostatic
interaction is to allow the polarizability of the MM charges as well, which is done
using polarizable models124, e.g. polarizable FFs125, for the MM part in the so-called
polarizable embedding schemes.

Boundary region

Treating the boundary region between the QM and the MM regions is a deli-
cate task, since it represents an unphysical situation and any possible arti�cial
e�ect needs to be limited. First of all, the boundary region is susceptible to over-
polarisation problems126, especially when highly polarised and di�use basis sets
are used for the QM calculation. This problem arises due to the close proxim-
ity of MM point charges to the QM region. The addition of local Lennard-Jones
terms, opportunely parametrised to increase the repulsive part, showed to tackle
e�ciently the problem127, as well as the use of screening functions to screen the
electrostatic interaction according to the distance between the point charges and
the QM density128. Another delicate aspect is the system partition. This is rather
straightforward in case of an isolate molecule surrounded by solvent molecules.
This becomes more complicated when the partition involves the breaking of a
covalent bond (QMA-MMB) between a QM atom (QMA) and a MM atom (MMB)129.
A practical example, used in this work for DNA simulations, is the inclusion of
only the nucleobases in the QM region, leaving the sugar and the phosphates in the
MM part. Di�erent schemes have been proposed to deal with this issue, including
placing frozen hybrid orbitals in the QM part or boundary atom schemes that
replace the (MMB) with a new atom present in both the QM and MM region120.
The most common approach remains the introduction of a link-atom130. A link-
atom, usually a H atom, is linked to QMA forming a new covalent bond QMA-H.
Clearly, the simple addition of an extra atom would change physical and chemical
properties of the QM part, adding degrees of freedom and altering the charge
distribution. However the charge can be redistributed on the surrounding atoms to
reproduce the correct original distribution and, in case of dynamical simulations,
the position of H can be restrained and its gradient projected over QMA and MMB .
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The conceptual and practical ease of this approach makes it the most popular one
to treat the cutting of covalent bonds in the partitions.

2.6 Molecular dynamics techniques

Molecular dynamics (MD) is a referred to a series of techniques where a chemical
system is investigated as a function of time. The range of methods and applications
is wide and can range from real time propagation with quantum dynamics tech-
niques to the evaluation of thermodynamic properties on a series of conformers
obtained. In this chapter MD methodologies used in this work will be illustrated,
starting from classical dynamics up to MD in the excited states.

2.6.1 Classical Molecular dynamics

Equation of motion and its integration

The Born-Oppenheimer approximation allows to uncouple the electronic and
nuclear motion and solve the two problems independently. Obviously, the quantum
nature of the nuclei would require a full quantum treatment, which induces a huge
increase of the computational cost and limits full quantum dynamics to systems
with only few degrees of freedom. A wildly used and accepted approximation is to
treat the nuclei classically, propagating them following the classical equation of
motion

®F =
d

dt
(m ®v) (2.55)

This equation can be integrated numerically with di�erent propagation algorithm,
famous are the leapfroag algorithm131 and the velocity-Verlet algorithm132. In both
these integration schemes, velocities and positions are updated independently.
The two algorithms are similar, but the main di�erence is the integration step. In
the leapfrog algorithm, positions are calculated at time t while the velocities at
half step after the considered time step t − 1

2∆t . In the velocity-Verlet algorithm
are both calculated for the time step. The expressions for r and v in the leapfrog
algorithm are

®r (t + ∆t) = ®r (t) + ®v(t +
1
2∆t)∆t (2.56)

®v(t +
1
2∆t) = (t −

1
2∆t) +

∆t

m
®F (t) (2.57)
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while for the velocity-Verlet are

®r (t + ∆t) = ®r (t) + ®v(t)∆t +
∆t2

2m
®F (t) (2.58)

®v(t + ∆t) = ®v(t) +
∆t2

2m [
®F (t) + ®F (t + ∆t)] (2.59)

The force corresponds to the negative of the gradient of the potential energy which
can be calculated at any level of theory. In case a potential is calculated at any
time step with any QM theory, the method is called ab initio MD. In case of fully
classical potential like FF is called Molecular Mechanics (MM).

Molecular Mechanics

Hundreds of millions of time steps can be calculated with MM and the trajectory can
be propagated in the microsecond time scale, according to the size of the system, the
computer codes and resources. However, according to the ergodic hypothesis133,
the time spent by a system in a region of its phase space is proportional to the
volume of the space. In other words, if the system is sampled for a long enough
simulation time (ns, ms..), a good approximation of the full conformational space
is sampled and thermodynamic and physical conclusions can be drawn from its
analysis. Although conceptually very simple, running a classical MD simulation
requires attention to several aspects to obtain meaningful simulations and to limit
the drawbacks of the approximations used. A brief list of the most important ones
is:

• Even if a substantial number of molecules can be included, this number will
always be far from simulating an in�nite-like system. In order to approx-
imate that, the system can be included in a so-called unit cell that can be
replicated in�nite times in order to reproduce an in�nite system. However,
the calculation of the properties and the propagation is done for only the
original system and only re�ected to all the replica of the system, saving
computational time and disk space. This is done by implementing a series of
periodic boundary conditions in the three dimensional space. The practical
implementation consists in storing the position, rotation and translation of
the atoms of the unit cells, applying them to the replica and �nally recon-
structing the unit cell, in case part of the system overcame the borders of the
cell.

40 Chapter 2 Theory and Methods



• In case of periodic boundary conditions the total charge of the system needs
to be zero in order to avoid arti�cial e�ects due to summation of in�nite
charges. If the system is not neutral, it can be neutralised adding counter
ions.

• The electrostatic interaction is the most computational demanding part to
calculate. In case of periodic boundary conditions, with repeating images to
simulate an in�nite system, the number of interactions to evaluate grows
substantially. Nevertheless, the calculation of the electrostatic interactions
can be sped up dividing them in short and long-range interactions, according
to a user-de�ne cut o� value. Only the short-range interactions are calculated
directly, in the real space, while the long-range ones are evaluated in the
Fourier space. To this end, it is only necessary to evaluate the potential and
charge density on a discrete lattice in space. This approach is the most com-
monly implemented method to calculate electrostatic interaction on periodic
systems. It is called Particle Mesh Ewald134 and is the implemented version
of the Ewald summation method to describe long-range interaction135.

• In MM, restrains can be adopted i) to save computational time, neglecting
the calculation of certain degrees of freedom, ii) to prolong the simulation
time, increasing the time-step, iii) to enhance the sampling, imposing exter-
nal forces to constrain the system in a certain state, iv) to prevent wrong
description due to models that poorly describe certain degrees of freedom.
Popular restraints in MM, used in this work too, are the SHAKE algorithm136,
to restrain only the positions in the integration, and its extension RATTLE
to include restriction to velocities137. Both algorithms are applied to restrain
O-H bonds in water, which with TIP3P model would lead to unrealistic bond
descriptions.

• Before running a MM simulation, once the system is built it needs to be
minimised. In order to do that, several possible algorithms can be used, with
the conjugate gradient138, and the steepest descent methods139, being among
the most used ones.

• MM can be run in the microcanonical (NVE), isothermal-isobaric (NPT) or
canonical (NTV) ensemble. The di�erent ensembles can be used in the prepa-
ration runs of the simulation, to equilibrate the volume, the pressure and
the temperature of the unit cell, or for the actual propagation. Barostat and
thermostat are used to regulate pressure and temperature respectively, as
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well as to preserve the correct thermodynamical behaviour along the sim-
ulation. Choosing the right thermostat or barostat is a delicate task and
care is always recommended to choose the right algorithm, congruent with
the system and problem of interest. Thermostats can be based on a simple
rescaling of velocities every interval of times steps, or according to a friction
coe�cient of collision with other particles (e.g. Langevin hermostat140), or
to the coupling with a thermal bath (e.g. Berendsen thermostat141), or to
random rescaling of some velocities according to a Boltzmann distribution
(e.g. Andersen thermostat142) or implemented in other alternative integrator
based on Lagrangian approach to classical mechanics (e.g. Nosé-Hoover
thermostat143). Pressure can be controlled with volume rescaling at peri-
odic intervals or according to the coupling with a weak pressure bath (e.g.
Berendsen barostat141)

2.6.2 Binding Energy Calculation

In the wide range of MM applications, the statistical evaluation of the thermody-
namic properties on an ensemble of conformations is a powerful tool for compu-
tational chemists. This is can be done only if a statistically relevant number of
di�erent conformers is collected in a section of volume of the phase space. One
exemplary, and used in this work, application is the evaluation of the gain in Gibbs
free energy after a ligand-receptor binding. Di�erent methods can be used to this
goal, the two used in this work are called Molecular Mechanics Poisson-Boltzmann
Surface Area (MM-PBSA)144 and Molecular Mechanics Implicit Solvent Model
Surface Area (MM-ISMSA)145 analysis. Both methods are based on the evaluation
of the ∆Gbindinд according to a thermodynamic cycle. First, the energy of ligand and
receptor are calculated at the MM level in gas phase as well as the binding energy in
vacuum (∆EMM ), as a gain in energy forming the complex from the ligand and the
receptor. Then the solvation free energy is calculated for the receptor (∆Grec

solv
), for

the ligand (∆Gliд
solv

) and for the complex (∆Gtot
solv

). From these quantities, ∆Gbindinд

is calculated as

∆Gbindinд = ∆EMM + (∆G
tot
solv − ∆G

rec
solv − ∆G

liд
solv
) (2.60)

The solvation energies consider two contributions: a non-polar and a polar one.
The non-polar one is given by the di�erence between the energy gain from the
attractive ligand-receptor interactions and the loss in energy given by the formation
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of the space for the binding. The polar component values the gain/loss in energy
due to the change of phase of the charged molecules. The di�erent ways of
calculating this last term gives the di�erence between the two di�erent methods.
In MM-PBSA the polar term is calculated with the Poisson-Boltzmann equation,
while MM-ISMSA uses an implicit solvation model, where the calculation is notably
sped by not considering the solvent molecules explicitly. The entropy term can
be evaluated separately from a normal mode analysis at the MM level146 and later
added to the other terms.

2.6.3 Enhanced Sampling Techniques

One big limitation of classical MD is the sampling of only a circumscribed portion
of the full conformational space. The exploration of the full conformational space
is indeed often limited by the impossibility of overcoming potential energy barrier
higher than the thermal energy, which hinders the population of regions other
then the initial one. This limitation can make several minima of the potential
inaccessible that might be actually populated in reality, compromising the validity
of the ergodicity of the simulation. This limitation can be overcome with enhanced
sampling techniques that allow the population of high probability states separated
by high energy barriers. Connecting these regions means being able to calculate
the free energy pro�le between these states. As shown in this work, that can
be employed, for example, to study the binding process of a ligand to DNA or a
chemical reaction. Di�erent methods have been developed, whether the �nal state
to sample is known or not. If the end state is unknown, techniques such as replica
exchange147, metadynamics148 or hyperdynamics149can be used. If the initial and
ending states are known, the free energy pro�le can be explored imposing arti�cial
restraints that force the system along an ad-hoc de�ned reaction coordinate (RC).
This is done for example in the Umbrella Sampling (US) method150. In a US
simulation RC is de�ned by the user, according to the problem of interest, a bond
distance, a torsional, a collective variable and so on. The RC is then partitioned in
several windows and a biased potential is de�ned for each of these windows. For
each of these windows, an independent simulation is run using the corresponding
biased potential. The potentialV biased is given by the sum of the unbiased potential
Vunbiased and an arti�cial potential centred at the middle of the window (RCmin)
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where the dynamic is run on. Commonly, a harmonic potentials is used as the
arti�cial one, and the biased potential for each of the windows becomes:

V biased = Vunbiased + K(RC − RCmin)
2 (2.61)

A constant force K is de�ned to restrain the system to move within the arti�cial
potential. Once the simulation is run for a long enough time to sample each of the
windows, the probability of the system being in one point of the RC is calculated
for every window and later summed up for the whole RC. A biased probability
distribution (Ξbiased(RC)) can be then de�ned as a function of the RC . From this
function the unbiased free energy pro�le can be obtained, often called Potential of
Mean Force151, as

PMF = kBT lnΞbiased(RC) − K(RC − RCmin)
2 − kBT ln

〈
e(−kBTK(RC−RCmin)

2
〉

(2.62)

where kB is the Boltzmann’s constant and the third term is the ensemble average
of the arti�cial potentials.〈

e(−kBTK(RC−RCmin)
2
〉
=

∫
Ξunbiased(rc)e(−kBTK(RC−RCmin)

2
dRC (2.63)

The full derivation, based on probability theory, of how the biased probability
function and the Potential of Mean Force are linked can be found in Ref.150. The
�rst two terms of equation 2.62 are easily computable after the simulation, while
more attention is required to compute the last term. Di�erent methods can be used
to solve this term. One of the most popular is the Weighted Histogram Analysis
Method (WHAM)152 where Ξunbiased(RC) is calculated from a weighted average
of the distribution of each individual window. A computationally more e�cient
approach is given by the variational Free Energy Pro�le method (vFEP)153, used in
this work as well. This method is based on maximum likelihood method154, which
consists on �nding the optimal set of parameters that minimize the likelihood of
the probability distribution function that represents a given set of collected data.
Starting from a trial Ξ, the method aims to �nd the unbiased probability distri-
bution with variational principle. In contrast to WHAM, where a re-weighing is
necessary in a self-consistent procedure, vFEP assumes �rst and second derivatives
of the Potential of Mean Force between the windows as continuous via cubic spline
functions to approximate the likelihood of the system, expressed as a combina-
tion of the likelihood of each individual windows. The whole US protocol can
be extended in two dimensions, as well as vFEP method, which show excellent
performance in reconstructing Potential of Mean Force in 2D. In both 1D and 2D
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cases, a crucial step is the de�nition and partition of the RC, along which initial
conformations for each of the window need to be given. These can be obtained
with non-equilibrium technique like Steered Molecular Dynamics155, where the
system is driven from the initial to the �nal state under the action of an external
force. After a certain simulation time, the coordinate of the system matches with
the required value along the reaction coordinate and the output of the simulation
can be used as input for US simulation.

2.7 Computational strategy to study excited states of
DNA-ligand complexes

Increasing the size and the complexity of the system, from an isolated molecule in
the gas phase to a full model including DNA and solvent, automatically increases
the di�culties to study the photophysical process leading to the damage of the
genetic code from a computational perspective. The �rst important step is to
properly understand the response these systems have immediately after light
irradiation, in particular which states are created and populated, how is their
character and how they are delocalised. A proper description of the UV absorption
of a multi-chromophoric system, like DNA or a DNA-ligand complex, it is not
a straightforward but a challenging task and requires careful considerations on
multiple levels.

First of all, a proper sampling of the phase space of the system is required to
consider conformational, thermal and vibrational e�ects on the absorption. For a
system with an extremely large number of degrees of freedom, the most reliable
quantum-based sampling methods are not feasible and alternative strategies need
to be developed. According to the ergodic hypothesis, classical MD allows a
sampling of the conformational space of the system if this is propagated for a long
enough period of time (section 2.6.1). However, using a FF the potential energy
of the system is described by harmonic functions that do not represent the real
potential of the bonding interactions. Moreover, the application of restraining
algorithm, which speeds up the simulation time keeping frozen the fastest modes,
like vibrations including H atoms, overlooks the sampling of potentially important
modes involving hydrogen atoms. In our approach to study the excited states
of DNA-ligand complexes, we run a �rst long (ns timescale) fully classical MM
to obtain a �rst ensemble of representative geometries. These geometries are

2.7 Computational strategy to study excited states of DNA-ligand com-
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Fig. 2.1: Schematic representation of the work�ow used in this work to calculate the excited states.
A MM trajectory is initially propagated over nanosecond time scale; a certain number of
conformations are extracted and propagated in the picosecond time scale with a QM/MM
approach; the �nal trajectory are used for the calculation of the electronically excited
state at the TD-DFT level of theory and the transitions obtained used to convolute the
absorption spectrum.

selected along the MM trajectory and further propagated with a hybrid QM/MM
approach (section 2.5), where the QM region includes at least the chromophores
of interest. The usage of semi-empirical approaches, like DFTB3 (section 2.3.3),
allows to include the full DNA in the QM region, taking into account the e�ect
of the sugars and backbone on the nucleobases at a QM level. Additionally, using
DFTB3 we can propagate the QM/MM trajectories for in the picosecond time scale
and thereby ensure a full equilibration of the vibrations on the QM potentials.
Subsequently, the vertical excitations of the �nal geometries of these trajectories
are calculated within within an electrostatic embedding QM/MM scheme, where
the e�ect of the environment on the QM region is considered by including it as
an ensemble of point charges in the Hamiltonian. The level of theory for the
excited states has to be chosen with great care. It needs to be a good balance
between accuracy and cost, since treating multi-chromophoric system leads to
on the one hand to a large amount of electrons to be included in the calculation,
which requires large computational resources, and on the other hand it means the
presence of complex excitation, like high delocalised or CT states. LR-TD-DFT
(section 2.3.2) often represents the best choice in terms of accuracy/cost for these
problems, where more than one unit are included in the QM region, with a large
number of electrons. It is important to chose the proper functional to capture
properly the e�ects that arise in the absorption of multi-cromophoric system, and
in the present work we used CAM-B3LYP functional (section 2.3.2), proved to
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be a suitable choice95 for these problems. Running the calculation on graphical
processor units (GPU) based codes notably speeds up the calculation and allows to
include a bigger number of chromophores. The absorption spectrum is convoluted
from the vertical transitions as a sum of Gaussian functions:

ABS(E) =

дeom∑
i

state∑
j

fijexp(−4 ln(2))(Eij − Eд.s .)2(FWHM)−2 (2.64)

where i and j indicates a geometry and a state respectively, fij is the oscillator
strength and FWHM is the full width at half maximum of the Gaussian. Due
to the high number of coupled excitations, it is necessary to calculate a large
amount of vertical excitation in order to include all the states contributing in the
absorption in the UV/vis range. In the case of hundreds of geometries considered,
this leads to an ensemble of thousands of vertical excitations to be analysed. A one-
electron transition density matrix (1TDM) can be employed to analyse a collection
of excitations in a fast and orbital-free way. The 1TDM between the ground and
an excited state I is given by

D0I (rh, re) = n

∫
...

∫
Ψ0(rh, r2, ..., rn)ΨI (re, r2, ..., rn)dr2...drn (2.65)

where rh and re represent the position of the electron hole and the excited electron,
respectively. Exciton and CT states (section 1.3) can be analysed by dividing the
system in meaningful fragment, in our case each chromophore represents a single
fragment, and decomposing the excitation in terms of total, hole and electron
delocalisation lengths, and in terms of CT number, given by

CTNa,b =

∫
a

∫
b
|D0I (rh, re)|

2dredrh (2.66)

for a fragment a bearing the hole and b the excited electron. This TDM analyse is
automatised in the program TheoDORE158. Thanks to this protocol we were able
to calculate the UV absorption of all the twelve guanines forming c-Myc G4 in
the absence and presence of the ligand and the absorption of four nucleobases in
(poly-dAT)2 and the ligand intercalated in between as reported in the following
chapters 4.

2.7 Computational strategy to study excited states of DNA-ligand com-
plexes

47





Simulation of DNA Binding 3
In this chapter the mechanism of MCH binding to DNA will be discussed as
well as the most favourable binding modes will be described. Two examples
will be considered. The �rst one is the binding to a dodecamer double strand,
formed by alternating adenosines and thymidines (poly-dAT)2 of di�erent SP
derivatives that showed a�nity for this sequence. The second case is the binding
of a quinolizidine-substituted derivative to a G4. The binding mechanisms were
studied with US simulations (section 2.6.3), while the possible binding interactions
were investigated with unrestrained MM and the Gibb’s free energy of the binding
modes were estimated with both MM-PBSA and MM-ISMSA methods (section
2.6.2).

3.1 Merocyanine binding mechanism to (poly-dAT)2

Di�erent SP derivatives were proposed as intercalators and showed good a�nity
for A-T rich sequences46. However, neither the mechanism of action nor the
binding modes, have been characterised experimentally or computationally yet.
Our �rst goal was to study the mechanism of action of the actual DNA binders,
the MCH forms. We studied two proposed intercalators, a nitro (MCH1, Figure 3.1)
and amidinium-substituted (MCH2, Figure 3.1) SP, both with an amminopropyl
tail attached to the indoline nitrogen. The two compounds di�er in their total net
charge, +2 in case of NO2 and +3 in case of CN2H+4 substitution.

We started considering two possible intercalation pathways for compound MCH1,
one passing through the major (path M) and one passing through the minor (path
m) groove. Since no reference was provided describing the intercalative mode,
except for the measured angle between the intercalative ring and the helical axis
of ca. 80 degrees, we manually superimposed MCH with known intercalators of
similar chemical structure and properties for which the crystal structure was given.
That was the starting point of US simulations used to calculate the free energy
pro�le of the two pathways, while the ending point was the unbound, solvated
ligand. The pathways were interpolated between these two points increasing
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MCH1

MCH2

MCH3

Fig. 3.1: Merocyanine derivatives investigated in this work as DNA binder. All the compounds
have an amminopropyl functional group bound to the indoline nitrogen and they di�er
for the substituents on the phenolic ring, bearing one nitro group (MCH1) or one/two
(MCH2/MCH3) amidinium groups. The three compounds have net charge +2, +3 and +4,
respectively

the distance between the center of mass of the ligand and the four nucleobases
forming the intercalative pocket. In both cases we can identify three minima in
the paths (Figure 3.2), one corresponding to the ligand fully solvated (M1 and m1),
one to the groove binding mode (M2 and m2) and one to intercalative binding
(M3 and m3). Our simulations show a preferential pathway through the minor
groove, forming a stable intermediate only in the minor groove (m2), before
establishing the most stable interaction in the intercalative pocket (m3). We

Fig. 3.2: Free energy pro�le of NO2-substitued MCH intercalation pathway through the major
(path M) and the minor groove (path m). Adapted from Phys. Chem. Chem. Phys., 2019,21,
8614-8618 with permission from the Royal Society of Chemistry.
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removed the restrains from the systems in these two conformations and carried
out classical MD for 100 ns to better characterize the two binding modes (Figure
3.3). The phenol ring is intercalated symmetrically between the base pairs and
establishes a combination of repulsive and attractive electrostatic interactions as
well as favourable Van der Waals interactions with the surrounding nucleobases
(Figure 3.3a). The positively charged amminopropyl tail helps the stabilisation
by interacting with the negatively charged DNA backbone (Figure 3.3b). This
interaction is important in the minor groove as well, where the VdW connections
are reduced with respects of the intercalation and the electrostatic term becomes
more relevant to obtain a stable mode (Figure 3.3c-d). The favourable pathway
passing from the minor groove was con�rmed for MCH2 so we study the two
binding modes for this compound as well and calculated the binding energy. Once

Fig. 3.3: Top: graphical representation of the intercalative binding mode and, with zoom on the
interaction between the intercalative phenol ring and the surrounding nucleobases (a)
and on the interaction between the positive tail of the ligand and the polyanionic DNA
backbone. The two insets show the electrostatic potential maps with attractive (red) and
repulsive (blue) regions; bottom: graphical representation of the minor groove binding
mode with focus on the interaction stabilising the mode (c) and on the electrostatic
potential map (d). Adapted from Phys. Chem. Chem. Phys., 2019,21, 8614-8618 with
permission from the Royal Society of Chemistry.

MCH2 is intercalated, the VdW contribution is found to be similar to MCH1, but
due to a slightly smaller electrostatic repulsion, the total gain in free energy turns
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out to be bigger in the m3 mode (Table 3.1). In m2 the VdW interactions are instead
slightly reduced, but the increase of the total net charge of the ligand makes
the electrostatic term in the minor groove an overall favourable contribution to
the total binding energy, which results to be higher than for MCH1. Based on
this �nding, we inserted as a proof of concept a third compound bearing two
amidinium groups on the phenol ring (MCH3, Figure 3.1) in both m2 and m3
positions, to see the e�ect of an additional positively charged functional group.
In m3, electrostatic, VdW and non polar contributions are similar to MCH1, but
the entropic penalty, due to the di�erent size of the systems, makes this mode
less favourable. The same increase in entropy is present in m2, where the VdW
interactions are also reduced, but the additional charge of the ligand leads to a
notably stronger electrostatic attraction, making the minor groove binding more
favourable than the intercalation for this compound.

Tab. 3.1: Binding energy (kcal mol−1) at 300K of compounds MCH1-MCH3 in binding mode m2
and m3. Energy is computed with MM-PBSA method along a window of 20 ns of MD.
The errors represent the standard deviations of the mean values

ligand ∆Eelectr . ∆EVdW ∆Enonpolar T∆S ∆Gbind

mode m3
MCH1 15.81 ± 0.14 -55.17 ± 0.25 -4.32 ± 0.01 -21.73 ± 0.09 -21.96 ± 0.24
MCH2 10.10 ± 0.40 -55.78 ± 0.23 -4.62 ± 0.40 -20.96 ± 0.17 -29.35 ± 0.33
MCH3 11.09 ± 0.59 -50.71 ± 0.42 -4.57 ± 0.03 -26.42 ± 0.37 -17.77 ± 0.74

mode m2
MCH1 10.82 ± 0.22 -37.72 ± 0.41 -3.23 ± 0.01 -20.97 ± 0.02 -9.29 ± 0.47
MCH2 -1.02 ± 0.60 -34.16 ± 0.26 -3.22 ± 0.01 -23.88 ± 0.13 -14.52 ± 0.36
MCH3 -12.07 ± 0.39 -29.91 ± 0.49 -3.19 ± 0.02 -24.71 ± 0.26 -20.46 ± 0.61

In conclusion, we �rst indicated how MCH intercalates into poly(d-AT)2 passing
through a stable intermediate into the minor groove and excluded the pathway
passing through the major groove. We further con�rmed and characterised a
favourable intercalation mode, where VdW interactions play a major role in the
stabilisation of the binding. However, the possibility of modulating the electro-
static potential on the ligand means modulating the interaction with the DNA
as well. Indeed, an increase of the positive charge of the ligand can induce a
stronger intercalation mode or even an inversion of relative energy between in-
tercalation and minor groove binding, due to an extra stabilisation of this last
one due to favourable electrostatic interactions. Full discussion, methods and
additional details can be found in the Appendix (section 6.1), under the reprinted
publication titled "DNA-binding Mechanism of Spiropyran Photoswitches: The
Role of Electrostatics".
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3.2 Quinolizidine-substituded Spiropyran Thermal
Isomerisation and G-Quadruplex binding

The colour change in SP derivatives can be observed in case of thermal iso-
merisation, depending on speci�c environmental conditions. Very recently, a
quinolizidine-substituted spiropyran (QSP) was proposed as a diagnostic tool for
the identi�cation of G4 in cells, showing isomerisation in live cells, with a par-
ticularly strong response and high selectivity for the protooncogene c-Myc G450.
Thanks to a change in wavelength of emission, it was demonstrated that, as for

α
β γ

Fig. 3.4: Quinolizidine-substituted spiropyran (QSP) isomerisation to the open and protonated
merocyanine form (QMCH) in the presence of G4. α , β and γ represents the bonds for
the de�nition of the QMCH isomers. Adapted from Chem. Eur. J. 2020, 26, 13039-13945
with permission of the authors and Wiley-VCH GmbH.

other known SP-based DNA binders, the actual form that binds the DNA is the
open merocyanine form (QMC) and, in particular, the protonated form (QMCH).
The role of the pKa of the cells might play a key roles, as the thermal isomerisation
can follow a proton attack, that consequently favours the binding to the macro-
molecule. We wanted to provide more insight into the isomerisation mechanism,
into the role of the environment and into the possible QMC isomers that can be
produced following the ring opening, according to the rotation around the β bond
(Figure 3.4).

To these aims, we investigated the isomerisation mechanism using 2D-US simu-
lations (section 2.6.3) with a QM/MM approach (section 2.5) both in water and a
G4 environment. The QM part consisted of SP and the closest water molecule to
the Cspiro-O bond, treated at DFTB3 (section 2.3.3) level, while the solvating water
molecules were treated at TIP3P level (section 2.4) and G4 at ParmBSC1 force �eld
level (section 2.4). Two possible pathways, proton assisted and unassisted, are
considered and two reaction coordinates are de�ned to describe these pathways.
(Figure 3.5.a). The �rst one is the ring opening, de�ned through the distance be-
tween the C and the O of the breaking bond; the second describes the proton attack,
de�ned as a linear combination of distances between the SP oxygen, the oxygen
of the QM water molecule and the H transferred between those. Our 2D free

3.2 Quinolizidine-substituded Spiropyran Thermal Isomerisation and G-
Quadruplex binding
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Fig. 3.5: 2D-US exploration of QSP isomerisation in water. a) reaction coordinates de�nition, b)
free energy pro�le obtained with assignation of the stationary points; c) geometrical
rede�nition at MP2/def2-TZVP level of theory of the most stable isomers found. Adapted
from Chem. Eur. J. 2020, 26, 13039-13945 with permission of the authors and Wiley-VCH
GmbH.

energy pro�le shows a thermal isomerisation not assisted by proton transfer. Once
the energy barrier is overcome, QSP can form two QMC isomers of comparable
energy (Figure 3.5.b). These isomers are identi�ed as trans-trans-cis (TTC, Figure
3.6) and trans-trans-trans (TTT, Figure 3.6) with respect of the exocyclic double
bond. Static MP2/def2-TZVP calculations on possible QMC isomers con�rm the
almost degeneracy of the these two isomers in water and higher energies for other
possible isomers (Figure 3.6). Once QMC is formed, the proton transfer from the
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Fig. 3.6: QMC (a) and QMCH (b) possible E-rotomers around the α /β bond and their energy
calculated At MP2/def2-TZVP level of theory, where the zero of the energy is set to the
Gibbs energy of the most stable compound at 300K. Adapted from Chem. Eur. J. 2020, 26,
13039-13945 with permission of the authors and Wiley-VCH GmbH.

molecule forms the most stable QMCH form. For QMCH, only one rotomer can
be found, the TTC form, which is con�rmed by MP2 calculations showing that
TTC is lower in energy relative to other rotomers, including TTT (Figure 3.6).
Having unveiled the mechanism in water, we wanted to extend our protocol to

54 Chapter 3 Simulation of DNA Binding



study the possible e�ect of G4 on the QSP opening process. We repeated the 2D-US
simulation with the same parameters, but allocating SP in the presence of c-Myc
G4. Interestingly, the presence of G4 does not change the overall isomerisation

Fig. 3.7: 2D-US exploration of QSP isomerisation in the presence of c-Myc G4. a) free energy
pro�le obtained with assignation of the stationary points; b) geometrical rede�nition at
MP2/def2-TZVP level of theoryof the Z-isomer found. Adapted from Chem. Eur. J. 2020,
26, 13039-13945 with permission of the authors and Wiley-VCH GmbH.

mechanism of QSP, which still does not need a proton to be activated (Figure
3.7.a). However, the e�ect of the macromolecule can be seen in the presence and
stabilisation of only the TTC form of the QMC and QMCH isomers (which can be
found in water too), as well as of an additional QMCH isomer, which is a Z-isomer
with respect to the β bond (Figure 3.7.b). This Z-isomer can be accessed only by UV
light for other SP derivatives156, but the presence of the poly-anionic G4 manages
to stabilize this form. Again, the presence of all these species were con�rmed by
MP2 calculations.

To characterise the binding modes of both species we performed microsecond time
scale classical molecular dynamics and estimated the binding energy for di�erent
ensembles of conformations for both QMC and QMCH. In particular, we carried
out three independent simulations of 300ns each for both, the deprotonated and
protonated probe. MD simulations with QSP in G4 environment was ran as well
but, as expected, no stable binding mode was found. Both QMC and QMCH can
form stable binding modes with G4 stacking on the upper tetrad of the structure

3.2 Quinolizidine-substituded Spiropyran Thermal Isomerisation and G-
Quadruplex binding
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Fig. 3.8: a) Superimposition of three independent simulation of binding modes of QMC and QMCH
and G4. b) Details into the interaction between the probe and the upper tetrad and the side
A and T nucleobases. Adapted from Chem. Eur. J. 2020, 26, 13039-13945 with permission
of the authors and Wiley-VCH GmbH.

and. In case of QMCH, tge ligand establishes favourable electrostatic interactions
with the surrounding nucleobases (Figure 3.8). The probe shows high mobility
around the α and β bonds, in particular the indoline ring, while the chromene
moiety is more restrained by the interaction with side nucleobases (A and T). The
three independent simulations converge to a similar binding mode for QMC with
comparable binding energies, whereas for QMCH two runs show similar confor-
mations but in one simulation the probe establishes the strongest interaction once
wrapped by the 3’ termination. Both compounds generally establish favourable
binding modes (Table 3.2); the protonation increases the gain in energy due to
electrostatic interactions, suggesting that the electrostatic interaction might be a
key factor in the context of design and development of new SP based G4 binders.

In conclusion, we propose an opening mechanism not involving a direct proton
transfer, where instead the presence of the right environment for the protona-
tion o�ered by G4 in live cells stabilises the QMCH form moving the equilibrium
towards the open isomers and leading to the opening process observed for this
species in c-Myc G4 environment. This is enhanced by the QMC and QMCH
forms being captured by the G4 through stable binding modes. The QMCH-G4 is
found to be the most stable interaction as a combination of electrostatic and VdW
interaction with the guanine and the side nucleobases in the strand. Full discus-
sion, methods and additional details can be found in the Appendix (section 6.2),
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Tab. 3.2: Binding energy (kcal mol−1) at 300K of for three independent simulations for both QMC
and QMCH. Energy is computed with MM-ISMSA method along a window of 20 ns of
MD.

# ∆Eelectr . ∆EVdW ∆Enonpolar ∆Edesolvation ∆Gbind

QMC
1 -0.17 ± 0.29 -46.68 ± 6.07 -2.57 ± 0.32 3.13 ± 0.40

(L) + 11.06 ±
1.29 (R)

-37.24 ± 5.45

2 -0.73 ± 0.15 -52.86 ± 3.11 -2.64 ± 0.13 2-34 ± 0.22
(L) + 10.06 ±
1.01 (R)

43.28 ± 2.64

3 -9.18 ± 0.58 -42.02 ± 2.79 -2.31 ± 0.09 -0.63 ± 0.16
(L) + 13.20 ±
1.01

-40.94 ± 2.09

QMCH
1 -8.95 ± 0.59 -55.19 ± 3.97 -2.54 ± 0.11 -0.29 ± 0.11

(L) + 11.49 ±
0.93 (R)

-55.48 ± 3.85

2 -8.76 ± 0.53 -47.77 ± 4.30 -2.47 ± 0.17 -0.08 ±0.44
(L) + 10.94 ±
0.90 (R)

-48.14 ± 4.50

3 -8.63 ± 0.49 -50.05 ± 1.73 -2.41 ± 0.05 -0.22 ± 0.07
(L) + 10.93 ±
0.66 (R)

-50.39 ± 2.03

under the reprinted publication titled "Spiropyran Meets Guanine Quadruplexes:
Isomerization Mechanism and DNA Binding Modes of Quinolizidine-Substituted
Spiryopyran Probes".
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Simulation of DNA Damage 4
In this chapter the simulation of the response of di�erent DNA related systems
to light irradiation is reported, responses that might be connected to possible
damage of the genetic code due to absorption of light. Starting from a joint
experimental/computational work on the adenosine triphosphate (ATP) dianion
in the gas phase, the absorption spectrum of c-Myc G4 will be reported and
the e�ect of its binding to QMCH will be evaluated. Finally the e�ect of light
absorption on the nucleobases surrounding the intercalated MCH1 and MCH2 will
be investigated.

4.1 Simulation of photooxidation of ATP dianion

The full understanding of the DNA photophysics needs a knowledge of the light
induced properties of its components, from which a full picture can be drawn
adding more structural complexity. Among the possible DNA building blocks,
adenine is also the component of other biologically relevant molecules like ATP,
which has a pivot role in the energy transfer and RNA synthesis. The negatively
charged phosphate groups make ATP a poly-anion and alter the photophysics
of the molecule. In particular, a poly-anion can be oxidated if it absorbs enough
energy to promote an electron above a purely electrostatic barrier arising from
the poly-anionic nature of the molecule, called repulsive Coulomb barrier (RCB,
Figure 4.1.a). Investigating the properties of the RCB of ATP dianion ([ATP-H2]2−)
sheds light on the possible oxidation processes that occur on this molecule after
light absorption.

A photoelectron spectrum we obtained after irradiation of [ATP-H2]2− at 4.66
eV shows an unexpected signal centred at around 0.55 eV (Figure 4.1.b), which is
present with using both, a femto- and a nano-second laser. Unexpected because the
RCB is reported to be higher than the excitation energy given157. The registered
signal in the spectrum is assigned to an electron leaving [ATP-H2]2− via a tunnelling
through the RCB. The hypothesis of the electron tunnelling is supported by taking
the spectra for di�erent excitation wavelengths. The signal at 0.55 eV is not a�ected
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a) b)

c) d)

Fig. 4.1: a) Representation of the repulsive Coulomb barrier (RCB) de�ned with respect of the
adiabatic detachment energy and as a function of the distance between ATP dianion
and the electron leaving; b) Photoelectron spectra obtained with nanosecond (black line)
and femstosecond (blue line) laser pulses at 4.66 eV; c) Photoelectron image recorded
with nanosecond laser at 4.66 eV with anisotropy oriented to the polarisation vector
ϵ ; d) photoelectron spectra taken with a variable light pulse; the red line shows the
unchanged position of the peak at 0.55 eV despite the change of λ of the pulse. Adapted
with permission from J. Phys. Chem. Lett. 2020, 11, 19, 8195–820. Copyright 2020
American Chemical Society.

by the change in energy, indicating a wavelength-independent oxidative process.
The �nal suggestion about tunnelling arises from the anisotropy of the actual image
recorded. The anisotropy is found in the direction of the polarisation axis of the
light and suggests an electron leaving along this direction, which is aligned with
the polarisation of the electronic transition, i.e. its transition dipole moment.

In order to con�rm the tunnelling hypothesis, to identify the direction of the
electron leaving and to give a complete overview over the oxidation process,
di�erent computations were necessary. First of all, we con�rmed the nature of
the absorption to the bright ππ * state and found that the associated transition
dipole moment lies along the plane of the adenine ring by static excited state
calculations at ADC(2)/def2-QZVP level of theory (section 2.2.3) at MP2/def2-
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TZVP optimised geometry (section 2.2.2). Ground state picosecond-scale ab initio
MD at the DFT/aug-cc-pVDZ level (section 2.3) shows that the phosphate groups
are quite �exible but their relative distributions with respect of the adenine ring is
constant. The negative charges located on the phosphates screen the electrons not

Fig. 4.2: Computed repulsive Coulomb barrier (RCB) in the plane passing through the adenine
ring plane and the transition dipole moment of the ππ * state populated after irradiation
at 4.66eV (a). The scale to a maximum of RCB of 1 shows the preferential site for electron
leaving correspondent to the minimum of the RCB in the proximity of the amino group
(b). Adapted with permission from J. Phys. Chem. Lett. 2020, 11, 19, 8195–820. Copyright
2020 American Chemical Society.

allowing them to leave on that direction. The RCB was calculated as the energy
of ATP monoanion at the [ATP-H2]2− optimised structure in the presence of an
electron, whose position was varied along the plane spanned by the transition
dipole moment and the adenine ring (Figure 4.2). The calculations show the
emitting electron is blocked from the region where the phosphates are located
and the electron has a prevalent site for its leaving on the ring side. In particular,
the lowest saddle point is calculated to be 0.57 eV, in excellent agreement with
the energy of the signal recorded. Additionally, the computational insight allows
to determine the preferential site for the electron leaving, showing how this will
most easily happen in the proximity of the amino group.

In conclusion, our work shows an important feature of the light-induced behaviour
of adenine, with a site speci�c-oxidation of nucleobases that might be important
for a better understanding of electron emission in more complex systems and the
overall behaviour and structure of biological relevant poly-anions. Full discussion,
methods and additional details can be found in the Appendix (section 6.3), un-
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der the reprinted publication titled "Site-Speci�c Photo-oxidation of the Isolated
Adenosine-5’-triphosphate Dianion Determined by Photoelectron Imaging".

4.2 Absorption spectrum of c-Myc Guanine quadruplex
and ligand effect

Having explained the binding mode of QMCH to c-Myc G4 (section 3.2), we
wanted to evaluate the e�ect of the presence of the probe on the photophysics of
the macromolecule. As shown in section 3.2, we identi�ed the most stable binding
mode with the probe stacked over the guanines of the upper tetrad and establishing
interaction with the side adenine and thymine, which are present in the sequence
of c-Myc G4. Interestingly, we notice in this binding mode a reduced �exibility
of the G4. This can be seen by the overlapping of one hundred sampled QM/MM
geometries of unbound and bound G4 (Figure 4.3). We wanted to investigate the

Fig. 4.3: Two views of orverlap of 100 sampled QM/MM geometries of the guanines of the c-Myc
G4 alone (a) and in the presence of QMCH (b). The ligand induced a conformation rigidity
of the macromolecule. Adapted with permission from J. Phys. Chem. Lett. 2020, 11, 23,
10212–10218. Copyright 2020 American Chemical Society.

e�ect of this enhanced rigidity on the absorption spectrum of c-Myc G4.
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First of all, we computed the absorption spectrum of the macromolecule alone,
with the QM region including all the twelve guanines composing the three tetrads.
The spectrum was obtained from 6000 excited states from an ensemble of 100
geometries. The total absorption consists of two contributions, and it is a combina-
tion of local ππ * excitations, centred at around 5 eV, exciton and mixed exciton/CT
states. In our analysis we distinguished exciton and mixed states according to

Fig. 4.4: UV absorption spectra of G4 alone (a) and its decomposition according to the excitations
contribution (a) and correspondent density of excited states (b) an UV spectrum (c) and
density of state (d) in the presence of QMCH. Adapted with permission from J. Phys.
Chem. Lett. 2020, 11, 23, 10212–10218. Copyright 2020 American Chemical Society.

the degree of charge transferred in the excitation. In particular, we collected the
excitations in two subgroups, depending on whether less (CT number < 0.5) or
more (CT number > 0.5) than half of the density is transferred between two or
more nucleobases. Combining the UV signal and the density of excited states, we
could identify a dominant contribution in the high energy range of the spectrum
given by mixed states with high CT number. A smaller density of mixed states
with low CT number contributes almost equally to both regions of the spectrum.
Also excitonic states show contributions in both regions of the spectrum, but
mainly excitonic states with small amounts of CT are observed. The binding of
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Tab. 4.1: Binding energy (kcal mol−1) at 300K of for three independent simulations for both QMC
and QMCH. Energy is computed with MM-ISMSA method along a window of 20 ns of
MD.

excitation E(eV) fosc percentage of state (%)
local excitations within QMCH (�rst ab-
sorption band)

2.4-3.4 ∼ 1 11

local excitations within QMCH (second ab-
sorption band)

4.5-5.9 <0.100 7

pure charge-transfer states (G→P) 3.1-3.9 <0.006 16
mixed states (P→G) 3.9-4.5 <0.004 3
mixed states (G→P) 4.7-6.0 <0.013 3
local/exciton/mixed states within G4 4.3-6.0 <0.400 60

QMCH induces the presence of new states (Table 4.1), like excitations involving
only QMCH, mixed states with electron transfer from the probe to the G4 and
vice versa and, more interestingly, pure CT states where an electron is transferred
from one guanine to the oxidative probe. These states represent guanine-oxidated
states and, although they cannot be directly populated from the light irradiation,
they might play a crucial role in the photochemistry after absorption leading to
the damage of the genetic code. The states involving only the twelve guanines
represent 60% of the total ensemble and we can directly evaluate the e�ect of the
ligand in their character and absorption. We analogously �nd a combination of
local, exciton and mixed states, but the total and relative absorption is a�ected
by the presence of the ligand. The maximum of the absorption is shifted from 5.5
to 5.0 eV and the relative height of the two peaks is inverted. The contribution
of the exciton is more intense and still almost the full contribution shows CT <
0.5. Regarding the mixed state we notice a reduction of the states with small CT
contribution at high energy and a decrease of the intensity of the signal given by
the mixed state with CT > 0.5 . We connect this e�ect on the UV absorption to the
conformational rigidity imposed by the probe, which prevents the mixing of the
electronic clouds of the guanine and thus reduce the presence of bright states at
high energy and with strong CT character, which represent the main component
of states in case of c-Myc G4.

In conclusion, we calculated for the �rst time the UV absorption properties of c-Myc
G4, we identi�ed the presence of potential detrimental CT states and we highlighted
the importance and the e�ect of the conformational �exibility of this DNA structure
and the role of the probe interacting with the multi-chromophoric system. Full
discussion, methods and additional details can be found in the Appendix (section
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6.5), under the reprinted publication titled "Enhanced Rigidity Changes Ultraviolet
Absorption: E�ect of a Merocyanine Binder on G-Quadruplex Photophysics".

4.3 Excited state characterisation of merocyanine and
(poly-dAT)2 complexes

Following the �nding of stable intercalative binding modes for MCH1 and MCH2
(section 3.1) in (poly-dAT)2, we wanted to investigate the excited states of the
intercalative site, the ligand and the four surrounding nucleobases directly inter-
acting with it. Merocyanines strongly absorb light at around 450 nm, at much
lower energy than A and T and and thus, a pronounced absorption localised on the
probe is expected. Moreover, we calculated the standard reduction potential for

c)

Fig. 4.5: Representative geometry of the MCH1-DNA complex (a) and zoom into the intercalative
pocket (b) and on the molecules included in the QM region for the calculation of the
excited states (c) with label the strand of belonging, coding (c) and template (t). Adapted
from Phys. Chem. Chem. Phys., 2019,21, 17971-17977 with permission from the Royal
Society of Chemistry.

MCH1 and the high value (∼ 4 V) suggests a potential oxidation of the nucleobases
induced by the ligand. Indeed, a merocyanine derivative have been shown being
oxidative agents for DNA in cell culture159. Both ligands, MCH1 and MCH2 were
considered, in order to see the e�ect of the two functional groups and of the total

4.3 Excited state characterisation of merocyanine and (poly-dAT)2 com-
plexes
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net charge (+2 for MCH1 and +3 for MCH2) on the excited state distribution and
on the possible oxidation of the nucleobases. In order to do that, we included in the
QM region, for the calculation of the UV absorption spectra, the ligand and four
alternating nucleobases directly interacting with the ligands (Figure 4.5), and doing
so we could analyse the excited state involving the ligand and the nucleobases
forming the intercalative pocket .

The computed absorption spectra for both MCH1 and MCH2 complexes with
DNA consist of the absorption peak of the ligands and show good agreement with
the experimental ones, compared for both compounds. More interestingly, the
density of excited states show a small amount of bright states that contribute to
the total absorption and correspond to the ππ * state of the merocyanines. The rest

Total DOES
CT states

Bright states

DOES

Energy (eV)
1     1.5     2     2.5     3     3.5     4     4.5     5

0.4

0.6

0.8

1

0.2

Fig. 4.6: Density of excited state for the MCH1-DNA complex showing a limited amount of bright
states (pink line), localised on the ligand and a large amount with CT character (purple
line) between the ligand and the surrounding nucleobases. Adapted from Phys. Chem.
Chem. Phys., 2019,21, 17971-17977 with permission from the Royal Society of Chemistry.

of the states are CT states, dark but abundant in the energy range of the ligand
absorption. Once we investigated the position of the electron holes and excited
electrons on these state, we observed how the hole is prevalently located on one
of the nucleobases and the excited electron on the probe. These are oxidative
states, where the presence of the positively charged probe induces the injection of
the electron hole to the double strand. These states cannot be populated directly
by light, but once an electron is promoted on the π * state of the ligand, this can
reduce itself transferring the hole to one of the nucleobases. In order to estimate
the probability of transferring the electron hole to one nucleobase over the other,
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we looked into the hole distribution among the four nucleobases. The ligands
interact with both an A and a T in both, the coding (directionality 5’→ 3’) and the
template (directionality 3’→5’) strand, but the two A and T bind asymmetrically
the ligand (Figure 4.5). Indeed, MCH1 and MCH2 share the same binding spot and,

Fig. 4.7: Histogram representation of the electron hole distribution in CT states among the four
nucleobases, group by strand of belonging (coding or template) and by single nucleobases
(c-A, c-T, t-A and t-T) for both MCH1-DNA (pink) and MCH2-DNA (purple) complexes.
Adapted from Phys. Chem. Chem. Phys., 2019,21, 17971-17977 with permission from the
Royal Society of Chemistry.

in particular, point an electron donating group (OH) to the template strand and
an electron withdrawing group (NO2 and CN2H+4 ) to the coding strand, making
the binding to the two strands asymmetric. The probe interacts more strongly
with the two nucleobases on the coding strand and stabilizes more their molecular
orbitals, while the weaker interaction with the template strand makes the hole
transfer from its nucleobases to the ligand more favourable. Indeed, 71 and 90 % of
the hole population, for the complex with MCH1 and MCH2, respectively, is found
being on the nucleobases of the template strand. The higher percentage found for
MCH2 can be ascribed to the more selective and stronger interaction established
by the ligand with the bases of the two strands, with a calculated non-covalent
interaction energy being more than 10 kcal mol−1 weaker for the template strand.
In particular, MCH2 can establish stronger interaction with the A than with the
T of the template strand, leaving this last one as the preferential site for the hole
injection in the double strand DNA, as demonstrated by the percentage of the hole
population found on this nucleobases (Figure 4.7).

4.3 Excited state characterisation of merocyanine and (poly-dAT)2 com-
plexes
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In conclusion, we characterised the excited state of ligand-DNA complexes and
proposed merocyanine ligands as potential oxidative agent of DNA, which may
be used as a probe of electrochemical properties of the macromolecule as well as
to induce damage in the genetic code. Full discussion, methods and additional
details can be found in the Appendix (section 6.4), under the reprinted publication
titled "Directional and regioselective hole injection of spiropyran photoswitches
intercalated into A/T-duplex DNA".
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Conclusions and Outlook 5
In this work di�erent computational methods were applied to study the binding of
small ligands to di�erent DNA structures and potential damage induced by light
irradiation.
As DNA binders, spiropyran derivatives were chosen, since they were proposed to
bind (poly-dAT)2 DNA as well as, if opportunely modi�ed, G4 after isomerisation
to their open merocyanine isomer. However, the mechanism of action and the
binding mode were not fully described and lacked the support of computational
studies. In this work, the binding mechanism was clari�ed using umbrella sampling
simulations and the most favourable binding modes were evaluated by means of
unrestrained full-atom classical molecular dynamics. The binding energy was
computed and compared for di�erent possible binding modes. These calculations
were run for both binding to A-T rich and G4 structures, since for both structures
a binding with merocyanine was demonstrated.
Concerning the simulation of photoinduced damage, two di�erent sources of
possible damage of DNA components and structures were investigated. First,
the oxidative damage of adenosine triphosphate dianon in the gas phase was
studied with a combination of photoelectron spectroscopy and ab initio calculations,
where computational chemistry helped to identify a prevalent site for the electron
emission and oxidation. Second, due to the oxidative nature of the merocyanine
ligand, the possible damage induced by merocyanines bound to both (poly-dAT)2
and G4 was considered by investing the UV absorption properties of the ligand-
DNA complexes. For these studies the development of an ad-hoc computational
strategy and a big computational e�ort were required, to include up to thirteen
chromophores, in the case of ligand-G4 complex, and to calculate several thousands
of excitations, in the presence of the environment. These calculation allowed to
compute the absorption spectra of ligand-DNA complexes and to characterize
their excited states and identify the bright states absorbing UV light, the nature of
the excitations and the presence of potentially detrimental charge transfer states
where the nucleobases donate an electron to the oxidative ligand.

The results obtained, open the doors for further investigation. Starting from the
spiropyran-DNA interaction, the most suitable binding modes of merocyanine
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to DNA were identi�ed. Atomistic-level models were provided and the most
important interactions were highlighted, quantifying the role of electrostatic and
Van der Waals interaction. The next step would be to investigate the binding of
opportunely modi�ed new derivatives that might enhance the binding and the
selectivity for other double strand or other quadruplex structures. Regarding ATP
photooxidation, the electron emission by tunneling through a repulsive Coulomb
barrier in ATP was identi�ed and follow up studies, possibly based on time-resolved
spectroscopy techniques associated with excited state dynamics simulations, might
o�er additional knowledge of the light-response of adenine and its derivatives.
Finally, the excited state characterisation of the ligand-DNA complexes raised
important questions about the formation and population of potentially detrimental
DNA excited states where the nucleobases result to be oxidated. In this work,
as a �rst step they were identi�ed and quanti�ed, but in order to describe the
pathways leading to their potential population, or in general the relaxation of the
DNA excited states after light absorption, excited states dynamics simulations
are necessary. In order to do that, methods for nonadiabatic dynamics need to be
extended to include a QM/MM scheme able to capture the e�ect of the environment,
while still including a large amount of chromophores; only in this way it would be
possible to describe accurately the complicated and highly delocalised excitations
of the ligand-DNA complexes. All these suggestions are highly stimulating and
hopefully, also based on the approaches and results presented in this work, will
be a stimulus for further discoveries related to light-control of DNA binding and
damage.
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Appendix: Reprinted
Publications

6
In this appendix, the publications that compose this work, previously summarised
and discussed, are reprinted.
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6.1 DNA-binding Mechanism of Spiropyran
Photoswitches: The Role of Electrostatics

Davide Avagliano, Pedro A. Sánchez-Murcia, Leticia González

Phys. Chem. Chem. Phys., 2019,21, 8614-8618
https://doi.org/10.1039/C8CP07508E
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DNA-binding mechanism of spiropyran
photoswitches: the role of electrostatics†

Davide Avagliano, Pedro A. Sánchez-Murcia * and Leticia González *

The binding mechanism of the protonated open form of three

spiropyran derivatives into a 12-mer (poly-dAT)2 has been unveiled

by means of computational methods. It is found that the electro-

static term in the probe:DNA binding energy, modulates the binding

mode, providing new guidelines for the design of spiropyran photo-

switches with specific binding modes to DNA.

Molecular photoswitches – molecules that change their chemical
configuration upon light absorption – are useful tools to monitor the
conformational state of biomolecules, in both temporal and spatial
scales.1 The advantages of these probes are that the implicated
species in the photochemical equilibrium highly differ in the
binding affinity to the macromolecule upon light absorption, that
these species are interconvertible in a reversible manner, and most
importantly, that the two species can be selectively accessed by
illumination at different wavelengths and/or by thermal activation.
Spiropyrans (SP) (Scheme 1) belong to a well-known class of photo-
switches, which after light irradiation undergo heterocyclic
cleavage to yield the trans-merocyanine form (MC).2–6

Spiropyrans have an indoline and a chromene moiety
oriented perpendicular to each other and bound together via
a Csp3 spiro-junction. Upon absorption of UV light, the sigma
C–O bond on the spiranic carbon cleavages and builds the MC
form. Thereafter, MC can reversibly turn to SP with heat or after
irradiation with visible light. Whereas the SP species has
moderate lipophilicity, the conjugated coplanar system MC is
a zwitterionic species with increased polarity favouring inter-
calation to polyanions such as DNA via p–p stacking interac-
tions. In contrast, the SP form shows no or very little affinity to
DNA. The half-time of the MC form increases upon substitution
on the phenyl ring with electron withdrawing groups, such as
NO2.9–12 For instance, almost half of the population in solution
of 1a (Scheme 1), which contains the scaffold 30,3 0-dimethyl-6-
nitrospiro[2H-1-benzopyran-2,20-indoline] (6-nitro-BIPS) with a

trimethylammoniumpropyl group on the indole nitrogen, is
converted to 2a after irradiation at 254 nm.7 Despite its efficiency,
the binding mode of this family of photoswitches into DNA is still
under debate. Experiments with flow-oriented linear dichroism
(LD) spectroscopy strongly support that 2a intercalates into DNA
given the dramatic blue-shift of the absorption spectrum of the
drug in solution.7 A few years later, the same authors found13 that
the maximum of the absorption spectrum of the protonated form
3a in buffered aqueous solution is blue-shifted compared to 2a, in
analogy to what was previously observed after binding of 2a to
DNA.7 Therefore, it is likely that 2a gets protonated to form 3a
before binding to DNA.

The latter hypothesis was also supported by the measurement of
the DNA binding constants of the amidinium-substituted deriva-
tives 1b–3b.8 The protonated 3b form intercalates stronger into
DNA by a factor of ca. 50 compared to the unprotonated 2b one.
Again, and in analogy to 3a, the protonated form 3b was proposed
to be the relevant DNA binder with a similar angle in the LD
experiment (ca. 701). Based on this experimental evidence, the
authors ascribed the differences in the binding affinities of 3a
and 3b to the total net positive charge on the photoprobe.8

However, the mechanism of the intercalation of 3a and 3b remains
uncertain since before intercalation these species could bind to
different grooves of the DNA.14 This is, for example, the case of the
drug daunomycin (aka. doxorubicin) that can visit up to four states
before intercalation, some of them pre-intercalative states,15

which were identified by molecular dynamics (MD) simulations
as local minima bound in the minor groove of DNA.16,17

Scheme 1 Spirocyclic (SP) compounds 1a,7 1b,8 the proof of concept 1c
and their corresponding unprotonated (MC, 2) and protonated (MCH, 3)
merocyanine open forms. Compounds 3 are studied in this work.
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In this work, we unravel the intercalation modes of spiro-
pyran derivatives from the solvent into DNA using MD and
umbrella sampling simulations. To this aim, a 12-mer (poly-dAT)2

has been selected as these compounds are known to bind to AT.7

Upon light-driven ring opening and concomitant protonation of
the phenoxy moiety (MCH in Scheme 1), 3a intercalates into
(poly-dAT)2. However, before inserting into DNA, 3a has to travel
from the bulk solvent into the nucleic acid. Potentially, the probe
can visit a few binding modes before intercalation, i.e. entering
DNA by the major (path M) or by the minor (path m) groove,
as sketched in Fig. 1a. Experimentally, it is known7 from flow-
oriented LD that 3a in the presence of DNA shows one negative
peak around 420 nm. A single peak indicates that 3a has only
one binding mode. Furthermore, it was determined that the
photoprobe forms an angle of 80 � 51 with the main Z-axis of
DNA, meaning that the transition dipole moment of 3a is
parallel to the plane of the sandwiched nucleobases, and thus,
the molecule is intercalated in a sandwich-like way between the
DNA base pairs. Unfortunately, and to the best of our knowledge,
neither kinetics nor structural data of the intercalation process
of any of the derivatives of the SP family have been reported
to date. Therefore, we explore here the two possible binding
pathways to the major (M) and minor (m) groove of 3a by means
of umbrella sampling MD simulations.

As the reaction coordinate (RC) for binding to both grooves,
we define the distance between the center-of-mass of 3a and the
center-of-mass of the four nucleobases in between 3a inserts.

From the initial intercalated geometries (named M3 and m3 in
Fig. 1a), we pull out the probe from the DNA (RC B 2 Å) into the
bulk solvent up to RC = 26 Å (M1 and m1). The whole RC was
divided into 50 windows separated by 0.5 Å and the system was
allowed to oscillate around the RC for 5 ns per window – the
time at which the energy curves were converged (Sections S1
and S2, ESI†). The initial guesses for M3 and m3 were obtained
by manual docking after structural superimposition of our system
with the crystal structure of daunomycin intercalated into DNA
(PDB id. 1VTH).18 Then, the two systems were minimized and
equilibrated in explicit solvent. Due to the presence of the two
methyl groups on the indoline ring of 3a (Scheme 1), there was
only one possibility in each case for the relative orientation of
these groups with respect to the methyl group of the two thymine
units, in between the probe intercalates in the states M3 and m3.

Fig. 1b shows the obtained energy profiles for path M (blue
line) and m (red line). In both cases, the chemical probe visits
several pre-intercalative states before intercalation. However,
our calculation clearly predicts that binding to the major groove
(pathway M) is unfavorable. When 3a approaches to the DNA
through the major groove it visits only metastable states since
all the local minima between 25 and 3 Å are higher in energy
compared to the minimum M1. Moreover, the intercalated state
M3 is less stable than both the solvated state M1 (RC = 25 Å,
DE 4 3 kcal mol�1) and the local minimum M2 (at B10 Å).
Inspection of the M3 geometry reveals that the ligand’s rings
are coplanar and inserted between four nucleobases parallel to
them. In such a conformation, the binding site is highly
distorted and the hydrogen bonds between the surrounding
base pair are broken (A7:T60 and A5:T80, Fig. S1, ESI†). This
explains the unfavorable energy for the state M3.

In contrast, the intercalated state m3 is the most thermo-
dynamically stable binding mode. Along the minor groove binding
pathway, we identified several metastable pre-intercalative states of
3a (between RC = 8 Å and RC = 23 Å) that end up in the local
minimum m2 at RC = 9 Å. Since the energy of m2 is quite similar
to m1 (DE = �1.5 kcal mol�1), the binding mode m2 is reversible
and 3a could return to the bulk solvent. However, supplying only
ca. 5 kcal mol�1, 3a can overcome the energy barrier between
m2 and m3 to reach the latter intercalative state. This extra
energy is used to open the space between the nucleobases.

Fig. 2 illustrates the geometry of 3a in the m2 state. The
indoline and the phenol rings are almost co-planar with a small
rotation (ca. 151 with respect to each other, Fig. S2, ESI†) and
the molecule is parallel to the DNA backbone. The nitro group
is oriented to the same side of the ammoniumpropyl tail and
projected outwards to the solvent. In such a disposition, the
phenolic hydroxyl group establishes a hydrogen-bond with the
carbonyl oxygen of a thymine T60 (dashed line, Fig. 2a). This
interaction remains when the system is further simulated
during 100 ns without restraints. This observation, together
with the orientation of the phenol of 3a in m2 and m3, could
explain the higher experimental binding constant values for the
MCH form (3a) compared to the MC one (2a).7 Indeed, as can
be seen in Fig. 2b and 3a, the phenoxy group in 2a would face a
negatively-charged region in both m3 and m2 states, respectively.

Fig. 1 (a) Intercalation process of 3a into a 12-mer (poly-dAT)2 though
path M (major groove) and path m (minor groove). (b) Free energy profiles
(kcal mol�1) of path M (major) and m (minor) computed with umbrella
sampling MD simulations. The bootstrap error values are shown over the plots.
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In addition, the computed adaptive Poisson–Boltzmann solver
(APBS) electrostatic potential on the surface of the DNA for m2
(Fig. 2b) shows that 3a binds to a region with high negative
potential (red contour) and that the nitro group is oriented to a
positive region (blue contour). Thus, 3a establishes a large
number of contacts in the short range (ca. 243 in an inner
sphere of 4 Å) along the MD simulation, including the interactions
between the trimethylammoniumpropyl group of 3a and the
phosphate groups in the DNA.

Once 3a visits m2, the system requires ca. 5 kcal mol�1 to
make room between the four stacking nucleobases A7:T60 and
A5:T80 it binds to. Once in m3, only the phenol ring of 3a is
parallel to the planes defined by the former four nucleobases
and almost perpendicular to the main Z-axis of the DNA (Fig. 3a).
In m3, 3a establishes face-to-face p–p stacking interactions
between the phenol ring and the base pairs T6:A70 and A5:T80,
as observed for other intercalative agents.19 The distances
between the phenol ring and each of the former base pairs
are, in fact, below 4 Å. The hydrogen-bonds of the Watson–Crick
base pairs T6:A70 and A5:T80 and the surrounding A7:T60 and
T8:A50 are kept in the presence of 3a but the distance between
the nucleobases on the same strand T6 and A5 and A70 and T80 is
increased from the non-intercalative crystallographic distance of
5 Å (like between A7 and T6) to 7.1 Å and 6.3 Å, respectively.

Finally, the nitro group of 3a is again looking at a positive
potential region (Fig. 3a) and the ammoniumpropyl tail interacts
with a region with negative potential in between the phosphate
groups (Fig. 3b).

The intercalation of 3a increases the angle between the
indoline and the chromene moieties (Fig. S2, ESI†) and enlarges
the amplitude of this hampered rotation between the two rings.
This finding agrees with the larger experimental wavelength
shift in the absorption spectrum upon intercalation7 than when
going from water to chloroform in the absence of DNA, what
may indicate a conformational change to a nonplanar structure
of 3a in m3.

The substitution of the nitro group in 3a by an amidinium
group (compound 3b)8 is known to increase the binding con-
stant of the photoprobe to DNA. This effect could be due to the
specific interactions of the amidinium group, the increment in
the net positive charge in 3b, or a combination of both factors.
In order to discern between these explanations, we simulated
the binding states m2 and m3 of 3b with the (poly-dAT)2. We
directly employed the already calculated binding states m2
and m3 of 3a, as there is no experimental evidence of different
binding geometries or orientations between the nitro and the
amidinium substituted MCH (3a and 3b), except for a slight
difference in the measured angle in the flow-oriented linear
dichroism (LD) spectra.8

Our computations show that 3b in both m2 and m3 states
shares the main binding spots found in the nitro derivative
(Fig. S3, ESI†) with the amidinium group projected to the
solvent. In the m2 binding mode, the amidinium group turned
out to have no specific interaction with the DNA backbone
or with the nucleobases. Therefore, the first possibility high-
lighted above cannot explain why 3b binds stronger to DNA
than 3a. Thus, we computed the binding energies of 3a and 3b
to DNA using the molecular mechanics Poisson–Boltzmann
surface area (MM-PBSA) method.20

We considered both m2 and m3 binding modes for each of
the compounds. Table 1 collects the total solvated binding
energies of 3a and 3b to DNA and their individual terms. In
both cases, the intercalative state m3 is the most stable state
(Fig. S4, ESI†). 3b shows the largest binding energy value due to
a smaller positive (repulsive) electrostatic energy component
(DEelec) than in 3a. This term has two contributions: the
electrostatic component of the Poisson–Boltzmann solvation
energy (DEPB) and the electrostatic term in the gas phase
(DEEEL) (Table S1, ESI†). In the pre-intercalative state m2, DEelec

strongly decreases between 3a and 3b (109%) so that the
electrostatic component is so severely reduced in 3b that it
turns negative (attractive by �1.02 kcal mol�1). Therefore, one
is left to conclude that the increase of the positive charge on the
probe strengthens the binding of 3 to DNA.

With this conclusion in hand, and as a proof of concept, we
designed the photoprobe 6,4-diamidinium-MCH (3c, Scheme 1),
where an extra amidinium group was introduced in the
ortho position to the hydroxyl group of the phenol ring. This
compound – with an extra net charge – should validate our
hypothesis that additional electrostatic contributions could

Fig. 2 (a) Representative binding geometry of 3a (sticks, carbon atoms
colored in yellow) in m2 after 100 ns of unrestrained MD simulation. Only
the closest water molecules (lines) are shown. (b) The APBS-generated
electrostatic potential on the van der Waals surface of the DNA in m2 in
the presence of 3a.

Fig. 3 Representative binding geometry of 3a in m3 after 100 ns of
unrestrained MD simulation. Boxes (a) and (b) zoom-in on the detailed
orientation of the phenol and the indoline rings, respectively. Only the closest
water molecules (lines) are shown. The APBS-generated electrostatic potential
is also shown on the van der Waals surface of the DNA.
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then further increase the binding energy to DNA, and thereby,
its binding constant. The ortho position was selected since it is
chemically modifiable21 and the orientation of the group does
not interfere with the proposed m2 and m3 binding modes. The
values for the total binding energy are also shown in Table 1.
Surprisingly, we observed that the extra amidinium group of 3c
increases the binding energy only for the m2 mode, and the m3
state is less stable than the corresponding state in 3a or 3b. Note
that the role of the entropy, although significant, is not the
decisive term for the relative stability between states m2 and m3.

Fig. 4 depicts the binding energies for both the m2 and m3
binding modes of all three derivatives 3a–3c. Whereas in 3a and
3b the m2 state is always below in energy compared to m3, in 3c
the pre-intercalative state m2 competes with m3 as the most
stable binding mode. This means that, from the thermodyna-
mical point of view, 3c would not intercalate, but rather bind in
the minor groove, as other agents do.22 Our results are supported
by the fact that 3c has similar size and charge compared to other
minor groove binders (Fig. S5, ESI†) and also, like most of them,
shows pronounced AT selectivity.

These results indicate that care has to be taken in the
modulation of the electrostatic component in photoactivatable
DNA-targeting spiropyrans. Although experiments suggest that
MCH species bind to DNA better than MC due to its increased
electrostatics (e.g. 2b versus 3b),8 an excess of net positive charge
on MCH can stabilize the pre-intercalative state m2 such that

this binding site becomes competitive (e.g. 3c versus 3b); this is
e.g. the case in polyamides or diamidines, which are species
known to selectively bind AT pairs in the minor groove but not
to intercalate.22

In summary, this work indicates that the modulation of
the electrostatic potential in this family of spiropyrans can be
used as a tool to control their binding mode to DNA (minor
groove binder or intercalation). And most importantly, the
current assumption that increasing the net positive charge
on the spiropyranic photoswitcher always will favor the inter-
calation process is, at least, not generalizable and may require
further experimentation.
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DNA-Binding Mechanism of Spiropyran Photoswitches: the Role 
of Electrostatics

Davide Avagliano, Pedro A. Sánchez-Murcia* and Leticia González*

Institute of Theoretical Chemistry, Faculty of Chemistry, University of Vienna, Währinger Straße 17, 
A-1090 Vienna (Austria)

Section S1 Molecular dynamics simulation setup

The initial molecular model of the 12-mer dsDNA (poly-dAT)2 was prepared using the nab program 

implemented in AmberTools14, as described elsewhere.1,2 The MCH form of 3a was inserted into the 

dsDNA manually and minimized in vacuum following a standard protocol using sander. The resulting 

intercalated molecular model 3a:(poly-dAT)2 was used as starting geometries for the umbrella sampling 

MD studies, where both compounds were pulled out to the bulk solvent. Atom-centered ESP charges of 

3a, 3b and 3c were computed with antechamber (AmberTools17)1  following the standard procedure for 

classical MD simulation on their ab initio optimized geometries using HF/6-31G* with the Gaussian 

suite.3 Their GAFF force field parameters were computed using the module parmchk24 of Amber171 and 

the ff14SB force field parameter set5 was also used to assign the bonded and non-bonded parameters of 

compounds 3a, 3b and 3c and to describe the nucleotides of the dsDNA. Each MCH:dsDNA complex 

(e.g. 3a:dsDNA) was immersed in a cubic box of 30 Å from the solute to the border of the box filled with 

TIP3P water molecules6 and 20 Na+ to ensure electroneutrality. In addition, and in order to reproduce the 

experimental conditions reported by Andersson et al.,7 a final NaCl concentration of 1 10-5 M was 

achieved by addition of Na+ and Cl- atoms. tleap1 was used for the setup of all systems. In all cases, 

periodic boundary conditions were used, and the electrostatic interactions were computed using the 

Ewald method8 with a grid spacing of 1 Å. The cutoff distance for the non-bonded interactions was 10 

Electronic Supplementary Material (ESI) for Physical Chemistry Chemical Physics.
This journal is © the Owner Societies 2019
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Å and the SHAKE algorithm9 was applied to all bonds involving hydrogens. An integration step of 2.0 

fs was defined. Before the production phase, all the simulated systems were prepared following a 

sequential protocol: First, the system was minimized in three steps, where all the hydrogens, the solvent 

molecules (waters and counter ions) and, finally, the whole system, were sequentially minimized in 

20,000 steps. For the initial 10,000 steps, the steepest descendent algorithm was used; the last 10,000 

steps were run using the conjugate gradient algorithm. The resulting minimized solvated geometries were 

heated from 100 to 300 K in 20 ps using the Langevin thermostat10 with an integration step of 0.2 fs 

(collision frequency of 1 ps-1) but keeping the position of all the heavy atoms of the solute restrained 

with a strong harmonic constant (40 kcal-1 mol-1 Å-2). In this step, a random seed was imposed. The 

Langevin dynamics, as well as the initial velocity for the dynamics are dependent of such random 

number. After that, the imposed restrains were removed in 6 steps of 20 ps each, were the system was 

switched from a NVT (40 to 10 kcal-1 mol-1 Å-2 in 80 ps, constant volume) to a NPT (10 to 0 kcal-1 mol-

1 Å-2 in 40 ps, constant pressure) ensemble. As standard conditions, each of the MCH:dsDNA complexes 

were simulated at 300 K and constant pressure (1 atm) for three independent MD simulations of 30, 100 

or 300 ns with an integration step of 2.0 ps using the pmemd.cuda engine of single precission - fixed 

precission (SPFP)11,12 on two GeForce Nvidia GTX 1080Ti GPUs.

Section S2 Umbrella sampling 

The intercalation pathways were calculated by umbrella sampling MD simulations using Amber17.1 The 

reaction pathway was divided in 50 steps, every 0.5 Å, each one obtained with Steered Molecular 

Dynamics (SMD) simulations. The SMD simulation was run for 0.1 ns and a harmonic constant of 50 

kcal-1 mol-1 Å-2. For the umbrella sampling MD simulation the force constant was increased to 1000 kcal-1 

mol-1 Å-2 and each of the 50 windows was allowed to oscillate around the anchor potion for 5 ns with a 



3

time step of 1 fs. The energy analysis of the potential mean force was performed with the variational free 

energy profile method.13

Section S3 Binding energy analysis

The binding energy analysis was carried out with the program MMPBSA.py implemented in 

AmberTools17,1 which allows to calculate the binding free energy with the molecular mechanics 

Poisson-Boltzmann surface area (MM-PBSA).14 The entropy contribution, useful to obtain a better 

description of the order of magnitude of interaction between the two molecules, was also computed with 

the same program through normal mode analysis.15 

The MM-PBSA analysis provided us: (i) a total electrostatic energy term (∆Eelec), with includes the 

difference between the ∆EEEL term (non-bonded electrostatic energy + 1,4-electrostatic energy) in gas 

phase and the electrostatic contribution in the complex probe:DNA to the solvation free energy calculated 

by Poisson Boltzmann (∆EPB), (ii) the non-electrostatic terms: a van der Waals term (∆EvdW) and the 

nonpolar contribution to the solvation free energy (∆Enonpol), (iii) an entropy term computed using Normal 

Mode Analysis using the same frames (∆S), (iv) and finally, a total solvation free energy term (∆Gbind). 

For the binding energy analysis, in each of the MCH:dsDNA complexes we selected a window of 20 ns 

(400 snapshots) from their trajectories where the root-mean squared distance (RMSD) value (Å) for the 

complex was constant along the MD simulation. In order to obtain the electrostatic map on the dsDNA 

surface, we followed the procedure included in the CHARMM software,16,17,18 solving numerically the 

Poisson-Boltzmann equation and obtaining the electrostatic free energy on the macromolecule surface.

Section S4 Trajectories analysis and graphical representation
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The 3D representation of the complex was studied with PyMOL 1.8.6.19 The binding modes are 

interpreted with CPPTRAJ,20 a program of AmberTools17, which allows to extract important values 

from the MD trajectories, such as distances between DNA and dye contacts.

Figure S1: Intercalative geometry of 3a (sticks, carbon atoms colored in yellow) in the binding mode 
M3. The intercalation of 3a from the major groove (path M), introduces a strong perturbation into the 
dsDNA. As result, the state M3 is metastable.
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Figure S2: Distribution of the dihedral angle (º) between the two rings of 3a in the m2 (left) and m3 
(right) states along the 100ns-unrestrained MD simulations.
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Figure S3: RMSD value (Å) of 3b along the 100ns-unrestrained MD simulations in the m3 (left) and in 
the m2 (right) states. The geometries of 3a in m3 and m2 are taken as reference and only the heavy atoms 
have been considered. The RMSD values are under 2.0 Å, which indicates that 3b shares the same 
binding spots of 3a.
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Figure S4: Free energy profiles (kcal mol-1) of path m (minor) of 3b computed with US MD simulations. 
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Table S1. Total binding energy (∆Gbind, kcal mol-1) and individual terms used for its calculation.

cmp 
(charge

)

bind.
mode

∆EEEL ∆EPB ∆Eelec 

(∆EEEL  + 

∆EPB)

∆EvdW ∆Enon-pol ∆EvdW+non-

pol
∆GMMPBSA -T∆S Total 

∆Gbind

3a 
(+2) -1112.69± 

1.04
1128.5 ± 

1.03
15.81 ± 

0.14
-55.17 ± 

0.19
-4.32 ± 

0.01
-59.49 ± 

0.19
-43.69 ±  

0.32
-21.73 ± 

0.09
-21.96 ± 

0.24

3b 
(+3) -1643.37 ± 

2.06
1653.47 ± 

2.02 10.1 ± 0.40 -55.78 ± 
0.26

-4.62 ± 
0.40

-60.4 ± 
1.33

-50.31± 
0.36

-20.96 ± 
0.17

-29.35 ± 
0.33

3c 
(+4)

m3

-2155.88 ± 
4.39

2126.97 ± 
4.35

11.09 ± 
0.59

-50.71 ± 
0.49

-4.57 ± 
0.03

-55.28 ± 
0.49

-44.19 ± 
0.61

-26.42 ± 
0.37

-17.77 ± 
0.74

3a 
(+2) -997.49 ± 

1.09
1008.31 ± 

1.17
10.82 ± 

0.22
-37.72 ± 

0.25
-3.23 ± 

0.01
-40.95 ± 

0.25
-30.27 ± 

0.24
-20.97 ± 

0.02
-9.29 ± 

0.47

3b 
(+3) -1448.37 ± 

1.78
1447.35 ± 

1.88
-1.02 ± 

0.60
34.16 ± 

0.23
-3.22 ± 

0.01
-37.38 ± 

0.23
-38.40 ± 

0.34
-23.88 ± 

0.13
-14.52 ± 

0.36

3c 
(+4)

m2

-2032.87 ± 
7.62

2020.81 ± 
7.63

-12.07 ± 
0.39

-29.91 ± 
0.42

-3.19 ± 
0.02

-33.1 ± 
0.42

-45.17 ± 
0.74

-24.71 ± 
0.26

-20.46 ± 
0.61
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Figure S5: Structural superimposition of the intercalated 3c (carbon atoms colored in yellow) into 12-
mer (poly-dAT)2 and the crystal structures of minor groove binders berenil (C-atoms colored in blue, 
PDB id. 1D30) and DAPI (C-atoms colored in magenta, PDB id. 2DBE).21,22
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& Spiro Compounds

Spiropyran Meets Guanine Quadruplexes: Isomerization
Mechanism and DNA Binding Modes of Quinolizidine-Substituted
Spiropyran Probes

Davide Avagliano,[a] Pedro A. S#nchez-Murcia,*[a] and Leticia Gonz#lez*[a, b]

Abstract: The recent delivery of a fluorescent quinolizidine-
substituted spiropyran, which is able to switch in vivo and

bind to guanine quadruplexes (G4) at physiological pH

values, urged us to elucidate its molecular switching and
binding mechanism. Combining multiscale dynamical stud-

ies and accurate quantum chemical calculations, we show
that, both in water and in the G4 environment, the switch-

ing of the spiropyran ring is not promoted by an initial pro-
tonation event—as expected by the effect of low pH solu-
tions—but that the deprotonated merocyanine form is an

intermediate of the reaction leading to the protonated open
species. Additionally, we investigate the binding of both de-

protonated and protonated open forms of merocyanine to

c-MYC G4s. Both species bind to G4s albeit with different hy-
drogen-bond patterns and provide distinct rotamers around

the exocyclic double bond of the merocyanine forms. Alto-
gether, our study sheds light on the pharmacophoric points

for the binding of these probes to DNA, and thereby, con-
tributes to future developments of new G4 binders of the re-
markable family of quinolizidine-substituted spiropyrans.

Introduction

Guanine quadruplexes (G4s) are non-canonical secondary
structures that can be adopted by particular guanine-rich se-
quences.[1] They are constituted by stacked guanine tetrads (G-

tetrads), formed by four guanine bases interacting with each
other through Hoogsteen hydrogen bonding, and chelating a

central metal cation. Depending on the relative orientation of
the phosphate backbone, strand direction, and specific base-
sequence, these guanine-reach RNA or DNA can fold following
different patterns and resulting in a wide diversity of topologi-

cal families of G4s.[2, 3] G4s have been found to be abundant in
cancer-related genes as well as in the telomeres of the chro-
mosomes, and in recent years they have emerged as promising
therapeutic targets to silence oncogenes.[4] For these reasons,

it is important to identify new probes that bind, stabilize,
probe, or damage G4s.[5, 6]

Quinolizidine-substituted spiropyran (QSP, see Scheme 1) is a
fascinating example of an organic fluorescent dye with the
ability to specifically target G4s over single- and double-strand-

ed DNA. QSP can change its fluorescence emission maximum
spatiotemporally, switching from its closed spiropyran form to

the open protonated merocyanine form (QMCH) in acid media
(e.g. , inside a lysosome) or upon binding in vivo to G4s of reg-
ulatory genes such as c-MYC under physiological pH.[7] In the
QMCH form, the emission is redshifted to 610 nm compared

with the QSP form (emission at 458 nm). The evidence that
QSP opens to QMCH in acid environment as well as in the
presence of c-MYC G4 (at neutral pH values), suggests that the
conversion from QSP to QMCH is a proton-mediated process.
Although other spiropyran derivatives have been observed to

isomerize in the presence of acid as well, they require more
severe conditions (e.g. , trifluoroacetic acid):[8] indoline benzo-

spiropyran (BIPS) derivatives present lower pKa values than
QSP (pKa&5.9) making pH-mediated opening under physiolog-
ical conditions inviable. Thus, quinolizidine-spiropyrans consti-

tute a unique family of probes to be used in vivo.

Scheme 1. Quinolizidine-substituted spiropyrans (QSP) isomerizes to the pro-
tonated merocyanine (QMCH) under acid conditions or by DNA G4 binding.
Bonds for the definition of the QMCH isomers are shown in blue (a, b, g).[9]

[a] D. Avagliano, Dr. P. A. S#nchez-Murcia, Prof. Dr. L. Gonz#lez
Institute of Theoretical Chemistry, Faculty of Chemistry
University of Vienna
W-hringer Straße 17, 1090 Vienna (Austria)
E-mail : pedro.murcia@univie.ac.at

leticia.gonzalez@univie.ac.at

[b] Prof. Dr. L. Gonz#lez
Vienna Research Platform on Accelerating Photoreaction Discovery
University of Vienna
W-hringer Straße 17-A, 1090 Vienna (Austria)

Supporting information and the ORCID identification number(s) for the au-
thor(s) of this article can be found under :
https ://doi.org/10.1002/chem.202001586.

T 2020 The Authors. Published by Wiley-VCH GmbH. This is an open access
article under the terms of the Creative Commons Attribution License, which
permits use, distribution and reproduction in any medium, provided the
original work is properly cited.

Chem. Eur. J. 2020, 26, 13039 – 13045 T 2020 The Authors. Published by Wiley-VCH GmbH13039

Chemistry—A European Journal
Full Paper
doi.org/10.1002/chem.202001586



The protonation mechanism of SPs has been extensively dis-

cussed. Wojtyk and co-workers[8] employed 1H NMR and UV/Vis
spectroscopy to show that the protonated species of 6-nitro
BIPS is spontaneously generated upon protonation of the

oxygen in the presence of increasing concentrations of acid
(Scheme 2 a). The authors proposed that the SPH species acts
as an ‘unreactive sink’, trapping 6-nitro BIPS SP and competing
with the SP!MCH opening process. The addition of an extra

base to SPH restores the concentration of SP, and in the pres-
ence of proper light illumination, promotes the switching to

the open MC/MCH species. More recently, Browne and co-

workers[10] showed that under controlled pH conditions and
UV irradiation both, MC and MCH E-isomers of unsubstituted

and 6-nitro BIPS can be formed in solution. Nevertheless, the
access to the E-isomer of the MCH species required the UV illu-

mination of SP for at least one of the steps. It must be stressed
that the E-isomer of the exocyclic double bond in MCH (b-

bond in Scheme 2 a) can present an ensemble of rotamers

owing to the relative orientation of the two rings with respect
to the exocyclic double bond (a and g bonds).[9] The TTC

isomer (E-E-Z for a, b, and g bonds, respectively) has been re-
ported to be the most stable form of both MC and MCH spe-

cies.[11]

In contrast to the former BIPS derivatives, QSP points to a

different switching mechanism where no light is required and
where protonation seems to be involved. However, no details
in that regard—except for some initial structure-based design

campaign[7]—are known owing to the absence of theoretical
calculations. As shown in Scheme 2 b, the ring opening from
QSP to QMCH requires the breaking of the sigma bond Cspiro@
O and the protonation of this oxygen. Thus, depending on the

order of these two processes, there will be at least two possi-
ble reaction mechanisms (paths A and B, Scheme 2 b). The aim

of the present work is twofold: first, we identify the most prob-
able chemical pathway to activate QSP in solution at low pH
values and the nature of its intermediate species. Subsequent-

ly, we provide an atomistic molecular model for the binding
mode of QSP to the parallel-stranded G4 of the c-MYC promot-

er,[12] beyond static molecular docking studies,[7] by using ex-
tensive molecular dynamics simulations up to the ms-scale. To

fulfil these aims, we employ state-of-the-art complementary

approaches including quantum mechanical (QM), mixed quan-
tum and classical molecular mechanical (QM/MM), and molecu-

lar dynamics (MD) simulations. The results provide a compre-
hensive picture of QSP chemistry, from solution to its binding

to G4 upon thermal opening.

Scheme 2. (a) The protonation of BIPS SP prevents SP from evolving to MCH. (b) Two possible reaction mechanisms for the QSP–QMCH switching process in
solutions with low pH values.
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Results and Discussion

First of all, we investigated the two possible reaction mecha-
nisms leading to the formation of QMCH from QSP (recall

Scheme 2 b). In path A, the protonation of QSP occurs first,
with the formation of either a QSPH intermediate or a transi-

tion state (TS), before QMCH is generated. In path B, the QSP
ring opening and formation of QMC is followed by the subse-

quent protonation. In contrast to A, in B protonation would

not affect the kinetics of the QSP opening, but the thermody-
namics of the process.

The reaction mechanism was investigated by using steered
QM/MM MD simulations together with two-dimensional um-

brella sampling (2D-US) calculations, both in explicit water so-
lution and bound to c-MYC G4 (see computational details in
Sections S1–S3 of the Supporting Information). These simula-

tions allowed us to (i) observe the Cspiro@O bond breaking,
(ii) explicitly include the effect of the water or DNA environ-

ment in the reaction, and (iii) explore two reaction coordinates
independently. The systematic exploration of the potential

energy surfaces provided stationary points and the minimum
free energy pathway. The two reaction coordinates are defined

as the bond breaking between the carbon Cspiro and the

oxygen O atoms of the spiro-junction (RC1) and the proton
transfer to O from a water molecule (Hwater) of the solvent (RC2 ;

see Figure 1 a). Although Whereas RC1 is defined as a single
distance between two atoms, RC2 is specified as a linear com-

bination of Owater@Hwater and Ospiro@Hwater distances. In the QM/
MM calculations, the QM region—treated with the Density

Functional Tight-Binding (DFTB3) semiempirical level of

theory[13]—contains the probe and a water molecule.
Figure 1 b shows the 2D-US free energy profile of the reac-

tion in water, where 600 windows were required to cover the
full 2D free energy space (Figures S1 and S2 in the Supporting

Information). Through these simulations, four local minima
were identified: the initial QSP, two unprotonated open forms

of QMC (QMC1 and QMC2), and the product QMCH (Figure 1 c).

The QMCH species is the thermodynamically most stable and,
hence, the formation of a previous protonated QSPH species is
unfeasible, neither as a TS nor as an intermediate. In contrast,
the two minima, corresponding to the unprotonated QMC1

and QMC2 intermediates, are thermally accessible through a
transition state TSQSP-QMC lying at 5 kcal mol@1. Importantly, once

the system reaches the transition state, it can evolve either to
the QMC metastable intermediates or directly to the QMCH
species. This means that the pH of the aqueous solution can

determine the chemical pathway to get QMCH. These results
suggest, therefore, that path B is more probable in solution

than path A, as no initial protonation of the QSP species is nec-
essary to reach QMCH.

The two QMC isomers (QMC1 and QMC2) are almost degen-

erate in energy (&4 kcal mol@1) in agreement with the fact
that the merocyanine species can adopt different isomers with

respect to the double bond (b-bond). The two obtained rotam-
ers correspond to the E-isomer of the double bond and differ

in their relative orientation of the phenyloxy group with re-
spect to the nitrogen of the indoline (i.e. , rotation around the

a-bond). To obtain an accurate estimation of the energetics of

all stable geometries, four structures, corresponding to possi-
ble combinations of rotations around the a/g-bonds, were op-
timized at a higher level of theory (Møller–Plesset second-
order perturbation theory, using the resolution of identity ap-
proximation and a large basis set, RI-MP2/def2-TZVP, Figure 1 c,
Scheme 3, and Supporting Information) with an implicit de-

scription of the aqueous solution (the conductor-like screening
COSMO method,[14] see Section S4 in the Supporting Informa-
tion). Only E-isomers were explored as no Z-species were

found in our 2D-US studies and the E-isomers have been
shown experimentally to be thermodynamically more stable

for benzoindolic spiropyrans.[8]

Figure 1. (a) Definition of the reaction coordinates RC1 and RC2 (a) as a dis-
tance and a linear combination of distances, respectively. (b) 2D free energy
surface (kcal mol@1) for the reaction QSP!QMC/QMCH computed by means
of 2D steered and umbrella sampling QM/MM MD simulations in explicit
aqueous solvent. The zero energy is set to the QSP minimum and each con-
tour line represents a difference of 0.5 kcal mol@1. (c) Geometries of the local
minima identified in the 2D-US energy surface after optimization in implicit
solvent (RI-MP2/def2-TZVP@COSMO). The distance for RC1 is highlighted
with a two-headed arrow. TTC and TTT differ in the cis$trans rotation with
respect to the g bond.
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Among the four possible QMC conformations, the TTC and
TTT isomers (corresponding to the QMC1 and QMC2 geometries

obtained in the 2D free energy surface, respectively, Figure 1 c)
are the energetically lowest minima, with an energy difference

of only 0.05 kcal mol@1 between them. Thus, both TTC and TTT

isomers are equally stable in water. The computed relative en-
ergies agree with the DFT results for the 6-nitro BIPS deriva-

tives. In addition, we also computed the relative energy of the
E-isomers of QMCH. In this case, the protonation of the phenol

oxygen changes slightly the relative stability, resulting in the
TTC isomer being 2.08 kcal mol@1 lower in energy than TTT

(Scheme 3 b). Our RI-MP2 calculations agree well with previous

experimental data[7, 10] and with the results of the 2D-US simu-
lation. In summary, QSP would populate—based on the ther-

modynamics—mainly the TTC isomer of QMC(H) in solution
and the protonation would not promote the thermal ring

opening.
We then investigated what happens in the G4 context : does

the polynucleotide change the reaction mechanism? To

answer this question, we studied the reaction in the local envi-
ronment of G4 with the same methodology. As no structure of

QSP bound to G4 is available, we superimposed QSP with the
ligand position of a quindoline/c-MYC G4 complex (PDB id:

2L7V)[12] and relaxed the whole system with the MD simulation
protocol described in Section S1 (in the Supporting Informa-

tion). As in solution, the probe and the water molecule closest
to the oxygen of the spiropyran were considered in the QM
region and the same definition for the reaction coordinates
RC1 and RC2 was used, as well as the same number of windows
(600) and data points (1000 per window, 600 000 total ; see

Section S3 in the Supporting Information).
The obtained 2D free energy surface is shown in Figure 2 a,

along its predicted stationary points for QSP, QMC, and QMCH.

Accordingly, the pathway leading to QMCH is presumably the
same as in water (path B of Scheme 1). The energy barrier of

TSQSP-QMC, as well as the relative energies of the QMCH and
QMC minima are comparable to those in water. However, in

the presence of G4, only the TTC isomer of the QMC form is
identified. Further, a new local minimum, Z-QMCH (RC1 = 3.1 a,

RC2 = 1.2 a) is found in the 2D free energy surface (Figure 2 a).
This isomer corresponds to the Z-isomer identified previously

by Browne et al.[10] for the 6-nitro BIPS (SPH, Scheme 2 a),
where the oxygen of the spiropyran is protonated and the

Cspiro@O bond broken. In the gas-phase optimized geometry

(RI-MP2/def2-TZVP), the distance between the Cspiro and the O
atoms is 2.71 a. In this geometry, the two rings around the

exocyclic double bond (b-bond) are not co-planar, with a dihe-

Scheme 3. Relative stability of stable rotamers of the cis-trans E-isomer with respect to the a/b bond (TTC, TTT, CTT, CTC) of QMC (a) and QMCH (b) species
calculated at RI-MP2/def2-TZVP@COSMO level of theory. The zero of the Gibbs energy (kcal mol@1, 300 K) is set to the most stable isomer TTC.

Figure 2. (a) Two-dimensional free energy surface (kcal mol@1) for the open-
ing QSP!QMC/QMCH when bound to G4. The zero energy is set to the
QSP minimum and each contour line represents a difference of 0.5 kcal
mol@1. (b) Identified geometry (Z-MCH + WAT) and optimized geometry of
the Z-MCH intermediate at RI-MP2/def2-TZVP level of theory in the gas
phase.
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dral angle of 148. The steric repulsion of the two methyl
groups on C3 of the indoline ring with the oxygen atom of Z-

QMCH prevents the co-planarity of both p-systems. This angle
is slightly larger in the geometry obtained in our 2D-US explo-

ration (248, Z-QMCH++WAT, Figure 2). According to these re-
sults, Z-QMCH would then be accessible through thermal equi-

librium from the more stable QMCH, whereas in the case of 6-
BIPS derivatives it requires UV-light irradiation. Interestingly, Z-
QMCH was not found in our previous 2D-US exploration in

water. The electrostatic environment exerted by the G4 (poly-
anion, phosphate groups negatively charged) may be responsi-

ble for the relative stabilization of this positively charged Z-
isomer intermediate.

In summary, our results indicate that the thermal opening of
QSP to form QMCH is not a proton-assisted process neither in

water nor bound to G4. As soon as QSP opens, it forms the E-
QMC species, which, in the presence of protons in solution
(i.e. , aqueous solution at physiological pH), evolves to the
more stable QMCH species. In the DNA context, QSP follows
the same reaction mechanism. However, the electrostatics of

the environment allows the isomerization between Z-QMCH
and E-QMCH, the latter species being the most stable one. In

both cases, the pH value of the solution will control the QMC/

QMCH ratio. At low pH values or physiological pH, the equilib-
rium will be shifted to QMCH. At high pH values, it is expected

to have a representative population of QMC. The role of the
DNA may be the same as the one of an excess of protons: as

G4 binds more strongly to QMCH species over QSP or QMC, it
will shift the equilibrium towards the QMCH:G4 complex. This

chemical equilibrium is different from other SP derivatives. The

quinolizidine substitution increases the thermodynamic stabili-
ty of the QMC with respect to the closed QSP isomer, owing to

its structural and chemical nature (i.e. , tertiary amine group vs.
-NO2 group in 6-nitro BIPS), which was the result of a struc-

ture-based G4 probe design.[6] These features make the QSP an
excellent candidate as a G4 probing system.

To validate the former hypothesis, we performed all-atom

MD simulations, binding the three species QSP, QMC, and
QMCH to the parallel-stranded DNA G4 of the promoter c-
MYC. To this end, the three species QSP, QMC, and QMCH were
positioned on the surface of the external G-tetrads at the 3’-
end of the DNA by superimposition of each of the compounds
with one of the quindoline molecules present in the solution

structure of a 2:1 quindoline-c-MYC G4 (template structure:

PDB id: 2L7V).[12] Then, three independent 300 ns MD simula-
tions were carried out for each system for a total of 0.9 ms

each, to efficiently explore the conformational space without
restraints (Section S1 in the Supporting Information). As found

for other spiropyran forms when binding to DNA,[15] the QSP
species does not show a stable binding mode to G4; indeed,

after a few ns, QSP moves into the bulk solvent (data not

shown). In contrast, QMC and QMCH bind to G4 owing to their
planar extended p system, stacking with the guanine rings of

upper G-tetrads at the 3’-terminus. Figure 3 a shows the struc-
tural superposition of the final geometries obtained from the

three independent MD trajectories for QMC:G4 and QMCH:G4
complexes. Although for QMCH all three trajectories ended up

in a similar binding mode, in QMC we found more than a

single solution (Figure S3 in the Supporting Information). In
the most stable binding mode of QMC (Table 1, QMC simula-

tion 2), the probe interacts through its negatively charged
oxygen with the exocyclic amine group of G19 (dashed line
Figure 3 b and Figure S4 in the Supporting Information). How-
ever, in the other two QMC simulations, this interaction is miss-
ing and the binding with the macromolecule is mainly through

p-stacking interactions with the surrounding guanines (simula-
tions 1 and 3, figure not shown). In contrast, the hydroxyl
group of QMCH is hydrogen bonded with the carbonyl oxygen
on C-2 of T20 (Figure 3 b). The 3’-terminus, where A22 is locat-
ed, shows high mobility along the simulation time, but the
most stable complex (Table 1, simulation 1) is formed when

Figure 3. (a) Superimposition of the final geometries of the three independ-
ent fully relaxed MD simulations for both QMC and QMCH. Top and lateral
views are provided. The geometries of each of the three independent MD
simulation are colored in red, blue, and green, respectively, and the probe is
shown as sticks. (b) Detail of the binding mode of QMC and QMCH to G4
obtained from one of the MD simulations. Only the surrounding nucleobas-
es and the upper G-tetrad + K+ ion are shown for simplicity. The backbone
is shown as a ribbon. Two solutions are shown for QMCH on the bottom as
an example of the mobility of A22 and show the flipping of the 3’-terminal
A22 when QMCH binds, peculiar of the QMCH:G4 complex.
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the 3’-terminus folds around the probe as shown in Figure 3 b.

This kind of interaction has been already reported for similar

G4 probes.[16, 17]

The indoline ring shows higher mobility than the chromene-

quindoline one along the MD simulations. This property can
be measured by monitoring the evolution of the dihedral

angle around the a-bond (Figure 4) along the simulation time,
as this bond connects the indoline ring to the exocyclic

double bond. QMC simulations show a dihedral angle between

@50 and 50 degrees around the a- bond, which corresponds

to a cis conformation whereas for QMCH mostly trans a-bond

conformers are found. In contrast, the dihedral angle control-

ling the g-bond is fixed as cis in QMCH but varies to cis and
trans in QMC. This means that the major conformer of QMCH

is TTC and both CTC and TTC isomers dominate QMC. The hy-
drogen bond between the quinolizidine hydroxyl group of

QMCH (absent in QMC) and G4 (see Figure 3 c) explains the ‘ri-
gidity’ of the quinolizidine ring with a cis conformation of the

g-bond, and thereby, the preference for the TTC isomer.

Finally, we analyzed the binding energies of QMC and
QMCH along the three different MD simulations by using the

MM-ISMSA method[18] (Table 1 and Section S5 in the Support-
ing Information).

In all the simulations, QMCH binds more strongly to G4 than
QMC (DEQMC/QMCH&10 kcal mol@1). Looking at the energy de-

composition, the van der Waals component (vdW) is the larg-

est term in both complexes. Both species present comparable
values for this term, but the electrostatics make a difference,

with an extra stabilization of approximately 8 kcal mol@1 in
QMCH. In contrast to QMC, QMCH is positively charged, and as

a general trend in other merocyanine species, this favors its in-
teraction with DNA.[15] These binding energies agree with the

data obtained from the 2D free energy surface shown in

Figure 2, that is, QMCH is the absolute minimum, supporting
the initial hypothesis of QMCH species being the strongest
binder to G4.

Conclusion

In summary, we unraveled the molecular mechanism govern-
ing the binding of the fluorescent quinolizidine-substituted
spiropyran QSP to c-MYC G4. We described the QSP ring open-

ing to the QMC/QMCH open forms and characterized the dy-
namical binding of these merocyanine isomers to the macro-

molecule. The calculations show that the opening of QSP is
not a proton-assisted process, and the QMC species is an inter-

mediate, both in solution and in G4. In the latter case, G4

would trap the QMCH form, shifting the chemical equilibrium
QSP$QMC/QMCH towards the protonated form. A similar

effect can be expected at low pH value solutions. Extensive
MD simulations on the ms-scale with QMC and QMCH bound

to c-MYC G4 support that QMCH is the strongest G4 binder,
showing a major rotamer around the E-double b-bond, which

Table 1. Binding energy (kcal mol@1) of QMCH and QMC to c-MYC G4 and its components along the MD simulations computed with MM-ISMSA.[18]

Energy components[a, b]

Simulation vdW Electrostatics L desolv. R desolv. Nonpolar Total

QMCH
1 @55.19:3.97 @8.95:0.59 @0.29:0.11 11.49:0.93 @2.54:0.11 @55.48:3.85
2 @47.77:4.30 @8.76:0.53 @0.08:0.44 10.94:0.90 @2.47:0.17 @48.14:4.50
3 @50.05:1.73 @8.63:0.49 @0.22:0.07 10.93:0.66 @2.41:0.05 @50.39:2.03
QMC
1 @48.68:6.07 @0.17:0.29 3.13:0.40 11.06:1.29 @2.57:0.32 @37.24:5.45
2 @52.86:3.11 @0.73:0.15 2.34:0.22 10.06:1.01 @2.64:0.13 @43.28:2.64
3 @42.02:2.79 @9.18:0.58 @0.63:0.16 13.20:1.01 @2.31:0.09 @40.94:2.09

[a] vdW = van der Waals, L desolv. = ligand desolvation, R desolv. = receptor desolvation. [b] A window of 20 ns was analyzed for each simulation.

Figure 4. Time evolution of dihedrals a and g (degree) along the three inde-
pendent 300 ns MD simulations (red, black, and yellow points, respectively)
of QMCH and QMC bound to G4. As an illustration, the two dihedrals are
shown on the structure of the TTT isomer (@1808, 1808) of QMC. For each of
the dihedrals, values of approximately 08 correspond to a cis conformation
and values close to :1808 to a trans rotamer. In all cases, only the trans
isomer of the b-double bond is considered.
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share a common binding site. QMC, in contrast, presents
higher degrees of rotations and not a common binding mode.

These results shed light on the structural features that govern
the binding of QSP to G4s and open up a great opportunity to

use the found structural models to design novel SP derivatives
with enhanced G4 binding activity.
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Section S1:  System setup and classical molecular dynamics simulations 
 
The initial cartesian coordinates of the complexes between the QSP, QMC and QMCH forms and the DNA guanine 

quadruplex (G4) of the promotor c-MYC were obtained by manual superimposition of the julolidine moiety of QSP 

with the quindoline ligand at the 3’-flank in the NMR-solved structure quindoline:DNA G4 deposited in the Protein 

Data Bank (PDB id. 2L7V). The force field parameters for the molecular dynamics (MD) for the three forms of the 

probe were generated following the general procedure described elsewhere[1] (geometry optimization and atom-

centered ESP charge computed at the HF/6-31G* level) and their atom types were described as GAFF atom types. 

The Amber force field ff14SB[2] was used for the description of the system. The QSP:DNA G4 complex was solvated 

with a box of ~12500 TIP3P water molecules with a distance from the solute to the border of 20 Å. 18 Na+ (QSP, 

QMC) or 17 Na+ (QMCH) atoms were added to ensure the electroneutrality of the system. Before running the 

QM/MM (quantum mechanical/molecular mechanics) MD studies, the system was initially minimized in three steps 

where the hydrogen atoms, the solvent molecules and all the system were sequentially minimized. After that, the 

system was heated from 100 to 300 K in 20 ps using a time step of 0.2 fs and the weak-coupling thermostat. For 

this step the position of the all the heavy atoms on the ligand and DNA G4 had to be restrained (harmonic constant 

= 40 kcal-1 mol -1 Å-2). Finally, the restrains were gradually removed in 6 steps (6 x 20 ps) and the system switched 

from an NVT ensemble (steps 1-4) to an NPT ensemble (steps 5 and 6). In all the simulations, periodic boundary 

conditions were used, and the electrostatic interaction were treated with the Ewald method (grid space of 1 Å and 

cutoff distance of 10 Å). The ligand:DNA G4 complexes were further simulated for 3 x 300 ns. A random seed was 

placed in the heating step for the generation of the three independent simulations. The SHAKE algorithm was used 

to treat the bonds where hydrogen atoms were involved. 
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Section S2: Two-dimensional umbrella sampling (2D-US) QM/MM MD simulation  
 
The equilibrated snapshots after heating of QSP in solution or QSP:G4 QSP obtained in Section S1 were used as 

initial geometries for the umbrella sampling (US) studies after a short MD minimization (see Section S1). QSP and 

the closest water molecule to the spiropyran oxygen were treated at the density functional tight binding method 

version 3 (DFTB3)[3] whereas the rest of the system (c-MYC G4, solvent molecules and counter ions) were treated 

with force fields. A cut off of 10 Å was defined for the electrostatic interactions between the QM and MM. Two 

reaction coordinates (RC) were defined for the QSP ring opening: the distance between C and O atoms of the 

spiro-junction of the probe (O-C bond cleavage, RC1) and the linear combination of distances of the distances 

Owater-Hwater and Hwater-Ospiro (proton transfer, RC2). The reaction pathway was explored by means of 2ps-steered 

QM/MM MD dynamics imposing a harmonic restraint (50 kcal-1 mol -1 Å-2) for both RC1 and and RC2. Six different 

reaction pathways with RC-values (1.2 < RC1 < 6) Å and (-1.2 < RC2 < 1.2) were defined to efficiently explore the 

energy surface. 50 points per trajectory along the chemical pathway were printed. Then, these snapshots were 

used as initial geometries for the 2D-US. Each of the windows in the 2D-US QM/MD MD study was allowed to 

oscillate for 5 ps around the reaction coordinate value (harmonic constant = 100 kcal-1 mol -1 Å-2 and a time step of 

0.1 fs). The 2D free energy landscape was constructed using the maximum likelihood principle implemented in the 

variational Free Energy Profile (vFEP) method.[4]  
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Section S3: Umbrella Sampling partition scheme 
 
We partitioned the (RC1, RC2) space in up to six sub-regions, as shown in Figure S1. Region 1 represents the 

exploration of all the range of both two coordinates from the respective starting (RC1=1.2 Å, RC2=-1.2 Å) and final 

(RC1 = 6 Å, RC2 = 1.2) values of interest. Region 2 is the opening (RC1= 1.2:6.0 Å) with proton assistance (RC2 = -

1.2:0 Å). Region 3 is the opening (RC1= 1.2:6.0 Å) mediated by the proton transfer (RC2 = 0:1.2 Å). Regions 4 and 

5 represent the effect of the protonation (RC2 = -1.2:1.2 Å) in the first and the second part of the ring opening 

process, respectively. Finally, region 6 was explored to sample the possible protonation of the close formed before 

the ring opening occurs. 

 

 
Figure S1: Schematic representation of reaction coordinates partitioning for the 2D-QM/MM-US calculation. 
 
In total, we got 600 umbrella sampling windows (~600000 data points) that were used to calculate the free energy 

profile. The use of a large number of data is mandatory to get a converged surface. As example, Figure S2 shows 

how the FEP surface changes when the number of data increases.  
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Figure S2. Free energy profiles (kcal mol-1) obtained with increasing number of input data (from left to right, from 
top to bottom: 50, 100, 150, 200, 250 and 300 windows). The 0 of the energy is referred to the QSP minimum and 
each contour line represents a difference of 1 kcal mol-1. 
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Section S4: Geometry optimization by means of Møller-Plesset second order perturbation theory 
calculations 
 
Ground state geometry optimizations of the open forms of QSP in their different forms (unprotonated (QMC) and 

protonated (QMCH) merocyanine, and the protonated spiropyran (QSPH)) were performed with Møller-Plesset 

second order perturbation theory using the resolution of identity approximation (RI-MP2) and the def2-TZVP basis 

set. The zero-point energy correction to the Gibbs free energies at 298 K were included by means of frequency 

calculations. The four possible QMC isomers exocyclic double bound and the possible relative orientations of the 

indoline N and O atoms were taken into account in the calculations. The Z-isomers of the double bond were not 

considered because are known to be higher in energy. All the quantum chemical calculations were run using the 

TURBOMOLE suite, version 7.2.[5] The optimized geometries are reported below in section S6 in xyz format 

compound name//number of atom//electronic energy//atomic coordinates) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



7 
 

Section S5:  Binding energy calculation 
 
The binding free energies were calculated using the program MM-ISMSA.[6] For each of the simulations, the last 

50 ns were considered. Before running the energy analysis, the snapshots every 10 ns were cold down in 1 ns 

from 300 to 100 K by means of unrestrained MD simulations. MM-ISMSA estimates solvent-corrected binding 

energies as well as their per-residue decomposition into van der Waals, Coulombic, apolar, and desolvation 

ligand/receptor contributions, using a sigmoidal, distance-dependent function for the dielectric. 

 

 

 

 

 

 
 

Figure S3. Root-mean squared deviation (RMSd, Å) of the complexes QMCH:G4 (left) and MC:G4 (right) long 
the 3 independent 300-ns MD simulations.  
 
 

 
Figure S4. Distance (Å) between the spiropyran oxygen of QMCH (left) and QMC (right) and the O2 of T21 and 
the NH2 group of G20, respectively, along the 3 independent 300-ns MD simulations. Whereas in QMCH the three 
simulations ended up in the same solution, in the case of QMC this interaction is only present in the first simulation 
(red line). 
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Section S6: Cartesian coordinates of RI-MP2/def2-TZVP optimized geometries 
 
QSP 
   56 
ELECTRONIC ENERGY = -1151.79461 a.u. 
 C     0.104629     0.890035    -0.234721 
 C     0.543649     1.303201    -1.496828 
 C     1.316771     2.464803    -1.566587 
 C     1.648369     3.199048    -0.435042 
 C     0.169483     0.497655    -2.632372 
 C    -0.408356    -0.707299    -2.454231 
 C    -0.643976    -1.247392    -1.084924 
 O    -0.724721    -0.185886    -0.102248 
 N     0.386433    -2.200901    -0.691987 
 C    -0.155313    -2.960512     0.349494 
 C    -1.553281    -2.903565     0.306134 
 C    -1.954668    -2.064594    -0.879901 
 C     0.505853    -3.693876     1.329472 
 C    -0.272810    -4.393882     2.258067 
 C    -1.665600    -4.348173     2.215210 
 C    -2.317246    -3.598051     1.228067 
 H    -3.401679    -3.552179     1.198217 
 H    -2.244757    -4.892097     2.952495 
 H     0.219913    -4.971218     3.032751 
 H     1.588107    -3.727150     1.382006 
 H    -0.650303    -1.343108    -3.296189 
 H     0.377928     0.866749    -3.632937 
 C    -3.170897    -1.181888    -0.653102 
 H    -3.070525    -0.588907     0.254637 
 H    -3.311342    -0.502677    -1.498790 
 H    -4.065343    -1.804973    -0.570032 
 C    -2.201210    -3.005370    -2.064864 
 H    -2.990882    -3.710745    -1.796613 
 H    -2.527803    -2.453074    -2.949808 
 H    -1.301524    -3.575014    -2.308295 
 C     0.418383     1.584855     0.930871 
 C     1.206545     2.751758     0.834021 
 C    -0.090332     1.059693     2.246169 
 C     0.642868     1.700847     3.414148 
 C     0.769422     3.192924     3.174689 
 N     1.579958     3.431638     1.994521 
 C     2.452103     4.467802    -0.576422 
 C     3.085264     4.870933     0.745672 
 C     2.034537     4.800053     1.836982 
 H     0.007694    -0.030072     2.262519 
 H    -1.165504     1.261174     2.322841 
 H     0.113948     1.511020     4.351270 
 H     1.648591     1.281518     3.506769 
 H     1.263762     3.683696     4.017032 
 H    -0.232676     3.643818     3.067160 
 H     1.195519     5.475438     1.593510 
 H     2.446760     5.121185     2.797127 
 H     3.899280     4.187249     1.002317 
 H     3.498995     5.880628     0.686508 
 H     1.795774     5.275852    -0.920595 
 H     3.214034     4.334160    -1.349386 
 C     1.755285    -1.739389    -0.573117 
 H     2.424403    -2.601107    -0.538274 
 H     1.912978    -1.131037     0.327896 
 H     2.008386    -1.144845    -1.451382 
 H     1.664125     2.808248    -2.538927 
 

 
QSPH 
   57 
ELECTRONIC ENERGY = -1152.17919 a.u. 
 C    -0.076271     1.166795     0.318707 
 C     0.318961     1.335251    -1.027784 
 C     1.184016     2.422972    -1.290573 
 C     1.674458     3.260185    -0.315789 
 C    -0.155197     0.597000    -2.156748 
 C    -0.745703    -0.636736    -2.280418 
 C    -0.836993    -1.695598    -1.345657 
 O    -0.991100     0.185401     0.596971 
 N     0.097482    -2.049786    -0.480270 
 C    -0.346563    -3.113304     0.341421 
 C    -1.618016    -3.491842    -0.082741 
 C    -2.016591    -2.631135    -1.245568 
 C     0.323815    -3.721176     1.393840 
 C    -0.346570    -4.763364     2.034749 
 C    -1.621076    -5.165649     1.622136 
 C    -2.269311    -4.537138     0.555943 
 H    -3.257016    -4.859894     0.244464 
 H    -2.112918    -5.979586     2.141542 
 H     0.130124    -5.269611     2.865522 
 H     1.309070    -3.408379     1.717990 
 H    -1.238627    -0.835713    -3.228592 
 H    -0.080926     1.150033    -3.092567 
 C    -3.309632    -1.851061    -0.991670 
 H    -3.231321    -1.248718    -0.086305 
 H    -3.525770    -1.188178    -1.832192 
 H    -4.140708    -2.550447    -0.879830 
 C    -2.129281    -3.469796    -2.530485 
 H    -2.935758    -4.196040    -2.411758 
 H    -2.366259    -2.837175    -3.388198 
 H    -1.203063    -4.012021    -2.730829 
 C     0.404082     1.981310     1.341205 
 C     1.290665     3.045093     1.038676 
 C    -0.037238     1.721025     2.759861 
 C     0.908233     2.374640     3.757250 
 C     1.160693     3.810562     3.348254 
 N     1.768561     3.851966     2.029169 
 C     2.574175     4.412220    -0.673388 
 C     3.443189     4.791051     0.513940 
 C     2.552841     5.039202     1.714132 
 H    -0.067751     0.642094     2.953265 
 H    -1.053555     2.105981     2.918210 
 H     0.486775     2.338996     4.763502 
 H     1.861538     1.840056     3.773549 
 H     1.848726     4.294694     4.043695 
 H     0.221898     4.383829     3.358057 
 H     1.889290     5.895161     1.524074 
 H     3.149214     5.276433     2.597967 
 H     4.143580     3.983484     0.744690 
 H     4.026513     5.688858     0.301390 
 H     1.962359     5.274147    -0.962773 
 H     3.181115     4.147867    -1.542086 
 C     1.436660    -1.503453    -0.389649 
 H     2.120565    -2.317221    -0.152646 
 H     1.482132    -0.734372     0.385227 
 H     1.698470    -1.058364    -1.348039 
 H     1.474419     2.603600    -2.322681 
 H    -1.357405     0.352850     1.478839 
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QMC_CTC 
   56 
ELECTRONIC ENERGY = -1151.75953 a.u. 
 C     0.944291    -0.650938    -5.257444 
 C     1.464379    -0.136006    -3.973223 
 C     2.421472     0.926098    -4.002734 
 C     2.857117     1.505538    -5.154501 
 C     1.072707    -0.623555    -2.737786 
 C     0.093372    -1.611531    -2.502337 
 C    -0.304569    -2.154409    -1.304921 
 O     0.152668    -1.617080    -5.328777 
 N     0.277243    -2.061079    -0.067770 
 C    -0.495984    -2.713404     0.897886 
 C    -1.600157    -3.308847     0.283128 
 C    -1.548725    -3.024655    -1.192191 
 C    -0.276528    -2.807465     2.268330 
 C    -1.203278    -3.536756     3.018347 
 C    -2.305619    -4.143841     2.415840 
 C    -2.510575    -4.031783     1.036272 
 H    -3.368952    -4.502935     0.567570 
 H    -3.009427    -4.700714     3.023279 
 H    -1.062114    -3.625742     4.089541 
 H     0.564186    -2.325062     2.752689 
 H    -0.440715    -1.955570    -3.380305 
 H     1.533386    -0.129333    -1.885348 
 C    -2.791348    -2.268718    -1.666167 
 H    -2.920842    -1.343724    -1.100671 
 H    -2.701660    -2.018447    -2.725752 
 H    -3.681759    -2.887901    -1.528420 
 C    -1.365954    -4.317577    -1.996047 
 H    -2.238395    -4.963446    -1.865151 
 H    -1.253257    -4.091817    -3.059140 
 H    -0.479793    -4.859578    -1.659291 
 C     1.380721     0.025569    -6.455794 
 C     2.299890     1.061699    -6.419705 
 C     0.773066    -0.453829    -7.742168 
 C     0.946617     0.576956    -8.845169 
 C     2.376202     1.083138    -8.845686 
 N     2.680210     1.716983    -7.575578 
 C     3.936130     2.553528    -5.125311 
 C     3.839094     3.466773    -6.334680 
 C     3.827371     2.604808    -7.580155 
 H    -0.281742    -0.677416    -7.564480 
 H     1.228134    -1.407916    -8.033408 
 H     0.702394     0.152694    -9.822286 
 H     0.279632     1.426868    -8.674432 
 H     2.530653     1.827920    -9.630741 
 H     3.070483     0.248595    -9.036394 
 H     4.771261     2.037322    -7.648312 
 H     3.755671     3.221850    -8.479864 
 H     2.917195     4.054258    -6.297395 
 H     4.683041     4.160270    -6.371786 
 H     4.918377     2.063525    -5.140320 
 H     3.876771     3.114579    -4.189050 
 C     1.594927    -1.540491     0.213958 
 H     1.996615    -2.059408     1.084520 
 H     1.579306    -0.466595     0.418190 
 H     2.243047    -1.733165    -0.641733 
 H     2.829799     1.271647    -3.053854 
 

 
 
QMC_CTT 
   56 
ELECTRONIC ENERGY = -1151.75881 a.u. 
 C     1.702926    -2.490082    -0.434958 
 C     1.029066    -1.182978    -0.226862 
 C     1.827132    -0.013960    -0.042091 
 C     3.187458    -0.052641    -0.056046 
 C    -0.346894    -1.195466    -0.220930 
 C    -1.204801    -0.091246    -0.006800 
 C    -2.576313    -0.067498    -0.036754 
 O     1.058134    -3.545160    -0.577652 
 N    -3.447779    -1.046309    -0.443879 
 C    -4.771636    -0.654120    -0.228300 
 C    -4.796514     0.646729     0.279994 
 C    -3.383716     1.144282     0.415215 
 C    -5.940891    -1.373837    -0.454159 
 C    -7.152813    -0.740293    -0.166044 
 C    -7.190484     0.562203     0.332110 
 C    -6.003075     1.266533     0.559512 
 H    -6.030681     2.279104     0.950230 
 H    -8.145151     1.026745     0.549230 
 H    -8.079983    -1.277992    -0.329061 
 H    -5.929203    -2.392831    -0.821764 
 H    -0.753408     0.859538     0.258860 
 H    -0.763642    -2.187968    -0.352031 
 C    -3.061536     1.515167     1.863580 
 H    -3.232358     0.665158     2.526858 
 H    -2.017587     1.823095     1.959609 
 H    -3.696507     2.343434     2.189150 
 C    -3.136347     2.335374    -0.516737 
 H    -3.773286     3.175533    -0.227150 
 H    -2.093331     2.656929    -0.460791 
 H    -3.362619     2.069548    -1.551279 
 C     3.147242    -2.483059    -0.485998 
 C     3.869275    -1.315432    -0.313611 
 C     3.811196    -3.798527    -0.770324 
 C     5.236871    -3.594310    -1.254806 
 C     5.935705    -2.586927    -0.361684 
 N     5.246728    -1.309730    -0.413875 
 C     3.986599     1.184884     0.247712 
 C     5.353835     1.126554    -0.409703 
 C     6.025710    -0.162832     0.013191 
 H     3.209691    -4.336683    -1.506956 
 H     3.797510    -4.422618     0.130994 
 H     5.791555    -4.535865    -1.256886 
 H     5.234716    -3.206220    -2.277385 
 H     6.965392    -2.418868    -0.687464 
 H     5.970460    -2.962918     0.673555 
 H     6.171166    -0.164368     1.106882 
 H     7.014467    -0.254882    -0.444153 
 H     5.255830     1.140442    -1.499032 
 H     5.969098     1.979533    -0.112564 
 H     4.129187     1.264325     1.333439 
 H     3.423574     2.068672    -0.063224 
 C    -3.101148    -2.264052    -1.143837 
 H    -3.961127    -2.580498    -1.733128 
 H    -2.821831    -3.068375    -0.458964 
 H    -2.266574    -2.069402    -1.817845 
 H     1.343711     0.942168     0.142604 
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QMC_TTC 
   56 
ELECTRONIC ENERGY = -1151.76334 a.u. 
 C     1.873780    -1.556998    -0.617503 
 C     1.261269    -0.282917    -0.185501 
 C     2.118649     0.830471     0.079525 
 C     3.471552     0.779906    -0.058468 
 C    -0.101485    -0.105872    -0.016283 
 C    -1.101620    -1.077401    -0.215045 
 C    -2.449883    -0.870914    -0.040525 
 O     1.205112    -2.592601    -0.835296 
 N    -3.357409    -1.872918    -0.260131 
 C    -4.661862    -1.446519    -0.016687 
 C    -4.632423    -0.105878     0.377029 
 C    -3.203969     0.378790     0.393593 
 C    -5.856595    -2.152706    -0.117939 
 C    -7.036494    -1.470428     0.188379 
 C    -7.019722    -0.131766     0.581630 
 C    -5.808335     0.561151     0.678449 
 H    -5.794415     1.602588     0.984840 
 H    -7.950967     0.371686     0.813178 
 H    -7.982116    -1.995927     0.118097 
 H    -5.889889    -3.192411    -0.420341 
 H    -0.751122    -2.052908    -0.526863 
 H    -0.400353     0.891397     0.298508 
 C    -2.818220     0.811056     1.812991 
 H    -2.956664    -0.014923     2.513640 
 H    -1.777371     1.132469     1.864229 
 H    -3.454249     1.641756     2.130298 
 C    -3.031781     1.523213    -0.612084 
 H    -3.669913     2.363601    -0.326034 
 H    -1.998511     1.869982    -0.650281 
 H    -3.321097     1.197229    -1.613270 
 C     3.305925    -1.562888    -0.798691 
 C     4.083849    -0.446288    -0.536804 
 C     3.900317    -2.843667    -1.309185 
 C     5.289489    -2.612460    -1.880117 
 C     6.093276    -1.751232    -0.925114 
 N     5.448331    -0.461951    -0.755743 
 C     4.326324     1.955823     0.329032 
 C     5.639439     1.947304    -0.433583 
 C     6.294037     0.595752    -0.235752 
 H     3.224200    -3.264391    -2.057490 
 H     3.936354    -3.582939    -0.500147 
 H     5.807024    -3.559607    -2.051918 
 H     5.220203    -2.091424    -2.839328 
 H     7.099559    -1.568087    -1.310747 
 H     6.196112    -2.262013     0.046187 
 H     6.512941     0.442000     0.834765 
 H     7.245780     0.542092    -0.771187 
 H     5.462807     2.106486    -1.501251 
 H     6.305554     2.737323    -0.077592 
 H     4.549729     1.904156     1.402579 
 H     3.770080     2.882573     0.166071 
 C    -2.974791    -3.199478    -0.684332 
 H    -3.867566    -3.805994    -0.813198 
 H    -2.325567    -3.665957     0.060927 
 H    -2.431789    -3.152446    -1.631448 
 H     1.660486     1.754099     0.430932 
 

 
 
QMC_TTT 
   56 
ELECTRONIC ENERGY = -1151.76134 a.u 
 C     1.975316    -2.027077    -5.432329 
 C     2.161133    -1.117652    -4.273006 
 C     2.795915     0.144740    -4.477595 
 C     3.213629     0.557556    -5.705139 
 C     1.704701    -1.570369    -3.057718 
 C     1.749123    -0.891432    -1.818778 
 C     1.276419    -1.414754    -0.641851 
 O     1.475660    -3.159514    -5.304492 
 N     1.335818    -0.730367     0.547571 
 C     0.789042    -1.473230     1.593335 
 C     0.349626    -2.701029     1.092467 
 C     0.625462    -2.769927    -0.389467 
 C     0.655996    -1.141063     2.937911 
 C     0.063797    -2.085862     3.779798 
 C    -0.378322    -3.315766     3.291866 
 C    -0.236262    -3.630202     1.936219 
 H    -0.580265    -4.586810     1.555370 
 H    -0.834185    -4.029492     3.967925 
 H    -0.052599    -1.853843     4.832387 
 H     0.991643    -0.191070     3.336235 
 H     2.175700     0.105524    -1.789075 
 H     1.269613    -2.562673    -3.104170 
 C    -0.695165    -2.924122    -1.154649 
 H    -1.363885    -2.089578    -0.933144 
 H    -0.534603    -2.963862    -2.232494 
 H    -1.188105    -3.849812    -0.846286 
 C     1.583799    -3.930649    -0.685120 
 H     1.123835    -4.871338    -0.371185 
 H     1.816182    -4.000376    -1.748323 
 H     2.517359    -3.804549    -0.132575 
 C     2.381982    -1.529856    -6.727208 
 C     2.969581    -0.285505    -6.869772 
 C     2.105586    -2.422131    -7.901615 
 C     2.131395    -1.632833    -9.199741 
 C     3.355255    -0.737162    -9.223290 
 N     3.310355     0.202077    -8.116512 
 C     3.973655     1.846390    -5.857211 
 C     3.782218     2.431096    -7.245211 
 C     4.157550     1.371052    -8.259170 
 H     1.139655    -2.908691    -7.745752 
 H     2.841230    -3.234507    -7.931295 
 H     2.142483    -2.298471   -10.066343 
 H     1.240433    -1.002828    -9.274444 
 H     3.399645    -0.154746   -10.147169 
 H     4.270047    -1.349335    -9.170753 
 H     5.222814     1.107756    -8.143687 
 H     4.025866     1.743528    -9.278599 
 H     2.738736     2.721518    -7.397618 
 H     4.406288     3.316912    -7.387793 
 H     5.044345     1.653619    -5.708914 
 H     3.666512     2.546098    -5.075619 
 C     1.897581     0.590346     0.671381 
 H     1.849756     0.906317     1.710407 
 H     1.340797     1.305039     0.058599 
 H     2.942979     0.592859     0.350179 
 H     2.988877     0.792054    -3.625540 
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QMCH_CTC 
   57 
ELECTRONIC ENERGY = -1152.18104 a.u. 
 C     1.863283     0.903793    -0.255247 
 C     1.189884    -0.328983    -0.061439 
 C     2.005156    -1.466537     0.152933 
 C     3.376678    -1.424780     0.166777 
 C    -0.212095    -0.522322    -0.069566 
 C    -1.219668     0.416387    -0.154068 
 C    -2.599890     0.150718    -0.114993 
 O     1.091884     2.001724    -0.494088 
 N    -3.237525    -0.979746    -0.422069 
 C    -4.630393    -0.856961    -0.194079 
 C    -4.896305     0.441363     0.232361 
 C    -3.606126     1.203950     0.297317 
 C    -5.614870    -1.822763    -0.352991 
 C    -6.923385    -1.430168    -0.068134 
 C    -7.213700    -0.129212     0.352377 
 C    -6.201483     0.821402     0.506757 
 H    -6.436840     1.827812     0.836339 
 H    -8.240631     0.142434     0.565894 
 H    -7.726535    -2.149610    -0.173053 
 H    -5.396592    -2.836856    -0.664708 
 H    -0.955342     1.464111    -0.157043 
 H    -0.500936    -1.559179     0.081918 
 C    -3.308651     1.705527     1.714529 
 H    -3.309061     0.880940     2.429948 
 H    -2.336142     2.201038     1.750981 
 H    -4.074233     2.423807     2.015220 
 C    -3.596008     2.364551    -0.708700 
 H    -4.376300     3.079275    -0.438978 
 H    -2.636161     2.884938    -0.693740 
 H    -3.790231     2.008153    -1.722177 
 C     3.246335     1.000760    -0.211002 
 C     4.029646    -0.169783    -0.015657 
 C     3.901912     2.348454    -0.376606 
 C     5.326402     2.333202     0.156333 
 C     6.058017     1.131067    -0.401613 
 N     5.385096    -0.094518     0.000586 
 C     4.187996    -2.677740     0.350757 
 C     5.536651    -2.341652     0.963668 
 C     6.213464    -1.290434     0.108676 
 H     3.336081     3.114189     0.167108 
 H     3.908460     2.639283    -1.434614 
 H     5.848666     3.250808    -0.120156 
 H     5.316736     2.267757     1.247237 
 H     7.078903     1.086446    -0.018776 
 H     6.117080     1.189902    -1.497586 
 H     6.427180    -1.691977    -0.891622 
 H     7.164732    -0.984808     0.549590 
 H     5.405715    -1.954533     1.977954 
 H     6.173796    -3.226034     1.022327 
 H     4.343671    -3.159362    -0.621374 
 H     3.633682    -3.384864     0.971842 
 C    -2.667542    -2.166944    -1.036838 
 H    -3.417041    -2.600077    -1.697164 
 H    -2.383958    -2.902392    -0.282297 
 H    -1.794288    -1.876356    -1.619458 
 H     1.670522     2.762485    -0.651452 
 H     1.513308    -2.424685     0.303860 

 
 
QMCH_CTT 
   57 
ELECTRONIC ENERGY = -1152.18103 a.u. 
 C     1.714737    -2.379056    -0.406075 
 C     1.025814    -1.143904    -0.292951 
 C     1.815722     0.022510    -0.185532 
 C     3.187227    -0.009528    -0.161931 
 C    -0.386758    -1.143417    -0.292095 
 C    -1.202713    -0.043461    -0.130738 
 C    -2.606534    -0.033656    -0.103451 
 O     0.939452    -3.494582    -0.507655 
 N    -3.451463    -0.955929    -0.570020 
 C    -4.794680    -0.602398    -0.292239 
 C    -4.805150     0.638162     0.339414 
 C    -3.391242     1.114288     0.497918 
 C    -5.949333    -1.319574    -0.575172 
 C    -7.157434    -0.729161    -0.201567 
 C    -7.190337     0.520203     0.423753 
 C    -6.011902     1.217581     0.701223 
 H    -6.046968     2.185150     1.190648 
 H    -8.145408     0.950020     0.701297 
 H    -8.085143    -1.252823    -0.398609 
 H    -5.933756    -2.294856    -1.045875 
 H    -0.750622     0.919280     0.079773 
 H    -0.841422    -2.122788    -0.371843 
 C    -3.020534     1.305078     1.972738 
 H    -3.187402     0.387484     2.540049 
 H    -1.972244     1.594018     2.074693 
 H    -3.638362     2.095190     2.404592 
 C    -3.147683     2.402602    -0.300936 
 H    -3.780754     3.197851     0.098105 
 H    -2.107308     2.724281    -0.218473 
 H    -3.392785     2.263537    -1.355629 
 C     3.098710    -2.456340    -0.426543 
 C     3.860839    -1.266319    -0.282538 
 C     3.773629    -3.792631    -0.602419 
 C     5.213352    -3.619135    -1.060706 
 C     5.900781    -2.598751    -0.177862 
 N     5.215748    -1.317109    -0.265362 
 C     3.985090     1.253361     0.009779 
 C     5.351850     1.101299    -0.634930 
 C     6.029035    -0.123583    -0.056936 
 H     3.238153    -4.390235    -1.349029 
 H     3.752932    -4.354975     0.339347 
 H     5.747420    -4.569966    -1.017969 
 H     5.237171    -3.266844    -2.095035 
 H     6.932664    -2.442080    -0.495870 
 H     5.923479    -2.943940     0.865046 
 H     6.221035     0.016657     1.015677 
 H     6.991330    -0.300678    -0.542009 
 H     5.249108     0.983218    -1.717217 
 H     5.974058     1.979144    -0.451223 
 H     4.112498     1.462011     1.078352 
 H     3.434122     2.094798    -0.416290 
 C    -3.115420    -2.127684    -1.360855 
 H    -3.954234    -2.345644    -2.018942 
 H    -2.922186    -2.991075    -0.721968 
 H    -2.232786    -1.908315    -1.960741 
 H     1.507832    -4.277546    -0.518773 
 H     1.329776     0.990260    -0.105394 
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QMCH_TTC 
   57 
ELECTRONIC ENERGY = -1152.18407 a.u. 
 C     1.962457    -1.569754    -0.658688 
 C     1.269662    -0.400011    -0.253345 
 C     2.064435     0.740486     0.020511 
 C     3.433111     0.750295    -0.067857 
 C    -0.128558    -0.268108    -0.095865 
 C    -1.122521    -1.206221    -0.283326 
 C    -2.485816    -0.934807    -0.086032 
 O     1.214029    -2.680983    -0.911906 
 N    -3.417153    -1.870031    -0.303273 
 C    -4.713391    -1.398127    -0.003805 
 C    -4.606576    -0.072487     0.406926 
 C    -3.159889     0.342236     0.384601 
 C    -5.926055    -2.071499    -0.077148 
 C    -7.065207    -1.348735     0.277846 
 C    -6.979031    -0.014869     0.686068 
 C    -5.745720     0.637314     0.755568 
 H    -5.688518     1.671991     1.076747 
 H    -7.883244     0.518133     0.954805 
 H    -8.033022    -1.833794     0.236595 
 H    -6.006544    -3.106822    -0.384025 
 H    -0.842401    -2.203441    -0.586365 
 H    -0.432678     0.726587     0.213414 
 C    -2.714157     0.733312     1.800924 
 H    -2.863434    -0.095994     2.495281 
 H    -1.664387     1.024967     1.832179 
 H    -3.315242     1.578087     2.143906 
 C    -2.968023     1.488607    -0.619784 
 H    -3.573003     2.342065    -0.306364 
 H    -1.928074     1.809727    -0.679046 
 H    -3.294448     1.186612    -1.617003 
 C     3.341503    -1.594518    -0.803148 
 C     4.104757    -0.436359    -0.488132 
 C     4.015232    -2.852686    -1.289714 
 C     5.410819    -2.557580    -1.817511 
 C     6.159732    -1.712179    -0.809506 
 N     5.457331    -0.456843    -0.590285 
 C     4.224341     1.978279     0.289102 
 C     5.541233     1.988943    -0.467877 
 C     6.270658     0.689384    -0.197595 
 H     3.428881    -3.308533    -2.096390 
 H     4.077448    -3.587806    -0.477445 
 H     5.953813    -3.485636    -2.004759 
 H     5.345671    -2.010145    -2.761183 
 H     7.159854    -1.470310    -1.172632 
 H     6.273434    -2.253742     0.140012 
 H     6.535915     0.614467     0.865968 
 H     7.198251     0.637877    -0.771688 
 H     5.359939     2.086459    -1.541859 
 H     6.167676     2.826889    -0.156569 
 H     4.427086     1.982720     1.366166 
 H     3.632922     2.870537     0.072304 
 C    -3.141997    -3.219122    -0.771971 
 H    -4.073921    -3.674050    -1.094547 
 H    -2.703004    -3.815606     0.029518 
 H    -2.457332    -3.180189    -1.618313 
 H     1.557404     1.649874     0.334448 
 H     1.808547    -3.410861    -1.140286 

 
 
QMCH_TTT 
   57 
ELECTRONIC ENERGY = -1152.17833 a.u. 
 C     1.736422    -1.857495    -5.534949 
 C     1.939353    -1.086344    -4.353393 
 C     2.668238     0.122313    -4.499258 
 C     3.220930     0.516240    -5.687970 
 C     1.492264    -1.554425    -3.104206 
 C     1.532169    -0.872002    -1.900911 
 C     1.140184    -1.418542    -0.674429 
 O     1.020102    -3.017881    -5.526563 
 N     1.176942    -0.703995     0.459787 
 C     0.782173    -1.472946     1.574670 
 C     0.451474    -2.748936     1.126825 
 C     0.644466    -2.821730    -0.364620 
 C     0.711068    -1.101554     2.911303 
 C     0.278308    -2.076407     3.810671 
 C    -0.063549    -3.360599     3.378787 
 C     0.020378    -3.709785     2.028796 
 H    -0.244190    -4.710181     1.702732 
 H    -0.395653    -4.094687     4.103118 
 H     0.208729    -1.830100     4.863375 
 H     0.978865    -0.112815     3.262365 
 H     1.893262     0.149369    -1.895408 
 H     1.105329    -2.567066    -3.070411 
 C    -0.705655    -3.108966    -1.038135 
 H    -1.435954    -2.337292    -0.786780 
 H    -0.618349    -3.160372    -2.123765 
 H    -1.086119    -4.069012    -0.683112 
 C     1.695734    -3.888488    -0.700161 
 H     1.347494    -4.859890    -0.342683 
 H     1.874877    -3.964174    -1.773186 
 H     2.643961    -3.663788    -0.207796 
 C     2.265747    -1.491039    -6.758339 
 C     3.031133    -0.297735    -6.854601 
 C     2.002639    -2.345848    -7.967552 
 C     2.192475    -1.542087    -9.242096 
 C     3.523016    -0.820600    -9.188437 
 N     3.569310     0.074404    -8.035211 
 C     4.055357     1.762068    -5.780679 
 C     3.958480     2.344146    -7.180305 
 C     4.375024     1.284770    -8.178656 
 H     0.993304    -2.755127    -7.905238 
 H     2.682941    -3.204826    -7.961502 
 H     2.163114    -2.193284   -10.117511 
 H     1.392129    -0.804753    -9.348711 
 H     3.677380    -0.210022   -10.079212 
 H     4.350531    -1.539528    -9.129775 
 H     5.437308     1.036497    -8.053565 
 H     4.240173     1.641399    -9.201841 
 H     2.931998     2.658678    -7.388403 
 H     4.604969     3.216607    -7.291451 
 H     5.101946     1.517944    -5.563859 
 H     3.730137     2.479856    -5.024476 
 C     1.592765     0.685506     0.545110 
 H     1.346785     1.066192     1.531898 
 H     1.059979     1.276132    -0.200128 
 H     2.669026     0.770559     0.383603 
 H     2.852149     0.740883    -3.626349 
 H     0.416137    -3.019672    -4.771944  
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ABSTRACT: Photoelectron imaging of the isolated adenosine-5′-triphosphate dianion
excited to the 1ππ* states reveals that electron emission is predominantly parallel to the
polarization axis of the light and arises from subpicosecond electron tunneling through
the repulsive Coulomb barrier (RCB). The computed RCB shows that the most probable
electron emission site is on the amino group of adenine. This is consistent with the
photoelectron imaging: excitation to the 1ππ* states leads to an aligned ensemble
distributed predominantly parallel to the long axis of adenine; the subsequent electron
tunneling site is along this axis; and the negatively charged phosphate groups guide the
outgoing electron mostly along this axis at long range. Imaging of electron tunneling from
polyanions combined with computational chemistry may offer a general route for probing
the intrinsic photo-oxidation site and dynamics as well as the overall structure of complex
isolated species.

Photo-oxidation is an important source of biological
damage, especially in DNA and its derivatives. All of the

nucleobases possess bright 1ππ* states that can readily absorb
ultraviolet light. Adenine in particular is a common nucleobase,
as it is present not only as one of the four DNA bases but also
in adenosine triphosphate (ATP) and nicotinamide adenine
dinucleotide, which are central to cell energy distribution and
metabolism, respectively.1,2 To gain an understanding of the
intrinsic photoresponse of such molecules, gas-phase spectros-
copy in conjunction with electronic structure theory has played
an important role.3,4 For example, gas-phase environments
have been used to probe the decay dynamics of photoexcited
nucleobases,5−8 nucleotides9 and oligonucleotides;10 the
ionization potentials of the nucleobases in nucleotides;9,11

their geometric structures;12−16 and their photodissociation
products.17,18 The phosphate groups render most nucleotide
derivatives negatively charged, and therefore, multiple
phosphates lead to polyanions. While ubiquitous in the
condensed phase, a polyanion of charge Q can also exist in
the gas phase, but with the unique property that oxidation
leads to a repulsive Coulomb barrier (RCB) between the
departing electron and the remaining molecule with overall
charge Q + 1.19−22 Here we exploit the unique properties of
the RCB to determine the location of photo-oxidation in
isolated doubly deprotonated adenosine-5′-triphosphate dia-
nions, [ATP−H2]

2−, and as a crude probe of its molecular
structure.
The electronic RCB arises from a balance between short-

range attraction and long-range repulsion and has been
extensively studied both theoretically20,21,23 and experimen-
tally.22,24 The latter has been conveniently enabled by
photoelectron (PE) spectroscopy of the polyanion.19,22,25−27

Consider a dianion, as in the case of [ATP−H2]
2−. In the

absence of photoexcited states, the RCB height shown in
Figure 1a can be directly measured from an electron kinetic
energy (eKE) cutoff in the PE spectrum below which a PE
cannot be emitted. If an excited state of the dianion lies below
the RCB but higher than the adiabatic detachment energy
(ADE) of the dianion, then the excited state will be a
resonance and will be metastable with respect to electron
tunneling through the RCB. This scenario is shown in Figure
1a. The tunneling lifetime can be directly measured using time-
resolved PE spectroscopy.28 Moreover, the RCB is not
isotropic and depends on the relative location of the charged
sites with respect to the departing electron. This anisotropy
can be clearly seen in the computation of the RCB and in
principle can be probed experimentally through PE imaging.29

However, to do so requires a connection between the
laboratory and molecular frames of reference, as the experi-
ment probes only the laboratory-frame PE angular distribution.
Such a connection can be most conveniently attained through
photoexcitation of a chromophore with a known transition
dipole moment, as has been shown for a model dianion.30

While PE spectroscopy of polyanions has been predominantly
an academic curiosity, there have been some PE spectroscopic
measurements on polyanionic DNA fragments.17,31−39 In
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particular, Schinle et al.34 performed a study of adenosine
diphosphate, [ADP−H2]

2−, and [ATP−H2]
2−. For the latter,

they observed no PE emission for excitation at 4.66 eV,
although the photodetachment action spectrum by Cercola et
al.17 clearly suggests that such emission should be present.
Here we observe this emission, show that it arises from
resonance tunneling, and, with the aid of electronic structure
calculations, reveal that photo-oxidation leads to electron
emission from the amino group of adenine.
Figure 1b shows the PE spectrum of mass-selected [ATP−

H2]
2− taken with 4.66 eV light pulses derived from either a

nanosecond laser (∼5 ns pulse duration) or a femtosecond
laser (∼80 fs pulse duration). The PE spectra using the
different light sources are essentially indistinguishable and
show a dominant detachment feature that peaks at eKE = 0.55
eV with a slight shoulder at higher eKE. The PE spectra were
obtained from their respective PE images, an example of which
is shown in the Figure 1b inset. The PE feature at eKE = 0.55
eV is correlated with the intense anisotropic inner ring. The
anisotropy of this feature peaks parallel to the polarization axis
of the light, ε. The PE angular distribution, I(θ) ∝ 1 +
1/2β2[3 cos2(θ) − 1], where θ is the angle between ε and the
velocity vector of the emitted electron, can be quantified using
the anisotropy parameter β2.

40−42 For the dominant feature at
eKE = 0.55 eV, β2 = +0.69 ± 0.07.
Schinle et al.34 determined the adiabatic and vertical

detachment energies of [ATP−H2]
2− to be 3.35 ± 0.11 and

4.01 ± 0.08 eV, respectively, and estimated the RCB to have a
height of ∼1.9 eV. Accordingly, the PE spectra in Figure 1b
would arise from resonance tunneling. We verified this using
time-resolved PE spectroscopy, which probed the initially
excited state pumped at 4.66 eV with a 1.55 eV probe photon.
The probe detaches a fraction of the excited-state population
generating the electron signal at higher eKE. Concomitantly,
the peak at 0.55 eV is depleted as less population is available to
tunnel. The integrated time-resolved PE signal over the energy
range 0.9 < eKE < 2.0 eV, which probes the excited-state
population as a function of the pump−probe delay time, t, is
shown in Figure 1c, together with a fit to the data. The
measured excited state lifetime is 190 ± 30 fs. This decay
depends on the electron tunneling lifetime, τtun, as well as any
other decay processes that may compete, such as internal
conversion, which is known to be fast in adenine following
excitation to the 1ππ* states.5,6 Unfortunately, the signal-to-

noise ratio in the time-resolved PE spectra was insufficient to
allow further data analysis. However, Cercola et al.17 measured
the relative quantum yields of electron emission and
photodissociation. Assuming a simple competitive first-order
kinetic model might then suggest that τtun is ∼2.5 times the
observed lifetime, allowing us to estimate τtun as ∼475 fs.
Figure 2 shows the computed RCB for [ATP−H2]

− + e− in
the xz plane containing the adenine ring system, as shown.
Details of the calculation of the RCB are given in section S1.2
in the Supporting Information, as well as a larger region of the
plane (Figure S2). The loss of a π electron from adenine
results in an RCB that is highest near the phosphate groups,
where most of the negative charge resides. However, the
potential energy is also highly structured on adenine itself. The
lowest-energy saddle point of the RCB can be found at the
amino group, as is more clearly shown in Figure 2b, and has a
computed barrier height of 0.57 eV. Although this is different
from the 1.9 eV RCB estimated by Schinle et al.,34 caution
should be applied regarding the previous PE spectrum. First,
the PE spectrum by Schinle et al. was taken at a photon energy
of 6.42 eV, which is likely to be resonant with excited states of
not just the nucleobase but also the sugar and phosphate. It has
been shown that the presence of resonances can lead to
significant complications in terms of assigning the RCB from
the PE spectrum.22 Second, at a photon energy of 6.42 eV,
electron emission (direct or by tunneling) can arise from
several sites of [ATP−H2]

2−, and it is not known a priori
which one results in the strongest signal.11 In the present
experiment, the photon energy of 4.66 eV is resonant only with
excited states localized on the nucleobase, ensuring that the
electron is removed exclusively from the nucleobase.43 In a
separate experiment, we focused the femtosecond 4.66 eV light
in the interaction region to obtain the two-photon resonance-
enhanced PE spectrum shown in Figure 3a. This shows an
onset of the eKE signal at ∼5.2 eV, which yields the ADE
associated with the nucleobase: ADEA = 2 × 4.66 − 5.2 = 4.1
eV. However, the highest occupied molecular orbital is also on
the nucleobase, so this measured ADEA is probably equivalent
to the ADE of [ATP−H2]

2−. The computed RCB is consistent
with our measurements. Given τtun < 1 ps, the resonance
leading to the peak at eKE = 0.55 eV will be near the lowest
RCB saddle point (as previously seen for the fluorescein
dianion),28 which is energetically close to the calculated RCB
height of 0.57 eV. The RCB for a plane perpendicular to the

Figure 1. (a) Schematic of the repulsive Coulomb barrier (RCB), indicating its height as a function of the distance between [ATP−H2]
− and the

free electron, and the adiabatic detachment energy (ADE). (b) Photoelectron spectra of [ATP−H2]
2− taken at 4.66 eV with femtosecond (blue)

and nanosecond (black) light pulses. The inset is a photoelectron image of [ATP−H2]
2− taken at 4.66 eV with nanosecond light pulses, with the

polarization vector, ε, indicated. (c) Integrated pump−probe photoelectron signal following excitation to 1ππ* states.
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nucleobase was also computed (see Figure S3), but the
emission barrier along the yz plane was found to be higher than
that along the xz plane. While the signal at 0.55 eV is
consistent with tunneling through the RCB, it may also arise
from direct detachment or autodetachment from the 1ππ*
states. We explored these possibilities by measuring the PE
spectra over a range of photon energies from 4.43 to 4.77 eV
(280 to 260 nm) as shown in Figure 3b. The PE peak at eKE =
0.55 eV does not shift despite the change in hν by 0.34 eV,
which should be readily observable. This observation excludes
direct detachment. Autodetachment could still be consistent,
but in that case, the electron simply tunnels through a different
potential barrier and does not affect the following arguments
concerning the angular distributions. Finally, we briefly
comment on the possibility that the peak at 0.55 eV arises
from thermionic emission (i.e., statistical electron emission
from the ground state of the dianion following internal
conversion from the 1ππ* states). After all, some ground-state
recovery does take place, as shown by Cercola et al.17 By
delaying an electronic gate on the detector, we showed that all
of the electron emission takes place within 100 ns, thus
excluding thermionic emission, which proceeds on a much

longer time scale. Moreover, the photoelectron spectrum and
angular distribution would be inconsistent with such a process.
An electron produced by tunneling will subsequently move

along a trajectory determined by the RCB. Given the RCB in
Figure 2a, intuition suggests that such a trajectory will avoid
the high potential associated with the phosphate groups. The
PE image inset in Figure 1b in principle contains this
directional information. The resonance initially excited on
the nucleobase involves the optically bright states of adenine,
the 1ππ* states.44−46 Our calculations show that the transition
with the highest oscillator strength is of this character (for
details, see the Supporting Information). Upon excitation with
linearly polarized light of polarization ε, only those [ATP−
H2]

2− molecules within a cos2 φ distribution will be excited,
where φ is the angle between ε and the transition dipole
moment (TDM). In Figure 2, [ATP−H2]

2− has been aligned
in such a way that the vertical axis (z) is aligned with the TDM
of the brightest transition. Hence, from Figure 2 we anticipate
that the PE will be emitted predominantly parallel to ε. This is
consistent with the PE image in Figure 1b and its positive β2
value.
In principle, one could simulate the emission using classical

molecular dynamics (MD) of an electron under the influence
of the RCB.47 However, we refrained from performing such a
simulation here because there are several factors that would
undermine such a quantitative prediction and potentially even
the qualitative reasoning provided thus far. First, the ions are

Figure 2. (a) Repulsive Coulomb barrier (RCB) for [ATP−H2]
− + e−

in the plane passing through the calculated transition dipole moment
of the excitation to the 1ππ* state and including the adenine ring;
each contour line represents an increment of 1 eV. (b) Map scaled to
a maximum RCB of 1 eV; each contour line represents an increment
of 0.05 eV. The RCB maps were computed at the MP2/def2-SVP
level of theory.

Figure 3. PE spectra of [ATP−H2]
2− taken with (a) focused 4.66 eV

femtosecond light pulses and (b) variable-wavelength nanosecond
light pulses. In (a), a resonance-enhanced two-photon photoelectron
spectrum is obtained. The red line shows the high-eKE edge of the
photoelectron spectrum, which intersects the zero signal (dashed line)
at ∼5.2 eV. In (b) the red line shows the position of 0.55 eV and
highlights that the change in wavelength does not lead to a change in
photoelectron spectrum of the tunneling peak.
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thermalized at ∼300 K, and therefore, rotational motion of
[ATP−H2]

2− could blur the alignment.30 On the basis of the
computed rotational constants, the rotational dephasing time48

of [ATP−H2]
2− at 300 K is 5 ps, which exceeds τtun by at least

1 order of magnitude. Hence, rotational motion will not be a
significant factor. Second, at ∼300 K a number of isomers
could be present in the gas-phase sample. Infrared multiphoton
dissociation experiments and calculations show that [ATP−
H2]

2− is predominantly αβ deprotonated and that it forms an
intramolecular hydrogen bond between the β phosphate and a
neighboring oxygen atom.15,16,34 Third, even if a single
dominant isomer were present, significant thermal motion
could be associated with the phosphates, which could lead to
dramatic changes in the RCB. Figure 4 presents the results of a
ground-state ab initio molecular dynamics simulation over 4 ps
(for details, see section S1.3). This shows the conformational
flexibility of [ATP−H2]

2− around the minimum-energy
structure. The inset shows the root-mean-square deviation
(RMSD) calculated along the simulation time. While the
phosphates clearly move, their locations relative to the adenine
remain quite similar, and therefore, this motion does not
qualitatively affect the RCB or the angular distribution of the
emitted electrons. Fourth, as demonstrated by the results of
Cercola et al.,17 excited-state dynamics competes with
tunneling. On the ground-state potential energy surface,
[ATP−H2]

2− dissociates rather than losing an electron,17 so
this cannot contribute to the PE signal. However, substantial
nuclear motion clearly takes place in the 1ππ* states, and 1nπ*
states may also be involved in the decay mechanism.46,49−51

The nuclear dynamics likely does not have a major impact on
the photoelectron angular distribution because the positions of
the phosphates relative to the nucleobase do not change
significantly over the time scale of the dynamics (the lifetime is
190 fs). The electronic dynamics, on the other hand, will alter
the relevant molecular orbitals that should be considered. For
example, in the case of a 1nπ* state, the orbital from which the
electron is removed will differ, as will the final states in [ATP−
H2]

−. The former could be taken into account by calculating
the RCB for loss of an electron from the nonbonded orbital

located on the amino nitrogen atom. The consequence of this
should be reflected in a different final eKE of the emitted
electron. It should be noted that Figures 1b and 3b show a
shoulder to higher eKE, which also has a slightly reduced
anisotropy (β2 = +0.48 ± 0.33, where the much larger error
reflects the reduced signal intensity). This feature could be
consistent with emission from the 1nπ* state, although there
would also be a different RCB associated with such a process
and thus a different lifetime, which was not seen in the
experiment; we stress that the data are not of sufficient quality
at present to be assertive on this conclusion. Alternatively, the
shoulder could also arise from hot bands and/or different
isomers or from direct and/or autodetachment. It is interesting
to notice that in Figure 3b, the shoulder appears to become
more prominent as hν increases. This observation is very
reminiscent of the behavior in the fluorescein dianion,28 where
direct detachment contributes once the lowest saddle point of
the RCB is surpassed.
The above discussion shows that MD simulations would

provide only limited added insight. In any case, such
simulations would only be feasible if a high level of
approximation (e.g., no conformational space investigation,
low-dimensional analytical potentials, low accuracy) were
considered, which in turn would lower the significance of
any quantitative results. Despite the complications highlighted
above, we can conclude that following photoexcitation to the
1ππ* states, resonance tunneling in [ATP−H2]

2− is qual-
itatively consistent with emission from the amino group of
adenine. Moreover, it provides a crude structural measure of
isolated [ATP−H2]

2− by showing that the negative charges are
located on phosphate groups and that these are located around
the sugar. This latter observation is in agreement with IR
multiphoton dissociation spectra of [ATP−H2]

2− and
computational work.15,16,34 Tunneling detachment from the
amino groups is expected to result in a β2 that approaches +2.
The reduced value observed here likely arises from the fact that
the phosphate lies out of the xz plane (Figure 4), which
imposes a Coulombic force on the outgoing electron along the

Figure 4. Superimposition of 10 equidistant (every 100 fs) [ATP−H2]
2− geometries along the first picosecond of the ab initio molecular dynamics

simulation. The inset shows the root-mean-square deviation (RMSD) calculated along the 4 ps ground-state dynamical trajectory.

The Journal of Physical Chemistry Letters pubs.acs.org/JPCL Letter

https://dx.doi.org/10.1021/acs.jpclett.0c02089
J. Phys. Chem. Lett. 2020, 11, 8195−8201

8198



y axis, thus reducing the overall anisotropy observed
experimentally.
The above observations of electron tunneling following

photoexcitation of adenine in a polyanionic system potentially
offer some insight into the photoemission observed in larger
DNA complexes studied by the Gabelica and Dugourd
groups.18,31−33 Specifically, they studied polyanions of 6- and
20-mer single strands and 12 base pair double strands31,32 as
well as a four-tetrad G-quadruplex.33 A general conclusion of
their work is that only the purine nucleobases (adenine and
guanine) appear to show enhanced electron emission
compared with dissociation: for a homobase 6-mer single
strand, this was observed over the 1ππ* absorption band
regardless of charge state (from −2 to −4).18 The Kappes
group also measured the PE spectra at 4.66 eV for the −3
charge state of the homobase 6-mer single strands.37 However,
these are difficult to interpret without knowledge of which
features arise from direct detachment and which arise from
tunneling. It should be noted that even if a resonance is above
the RCB saddle point, it may still be subject to emission by
tunneling, as shown for the fluorescein dianion28 and the
bisdisulizole tetraanion.27 Very recently, Daly et al. showed
that electron circular dichroism can be observed for chiral
DNA strands.39 Here we have shown that tunneling may be
efficient in DNA fragments and that PE imaging may offer
some insight into the emission process.
Our method provides a new route to understanding the

photo-oxidation sites and overall structures of polyanions.
Looking ahead, reducing the internal temperature of [ATP−
H2]

2− using cryogenic ion traps will provide a more controlled
environment52,53 and may enable quantitative determination of
the emission process. A computational perspective on the
excited-state dynamics of the molecule may in the end allow a
complete picture of the photo-oxidation of this molecule to be
obtained.

■ EXPERIMENTAL AND COMPUTATIONAL DETAILS
The details of the TR-PEI instrument can be found
elsewhere.54,55 An ∼1 mM methanolic solution of adenosine-
5′-triphosphate disodium salt (Sigma-Aldrich), was pushed
through a syringe and introduced into the first vacuum region
through a capillary. A potential gradient led the ions through a
series of ring-electrode ion guides until they reached a pulsed
ion trap. Ions were ejected and focused into a collinear Wiley−
McLaren time-of-flight mass spectrometer56 at 10 Hz. At the
focus of the mass spectrometer, a mass-selected ion packet was
irradiated with laser pulses either from a commercial
Ti:sapphire laser (producing femtosecond pulses) or a
Nd:YAG-pumped optical parametric oscillator (producing
nanosecond pulses). For time-resolved measurements, the
third harmonic of the fundamental at 1.55 eV was used as a
pump pulse and the fundamental as a probe pulse. The time
resolution of the experiment was ∼100 fs. Following the
interaction of the light with the ion packet, emitted
photoelectrons were collected and imaged by a perpendicular
velocity map imaging arrangement.57 A 300 ns electronic gate
was applied to the microchannel plates so that only signal over
this window was collected. PE spectra were obtained from the
PE images using polar onion peeling.58 The PE images were
calibrated using the well-known PE image of I−. The spectral
resolution was approximately ∼5% of the kinetic energy.
[ATP−H2]

2− was optimized with Møller−Plesset second-
order perturbation theory using the resolution of identity

approximation (RI-MP2)59 and the def2-TZVP basis set.60

The ground-state energy was then refined with the def2-
QZVP60 basis set. The first five excitation energies were
obtained with the algebraic diagrammatic construction scheme
for the polarization propagator at second order (ADC(2))61

method and the same def2-QZVP60 basis set. The RCB was
calculated using the local static approximation model,62 in
which the energy of the monoanion plus a point-charge
electron (in the geometry of [ATP−H2]

2−) was calculated with
an interval of 0.5 Å. Two planes (xz and yz) that pass through
the transition dipole moment vector connecting the S0 and S2
states were considered. RCB calculations were performed at
the MP2/def2-SVP level of theory. Ground-state ab initio
molecular dynamics calculations were carried out at the
B3LYP63,64/aug-cc-pVDZ65 level of theory starting from the
[ATP−H2]

2− minimum-energy geometry. Further computa-
tional details are given in the Supporting Information.
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Section S.1 Computational details

Section S.1.1  [ATP–H2]2– ground state optimization and excited states 
calculation

Methods
An initial conformational space sampling of [ATP–H2]2– was done using the 
OPLS_2005 force field [1] and MACROMODEL 11.5. [2] with the Monte Carlo 
method. The resulting minimum energy conformer was optimized with the 
Møller-Plesset second order perturbation theory using the resolution of identity 
approximation (RI-MP2)[3] and the def2-TZVP [4] basis set. The ground state 
energy was then redefined at the def2-QZVP level of theory to be compatible 
with the five lowest-lying excitation energies calculated with the Algebraic 
Diagrammatic Construction scheme for the polarization propagator at the 
second order (ADC(2)) [5] method and def2-QZVP[4] basis set. Scaled 
opposite spin was used with a scaling factor of 1.3 [6]. The energies are 
reported in Table S1. All the quantum chemical calculations were performed 
with the TURBOMOLE suite, v. 7.0 [7].

Data

Table S1: energy and oscillator strength (fos) for the first five singlet excited 
states of [ATP–H2]2– 

State Energy (eV) fos

S1 5.048 0.055

S2 5.330 0.212

S3 5.538 0.001



S3

S4 6.072 0.003

S5 6.269 0.099

Table S2: relevant information about S2 transition: orbitals and transition dipole 
moment

Occupied orbital Virtual orbital coefficient

130 133 0.7033

TDM component Left/right moment Transition moment

x 0.545 0.298

y 0.071 0.005

z 1.149 1.320

Figure S1: natural transition orbitals for the S2 1ππ* state (isovalue = 0.046)

Cartesian coordinate of [ATP–H2]2– optimized geometry at RI-MP2/def2-TZVP 
level of theory in the xyz format (Å).
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45
[ATP-H2]2-

O    -0.3181870   -1.2406154   -7.3746486
C    -1.4599304   -2.0884473   -7.4606841
H    -1.1733859   -3.1065930   -7.1805698
H    -1.8715451   -2.0758802   -8.4756371
C    -2.5003129   -1.5540728   -6.4974069
H    -3.3837408   -2.2008788   -6.5354468
O    -1.9892416   -1.5840671   -5.1409899
C    -1.8431705   -0.2561629   -4.6714926
H    -2.6348058   -0.0030107   -3.9594463
N    -0.6039278   -0.1513380   -3.9258059
C     0.6816484   -0.1759440   -4.4077936
H     0.8899289   -0.2572101   -5.4664305
N     1.6065407   -0.1038108   -3.4566580
C     0.8737721   -0.0300463   -2.3029117
C     1.2519355    0.0981189   -0.9627561
N     2.5785931    0.0993505   -0.5940390
H     2.7532239    0.5610243    0.2865291
H     3.2055120    0.3512720   -1.3464607
N     0.3126745    0.1785309   -0.0182617
C    -0.9792366    0.1208615   -0.4121159
N    -1.4739853    0.0025322   -1.6419745
C    -0.5024709   -0.0607779   -2.5623005
C    -2.8959137   -0.1153181   -6.7603570
H    -2.8337256    0.1443776   -7.8175679
C    -1.9087309    0.6598212   -5.8897669
H    -0.9384563    0.6936984   -6.3806660
O    -2.3587640    1.9433955   -5.5450522
H    -1.8747739    2.5573965   -6.1757128
O    -4.2096896    0.1105214   -6.2429546
P     0.8861805   -1.3158286   -8.4439069
O     1.3797817   -2.6848327   -8.6731501
P    -0.9089972    0.3840356  -10.1429143
O    -2.1511015   -0.4176477  -10.2574986
P    -0.1406236    2.5675946   -8.3276243
O     1.2177706    2.0520405   -7.9002494
H    -4.1779658    1.0489607   -5.9830598
O     0.3260587   -0.6498065   -9.7715730
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O    -1.0199776    1.2671310   -8.7803469
O    -0.0363970    3.4001405   -9.6807404
O    -0.9477792    3.3117375   -7.3114358
O    -0.3873211    1.2754942  -11.2274697
O     1.8913781   -0.3116061   -7.8236158
H     1.5960120    0.7166469   -7.8838971
H    -0.0563997    2.7338907  -10.4288747
H    -1.7081754    0.1851238    0.3904611

Section S.1.2 Repulsive Coulomb Barrier (RCB) calculations

Methods

The RCB maps were calculated using the Local Static Approximation model 
[8] employing the [ATP–H2]2– minimum energy geometry and calculating the 
energy for the monoanion plus an electron, located as a point charge along the 
two planes of interest, with an interval of 0.5 Å. These two planes pass through 
the transition dipole moment of the S2 state. The plane showed in the main text 
(xz) is the one passing through the adenine ring, while in figure S1 is reported 
the RCB map along the plane orthogonal to it (yz). The coordinates of the 
planes (Å), which refer to the optimized geometry mentioned above, are given 
in the following (bottom left BL, top left TL, top right TR and bottom right BR). 
All the calculations are performed at MP2/def2-SVP[4] level of theory with the 
TURBOMOLE suite, v. 7.0 [7].

Data

XZ plane coordinates:
BL: (-16.69, 0.38, 27.28); TL: (-24.83, 0.24, -8.81); TR: (18.48, -0.36, -21.01); 
BR: (26.62, -0.24, 15-09)
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YZ plane coordinates: 
BL: (-3.43, -6.14, -14.82); TL: (1.41, -6.07, 6.64); TR: (1.52, 6.93, 6.55); BR: (-
3.26, 6.85, -14.90); 
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Figure S.2 Extended RCB map for the plane xz. Comparing with fig. 2 of the 
main text, this wider investigation of the RCB does not show any long range 
effect on the barrier. 
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Figure S.3 RCB map for the plane yz. Each contour line represents an 
increment of 1 eV. The calculated high of the RCB in this plane is 0.65 eV

Section S.1.3 Ab initio molecular dynamics

Methods
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Picosecond long ab initio molecular dynamics was run, starting from the [ATP–
H2]2– minimized geometry, at B3LYP[9]/aug-cc-pVDZ[10] level of theory. The 
simulation time was 4ps, time step 0.2 fs, and T=300K using Langevin 
thermostat. The dynamics was running with Terachem suite [11].

References

1) Jay L. Banks and George A. Kaminski “Parametrizing a polarizable force field from ab 
initio data. I. The fluctuating point charge model”, J. Chem. Phys., 1999, 110, 741

2) MacroModel, Schrödinger, LLC, New York, NY, 2018.

3) Weigend, F.; Häser, M., “RI-MP2: first derivatives and global consistency”. Theor. 
Chem. Acc. 1997, 97 (1), 331-340 

4) Weigend, F., “Accurate Coulomb-fitting basis sets for H to Rn”. Phys. Chem. Chem. 
Phys. 2006, 8 (9), 1057-1065.

5) Dreuw, A. and Wormit, M “The algebraic diagrammatic construction scheme for the 
polarization propagator for the calculation of excited states.” WIREs Comput. Mol. Sci., 
2015, 5: 82-956) 

6)Rohini C. Lochan, Yousung Jung, Martin Head-Gordon, “Scaled Opposite Spin Second 
Order Møller−Plesset Theory with Improved Physical Description of Long-Range 
Dispersion Interactions
” J. Phys. Chem. A 2005, 109, 33, 7598–7605

7) TURBOMOLE GmbH, “TURBOMOLE V7.0 2015, a development of University of 
Karlsruhe and Forschungszentrum Karlsruhe GmbH”, 1989-2007, TURBOMOLE GmbH, 
since 2007



S10

8) Dreuw, A.; Cederbaum, L. S., Erratum: Nature of the repulsive Coulomb barrier in multiply 
charged negative ions [Phys. Rev. A 63, 012501 (2000)]. Phys. Rev. A 2001, 63 (4), 049904

9) a) Becke, A. D., “Density‐functional thermochemistry. III. The role of exact exchange” J. 
Chem. Phys. 1993, 98 (7), 5648-5652. b) Lee, C.;  Yang, W.; Parr, R. G., “Development of 
the Colle-Salvetti correlation-energy formula into a functional of the electron density.” Phys. 
Rev. B 1988, 37 (2), 785-789.

10) Kendall, R. A.;  Jr., T. H. D.; Harrison, R. J., “Electron affinities of the first‐row atoms 
revisited. Systematic basis sets and wave functions.” J. Chem. Phys. 1992, 96 (9), 6796-
6806

11) a) I. S. Ufimtsev and T. J. Martinez. “Quantum Chemistry on Graphical Processing 
Units. 3. An-alytical Energy Gradients and First Principles Molecular Dynamics”, Journal of 
Chemical Theory and Computation, 5, 2009, 2619-2628 b) TeraChem, v. 1.9, PetaChem 
LLC, 2015



6.4 Enhanced Rigidity Changes Ultraviolet Absorption:
Effect of a Merocyanine Binder on G-Quadruplex
Photophysics

Davide Avagliano, Sara Tkaczyk, Pedro A. Sánchez-Murcia, Leticia González

J. Phys. Chem. Lett. 2020, 11, 23, 10212–10218
https://doi.org/10.1021/acs.jpclett.0c03070

Contributions:

• D. AVAGLIANO: Conceived the idea of the manuscript, performed the calcula-
tions and the analysis, wrote the �rst draft of the manuscript and contributed
to the �nal version of the manuscript.

• S. TKACZYK: Performed part of the calculations and of the analysis

• P.A. SÁNCHEZ-MURCIA: Supervised the development and contributed to
the initial and �nal draft of the manuscript

• L. GONZÁLEZ: conceived the scope of the manuscript, supervised the devel-
opments and contributed to the �nal manuscript

Reprinted with permission from J. Phys. Chem. Lett. 2020, 11, 23, 10212–10218.
Copyright 2020 American Chemical Society. Further permission should be directed
to ACS.

130 Chapter 6 Appendix: Reprinted Publications

 https://doi.org/10.1021/acs.jpclett.0c03070


Enhanced Rigidity Changes Ultraviolet Absorption: Effect of a
Merocyanine Binder on G‑Quadruplex Photophysics
Davide Avagliano, Sara Tkaczyk, Pedro A. Sańchez-Murcia,* and Leticia Gonzaĺez*
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ABSTRACT: The urge to discover selective fluorescent binders to G-quadruplexes (G4s) for
rapid diagnosis must be linked to understand the effect that those have on the DNA
photophysics. Herein, we report on the electronic excited states of a bound merocyanine dye
to c-Myc G4 using extensive multiscale quantum mechanics/molecular mechanics calculations.
We find that the absorption spectra of c-Myc G4, both without and with the intercalated dye,
are mainly composed of exciton states and mixed local/charge-transfer states. The presence of
merocyanine hardly affects the energy range of the guanine absorption or the number of
guanines excited. However, it triggers a substantial amount (16%) of detrimental pure charge-
transfer states involving oxidized guanines. We identify the rigidity introduced by the probe in
G4, reducing the overlap among guanines, as the one responsible for the changes in the exciton
and charge-transfer states, ultimately leading to a redshift of the absorption maximum.

G-Quadruplexes (G4s) are noncanonical secondary
structures formed in nucleic acids where groups of four

guanines interact via Hoogsteen base-pairing to form square
structures, tetrads, that stack and are stabilized by a central
metal cation,1,2 see Scheme 1. The formation of G4 motifs
appears throughout the human genome and evinces essential
functions in transcription, replication, stability, epigenetic
regulation, as well as in cancer formation.3,4 G4s are present
in the promoter regions of oncogenes, like in the
protooncogene c-Myc,5 which regulates several elongation
factors in cellular transcription. They also appear in viruses6

and have been discussed in the context of the pathogenicity of
the severe acute respiratory syndrome coronavirus 2 (SARS-
CoV-2) currently ravaging the world.7

While in the presence of UV radiation DNA/RNA
nucleobases are able to efficiently dissipate the gained energy
into heat into the environment,8 G4s can be damaged by the
generation of guanine radical cations,9−13 thereby potentially
affecting regulation of the transcription by c-Myc.14 Con-
versely, there is a strong drive to exploit the fluorescence of
G4s in order to develop biomarkers for rapid non-destructive
diagnosis.15 In this sense, small-molecule fluorescent probes
are highly desirable tools to develop real-time diagnostics and
also to monitor photo-oxidative lesions,6 as well as to
understand the photophysics and photochemistry of G4 motifs
themselves.16,17 However, the binding of chemical probes can
affect the intrinsic chemical and physical properties of the G4,
in both its electronic ground and excited states. Thus, only if
the nature of the perturbation (structural, chemical, physical)
induced by the probe is clearly identified is it possible to
understand the native properties developed in G4 after light

excitation. In other words, it might be possible to connect the
difference in the absorption after binding, with the
perturbation induced by the fluorescent probe.
The number of available fluorescent binders with preference

for quadruplex over duplex structures is very reduced18 and
studies rationalizing the effect of the G4-binding are very
scarce,19 hampering the design of G4-fluorofores with optimal
properties.16,20 Most theoretical studies on the absorption of
G4 have focused on unprobed G4s so far.21−24 There exist
calculations of UV/vis spectra of telomeric G4 structures,23,24

but the spectroscopic properties of G4−probe complexes are
only used as a G4 diagnostic tool to assess whether the probe
binds.25 Molecular dynamics studies have been carried out
with G4 binders26−28 with the aim to monitor the
spatiotemporal status of G4s by means of fluorescent probes
and shed light into the biological role of these DNA structures.
In this Letter, we follow a different approach. We study the
photophysics of a G4 structure, in particular c-Myc G4, in the
presence and absence of a spiropyran probe in order to
quantify the effect of the binder on the nature of the electronic
excited states of the G4 and to correlate the differences found
with the structural effects induced by the G4 binder.
Spiropyrans belong to a class of organic photochromic

molecules that, depending on UV and visible light, can
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reversibly convert into a ring-opened merocyanine form.
Intriguingly, the recently developed spiropyran decorated
with a quinolizidine moiety (QSP, Scheme 2) does not bind

DNA, but once it isomerizes to its open and protonated
merocyanine form (QMCH), it binds strongly with c-Myc G4
in vivo.29 The closed QSP form emits at 458 nm and after QSP
isomerizes to QMCH in the presence of c-Myc G4, its
emission is drastically shifted to 610 nm. This visible change
from blue to red allows the in vivo detection of G4 DNAs by
the QSP/QMCH system. We recently investigated the QSP →
QMCH isomerization reaction mechanism and the most
probable binding mode of QMCH to G4, showing that
QMCH “rigidifies” G4, reducing its conformational flexibil-
ity.30 In this binding mode, the probe is stacked to the upper
tetrad of the G4 pocket, at the 3′-end, interacting mainly with
the four guanines via π−π stacking, but also with the side
nucleobases with non-covalent interactions30 (see Figure 1c).
Without the probe, the guanines of G4 present high mobility,
as shown in Figure 1a, but the presence of QMCH reduces the

mobility of G4 so that the guanines stack more compactly and
have less degree of movementnotice the unoccupied space
between bases in Figure 1b, c. We hypothesize that the change
on the mobility of c-Myc G4 may alter the overlap between the
guanine electron densities, influencing the nature of its excited
states, which is in line with recent experiments that suggest31

that restrained conformational changes are more important
than the nature of the central cation or the folding topology in
governing the excitation deactivation. In order to unveil this
possibility, we characterize the nature of the electronic excited
states of c-Myc G4 in the presence and absence of the
fluorescent merocyanine probe QMCH.
Classical and mixed quantum mechanics/molecular me-

chanics (QM/MM) molecular dynamics were used to sample
the conformational space of a c-Myc G4-folded 22-mer single-
stranded DNA chain and provided 100 initial conditions on
which the lowest 60 excited states are calculated with time-
dependent density functional theory (TD-DFT).32 Here, an
electrostatic embedding QM/MM scheme was employed,
where the MM part was represented as point charges and the
QM region was calculated with the CAM-B3LYP33 functional
with a def2-SVP34 basis set. The QM region includes the 12
guanines involved in the three tetrads, the QMCH probe (see
Figure 1c), and two additional frontier nucleobases to avoid
spurious effects (see the Supporting Information for further
details). In summary, our ad-hoc protocol relies on extensive
sampling to reproduce an experimental-like ensemble of
geometries and on a quantitative analysis of the electronic
excitations. The high number of excitations calculated (6000
for the whole ensemble of geometries) allows for statistical
analysis of the electronic effect induced by absorption of light
in the G4. Ultimately, the applicability of the same protocol to
both the unprobed and probed system gives the possibility of a
direct comparison of the electronic excitations of the G4 in the
absence and presence of the external probe.
A simple way of visualizing electronic excitations is to

consider that when light absorption promotes an excited
electron (E) to an upper electronic state, an electron hole (H)

Scheme 1. Schematic Representation of a G-Quadruplex
(G4) with Three Tetrads (M+ = K+ in the present study)

Scheme 2. Spiropyran (QSP)−Merocyanine (QMCH)
Chemical Equilibrium, Indicating that QSP Does Not Bind
G4 DNA but that QMCH Does

Figure 1. Side and top views of 100 overlapped geometries sampled
with QM/MM-MD simulations of c-Myc G4 alone (a) and in the
presence of merocyanine (b). Guanines are colored according to the
tetrad they belong to (blue, green, and purple), with the probe in
magenta. The presence of the probe produces an enhanced rigidity of
the macromolecule, and the less flexibility reduces guanines
overlapping. (c) A three-dimensional view of c-Myc G4 probed
with merocyanine. Guanines included in the QM region for the
calculation of the UV spectrum are colored by tetrads in blue, green,
and purple. The additional frontier thymine and adenine nucleobases
included in the QM region, but excluded in the excited states analysis,
are colored in yellow. Cations are symbolized by red dots.
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is created at the initial location of the electron. Depending on
where H and E are located, the electronic excitations can be
classified (see Figure 2) as (a) monomer-like or local

excitations, where both H (empty circles) and E (full circles)
are located on the same nucleobase; (b) exciton states, when
more than one local excitation is present in more than one
nucleobase; and (c) charge-transfer states, where the H and E
are on different nucleobases.35 As implemented in the
wavefunction analysis software TheoDORE,36 we additionally
employ two parameters to discriminate between these states
(also in Figure 2): the charge-transfer number (CT) and the
number of donor (D) and acceptor (A) units. In a monomer,
or local excitation, the H and E are fully localized on the same
guanine unit, and thus, there is only one donor and one
acceptor (D = A = 1) with no charge-transfer component (CT
= 0, Figure 2a). In an exciton, the local excitations take place
on different guanines, so that the number of D and A are still
the same but larger than one (D = A > 1, Figure 2b).
The analysis of these descriptors in the c-Myc G4 shows that

in the exciton states, the involved guanines also interact with
each other. This implies that a fraction of the total density
transfers from one monomer to another. Thus, CT can be
anything in the range 0.1 to 0.9 (Figure 2b). In contrast, pure
charge-transfer states have CT > 0.9 and the H and E are
separated on different D and A units, but the number of D and
A is the same; they are labelled with D = A = 1 (Figure 2c).
These three scenarios usually coexist after light absorption in
flexible multi-chromophoric systems, as was found by studying
the fluorescent behavior of human telomeric G4 DNA.23 Here,
the H and E can be localized on a different number of D and A
units (D ≠ A) and different CT (0.1 < CT < 0.9) are possible.
Accordingly, we label these states as mixed local/charge-
transfer states (Figure 2d). In this case, some guanines are
responsible of a local excitation while others induce electron
density transfer between nucleobases, leading to different
number of D and A participating units. Thus, these states are a
combination of local, exciton, and charge-transfer states. As we

will show below, this rich mosaic of excited states with diverse
charge-transfer values and diverse spatial localizations will
contribute differently to the UV spectrum of c-Myc G4 with or
without the fluorescent probe.
The absorption spectrum of c-Myc G4 alone (without

probe), obtained from 6000 excited states calculated from an
ensemble of 100 geometries, is shown in Figure 3a (black line).

It displays two peaks centered at 4.8 and 5.4 eV, respectively.
We additionally deconvoluted the spectrum according to the
contributions given by the monomer local excitations (blue
line), exciton states (violet line), and mixed states (green line).
Noteworthy, pure charge-transfer states (D = A = 1, CT > 0.9)
do not exist in our ensemble of vertical excitations because a
small contribution of local excitations is always present
throughout all the excitations. The contribution of monomer
or local excitations alone is small; it peaks at circa 5.0 eV and
corresponds to local guanine π → π* excitations.37 Thus, the
relevant electronic excitations underlying both peaks are
excitonic and/or mixed states excitations but with an
important difference: whilst the excitonic excited states are
significant at lower energies, the mixed states dominate the
spectrum at high energies.
We can compare the computed absorption spectrum with a

convoluted spectrum of the density of excited states (Figure
3b), which includes all excited states regardless of their
brightness. We decompose it also into local, exciton, and mixed
excitations. Additionally, we discriminate exciton and mixed
states according to their amount of charge-transfer contribu-
tions (CT < 0.5 and CT > 0.5). As observed in the absorption

Figure 2. Schematic representation of the excited states formed in a
G-quadruplex. Each rectangle represents a single guanine in a tetrad.
Empty and full circles denote an electron hole and an excited electron,
respectively. The number of electron donor (D) and acceptor (A)
fragments involved in each type of excited state and their charge-
transfer number (CT) is indicated for each type of electronic state.

Figure 3. (a) UV absorption spectra of c-Myc G4 (black) and
decomposition according to different excitations contributions. (b)
Corresponding density of states decomposed according to the nature
of excitations, also attending to the amount of charge transfer. (c) UV
absorption spectrum of c-Myc G4 in the presence of QMCH (black
line) and decomposition according to different excitations contribu-
tions. (d) Corresponding density of states decomposed according to
the nature of excitations, also attending to the amount of charge
transfer.
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spectrum, exciton states prevail at low energies, but they have
mostly low charge transfer (CT < 0.5, dashed line) while only
a little amount of exciton states with high charge transfer (CT
> 0.5, dotted line) is found at high energies. The mixed states,
which dominate the density of states spectrum, have significant
charge-transfer character at high energy (dotted line), while
those with small charge transfer (dashed line) are equally
distributed behind the two peaks.
We can therefore conclude that the two peaks observed in

the absorption spectrum of c-Myc G4 correspond to excited
states that differ in their excitation length and in their amount
of charge transfer. The first one at 4.8 eV, less intense, is
dominated by local, exciton and mixed states with low charge-
transfer character. The second one at 5.4 eV is mostly
composed of mixed states with strong charge-transfer character
between different guanines. In the molecular orbital picture it
means that a high fraction of density transfer (CT > 0.5) leads
to a blue-shift in the absorption peak with respect of the local π
→ π* guanine absorption band.37 That signifies that the G4
acts as a H-like molecular aggregate, shifting the maximum of
the absorption to the blue, with respect to the single local
guanine excitation, once the guanines are compacted in the
tetrads. States with small charge-transfer character can be
found in any region of the spectrum, although they are most
relevant at low energies. In spite of the large amount of charge-
transfer character contributing to the high energy peak at 5.4
eV, something that is known to lead to dark excited states in
the DNA context,38 in c-Myc G4 this peak is the brightest
thanks to the mixed local/charge-transfer character of the
excitations.
Figure 3c clearly shows a different absorption of the guanine

in the tetrads once the probe is bound. In particular, the H-like
behavior vanishes, with a maximum of the absorption shifted to
5.0 eV, in agreement to the c-MyC G4 peak observed
experimentally in the presence of QMCH.29 In order to
analyze the effect of the probe in the G4 absorption, we first
focus on the electronic effect induced by QMCH. Due to its
extended conjugated system, QMCH is, as other cyanine
systems, highly prompted to absorb UV/vis light. Indeed, in
the absorption spectrum of the complex G4:QMCH, we found
two bands belonging to QMCH (Table 1 and Figures S1 and
S2), i.e., the first, with a strong oscillator strength ( fosc ∼1)
centered at 2.8 eV, and the second, between 4.5−5.9 eV,
weaker ( fosc < 0.1). The first absorption band represents 11%
of the total excitations in the complex and appears in a region

that does not overlap with G4; the second one takes 7%.
Importantly, in contrast to unprobed G4, there is now a
relevant population of pure charge-transfer states (16% of the
total excitations, Table 1). The location of H and E reveals that
these pure charge-transfer states correspond to guanine-
oxidized states, as the H is fully localized on the guanines
(G+.) and E on the probe (P−.). These states are dark ( fosc <
0.006) and lie between the QMCH and G4 absorption bands
(3.1−3.9 eV, Table 1), and they exist due to oxidative nature
of the positively charged merocyanine.30,39 Although these
states cannot be directly populated by absorption of light, if
they are accessed non-radiatively after excitation, they would
lead to an oxidative damage of the genetic code.40 We also see
that the H can be differently delocalized on nucleobases
according to the electronic nature of the ligand, as shown for
different merocyanine derivatives intercalated in duplex A/T.39

Additionally, it has been extensively shown that guanine
radicals, as a precursor of oxidative damage of the genetic code,
can be generated by absorption of low energy UV light.41 Since
G4 is a structure with propensity to form such experimentally
observed guanine photo-oxidation, this would be enhanced by
the interaction with the probe. On the other hand, the possible
induced damage of the genetic code could have important
consequences for applications in photoinduced therapy.
Therefore, we believe that despite challenges, an investigation
of the dynamics of such process will be of high interest in the
future.
The presence of the QMCH also leads to the appearance of

few mixed guanine/probe states, where the electron density
can be both transferred from the guanine to the probe (G →
P) and vice versa (P → G). These states show a very small
oscillator strength and represent a small percentage of the total
amount of excitation (3% each). Altogether, from an electronic
point of view, merocyanine does not affect particularly the
energy range of the guanine absorption because the largest
group of excitations (60%) is represented by excited states
involving only guanines (local/exciton/mixed states within G4,
Table 1), whose absorption energy range is unshifted upon
binding. In the following, we shall analyze in detail this region
of the QMCH:G4 electronic absorption spectrum in order to
discern the effect of the probe on the character of the G → G
excitations. Example excitations of the G4:QMCH complex
can be found in Figure S3.
We now analyze whether the number of guanines that

participate in the electronic excitations changes, in the absence
or presence of the probe, and whether it leads to differences in
the two spectra. To this purpose, we employ the electron
delocalization length (DEL) descriptor,38 which indicates over
how many guanines an excitation is delocalized (see
Supporting Information). We focus on the exciton and
mixed states, as they are the relevant states in the absorption
spectrum of c-Myc G4. Figure 4 displays the number of
guanines involved in each of the states of G4 (Figure 4a) and
of G4:QMCH (Figure 4b). Unexcitingly, the differences are
negligible, meaning that QMCH does not affect the DEL
distributions, neither for exciton nor for mixed states.
However, much more interesting is to see that the number
of excited guanines is very different in the exciton and in the
mixed states. While in the former, half of the population is
found in two guanines (D = A = 2), the mixed states are mostly
delocalized in three guanine units (ca. 30 %) but can reach up
to nine different guanines, i.e., at least three tetrads can be
simultaneously involved in one excitation. Excluding the role of

Table 1. Excitations Found in the Electronic Absorption
Spectrum of the Complex G4:QMCHa

excitation E (eV) fosc
percentage of
state (%)

local excitations within probe (P, first
absorption band)

2.4−3.4 ∼1 11

local excitations within probe (P,
second absorption band)

4.5−5.9 <0.100 7

pure charge-transfer states (G → P) 3.1−3.9 <0.006 16
mixed states (P → G) 3.9−4.5 <0.004 3
mixed states (G → P) 4.7−6.0 <0.013 3
local/exciton/mixed excitations
within G4 (G)

4.3−6.0 <0.400 60

aEnergy range of absorption (E, eV), oscillator strength ( fosc), and
their percentage with respect of the total number of excitation (%). P
is the probe (QMCH) and G is guanine.
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the DEL, we can conclude that it is the rigidity imposed by the
probe (recall Figure 1a, b) that is responsible for the different
absorptions at 4.5 and 5.5 eV of the two systems.
Figure 3c shows the computed UV absorption spectrum of

G4 in the presence of QMCH (black line). It appears in the
same energy range as G4 (Figure 3a), but there is an inversion
on the relative intensities of the two absorption peaks. The
absolute absorption maximum (∼5.0 eV) is now the lowest-
energy peak, and it is more intense than the one still centered
at 5.4 eV. The low-energy region though has a higher density
of states (black line, Figure 3d). In detail, we see that the
number of exciton and mixed states with CT < 0.5 increases at
low energies (dashed lines), while at high energy, mixed and
exciton states with CT > 0.5 show comparable density of states
(dotted lines) as without the probe. In the same region, the net
number of exciton and mixed states with CT < 0.5 decreases
(dashed lines), leading to an absolute higher number of exciton
and mixed states in the low energy peak. The presence of
QMCH affects mainly the oscillator strength of the mixed
states at high energy, reducing their brightness, and promotes
the formation of exciton and mixed states of small charge-
transfer character in the low energy region. The intrinsic
flexibility of the G4 promotes bright excited states at high
energies with a strong charge-transfer character (mainly mixed
states) and, thereby, with a high transfer of electron density
among the involved fragments. Nevertheless, this situation
changes upon binding of the probe. There is a reduction in the
absorbance of the high energy peak due to the rigidity imposed
by the dye, which stabilizes excitonic and mixed states with
small charge transfer, thereby red-shifting the main absorption
peak to 5.0 eV. The presence of the probe induces an external
perturbation, which in turn induces a different absorption of
the DNA. Knowing the nature of the perturbation, in this case
the reduced mobility of the guanines, we are able to trace back
the properties responsible of the UV/vis absorption of the
system. The overlapping of numerous chromophores leads to
the presence of mixed states, combining local, exciton, and
charge-transfer states, and with a strong coupling between
exciton and charge-transfer states. We showed how this
overlapping is necessary for the population of mixed states
with high charge transfer, responsible for the absorption at 5.4

eV of the unprobed G4 and the aggregate-like behaviour. Once
the probe is bound, the absorption is shifted to the red, missing
this requirement for the main absorption at those energies.
In conclusion, we have investigated for the first time the

UV/vis absorption spectrum of c-Myc G4. We have
characterized the absorption spectrum in terms of local,
exciton, and mixed local/charge-transfer states and evaluated
the impact of binding of a merocyanine binder on the
photophysics of c-Myc G4. The probe does not affect either
the energy range of G4 guanines absorption or the extent of
the delocalization of the excited states, but its oxidative nature
induces the formation of guanine oxidative states. Accordingly,
the binding changes remarkably the photophysics of c-Myc G4
in the UV region. The probe induces an enhanced conforma-
tional rigidity on G4, altering the yield of exciton and mixed
states absorption, ultimately leading to a global redshift in the
G4 absorption maximum. These finding points out the
importance of the structural flexibility in the photophysics of
G4 DNA structures.
The characterization of the excitations involving the G4

binder will be helpful to functionalize fluorescent probes with
optimally tuned photophysical properties. For instance, if the
probe is modified so that the population of mixed/charge-
transfer states is promoted, this species could evolve via non-
emissive pathways and potentially react with G4. On the
contrary, if functionalization promotes the population of
electronic states that can relax to lower energy states, then
fluorescence will be reinforced. Identifying these mixed states
is thus interesting to rationalize the effect on the fluorescence
of the probe. This could be an attractive avenue to explore in
the future, both theoretically and experimentally. Further, our
results can contribute to understand the photochemistry of
related G4-binders as well as motivate the study of the
temporal evolution of these excited states from both
computational and experimental points of view.
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Section S1  Computational Details 
 
We consider the NMR-solved structure of the major quadruplex, formed in the promoter region of 

the human c-MYC oncogene (sequence 5'-d(*TP*GP*AP*GP*GP*GP*TP*GP*GP*GP*TP* 

AP*GP*GP*GP* TP*GP*GP*GP*TP*AP*A)-3', PDB id. 2L7V1) by a 22-mer single stranded 

DNA.  The two potassium ions of NMR-solved structure were preserved in our simulations. 

The initial conditions for the excited states calculation were obtained through a multiscale 

computational approach based on classical and mixed quantum/classical molecular dynamics 

(QM/MM). Details about the classical molecular dynamics (MM) can be found elsewhere.2 From the 

MM trajectory, 100 equidistant geometries were used to run 100 independent QM/MM-MD Born-

Oppenheimer simulations. The density functional tight binding method version 3 (DFTB3)3 is used 

in the QM region, as implemented in the self-built module in AMBER.4 The time step was 0.1 fs, the 

temperature was kept constant at 300 K with Langevin thermostat,5 and the electrostatic cutoff for 

the QM-MM interaction was set 10 Å. Periodical boundary conditions were kept and the cutoff for 

the non-bonding interaction calculated in the direct space was 10 Å. The part of the system treated 

with QM consisted of all the guanine molecules of the quadruplex, two additional nucleobases on the 

edges, and - in case of the G4:probe complex- the probe as well. The rest of the system was treated 

at the force field level, as reported in Ref. 2. The inclusion of the two side nucleobases (adenine and 

thymine), was essential to avoid spurious limit effects on the description of the QM region, so that 

the excitations involving these fragments are systematically excluded for that reason. The QM/MM 

trajectories were propagated for 1 ps and the last geometries were used as initial conditions for the 

excited states calculations. All the QM/MM dynamics calculations were run with AMBER18.4  

The electronic excitation energies of the first 60 singlet excited states were calculated for each of the 

100 initial geometries using time dependent density functional theory (TD-DFT).6,7 As before, an 

electrostatic embedding QM/MM scheme was employed, were the MM part was represented as point 

charges and the QM region is represented with the long-range Hartree Fock exchange correlation 

corrected functional CAM-B3LYP8 with the Grimm’s dispersion correction D39 and a def2-SVP 



 S3 

basis set.10  The calculations were done with the GPU-based code TeraChem1.9311,12 via the 

AMBER18 interface.  

The UV/vis spectra were convoluted as a sum of Gaussian functions: 

 𝜎𝜎(𝐸𝐸) = ∑ ∑ 𝑓𝑓𝑔𝑔𝑔𝑔exp (−4𝑙𝑙𝑙𝑙(2)(𝐸𝐸 − 𝐸𝐸𝑔𝑔𝑔𝑔)2𝑔𝑔𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝑔𝑔

𝑔𝑔𝑠𝑠𝑔𝑔𝑔𝑔
𝑔𝑔 (𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹)−2   (S1) 

where fgs is the oscillator strength in the ground state, E and Egs are the energies in the excited state 

and in the ground state, respectively, and FWMH is the full width at half maximum (set as 0.2 eV). 

To characterize charge transfer proceses, the system was divided in fragments, every guanine 

representing a fragment, and the probe, if applicable, also being a fragment. We computed charge 

transfer numbers (CT)  using the Lödwin-like population analysis, 

𝛺𝛺𝐴𝐴𝐴𝐴 = ∑ ∑ (𝑆𝑆1/2𝐷𝐷0𝐼𝐼𝑆𝑆1/2)𝜇𝜇𝜇𝜇
2

𝜇𝜇∈𝐴𝐴𝜇𝜇∈𝐴𝐴        (S2) 

where A and B represents two different fragments, μ and ν indicates atomic orbitals, 𝑆𝑆 is the overlap 

matrix, and 𝐷𝐷0𝐼𝐼 is the one-particle transition density matrix (DOI).13 If we consider the states I and J 

and the orbitals α and β, one element of the one-particle transition density matrix  is given by: 

𝐷𝐷𝛼𝛼𝛼𝛼
𝑂𝑂𝐼𝐼 = �𝛹𝛹𝐼𝐼� 𝑎𝑎�𝛼𝛼

†𝑎𝑎�𝛼𝛼�𝛹𝛹𝐽𝐽�         (S3) 

where 𝒂𝒂�𝜶𝜶
†  and 𝒂𝒂�𝜷𝜷 are respectively the creation and annihilation operators. We then calculate 

delocalization lengths (DEL) as total delocalization of the electron hole (H), excited electron (E) and 

total excitation among fragments, as implemented in the wavefunction analysis software 

TheoDORE.14 
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Section S2  Additional UV Spectra 
 

 
Figure S 1: total absorption spectrum for QMCH:G4 complex and individual decomposition for different delocalization lengths 
(DEL). The band centered at 2.88 eV is given by the absorption of the probe (DEL=1), while the higher energy band is given by the 
excitations localized up to 7 guanines. 

  

Figure S 2: density of state (DOS) for QMCH:G4 complex and individual decomposition for different charge transfer numbers (CT). 
The states with CT=1.0 represent G->P pure charge transfer states. The states around 5 eV represents sttate with different CT numbers, 
both exciton and mixed.  
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Section S3  Natural Transition Orbitals 
 

The Natural Transition Orbitals (NTO) are calculated as single value decomposition of the transition 

density matrix as implemented in TheoDORE.14 Relevant orbitals are reported in Figure S3. 

 

 
Figure S 3: Representative NTOs for the excitation of different nature found in QMCH:G4 complex 
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Davide Avagliano, Pedro A. Sánchez-Murcia * and Leticia González *

The electron-hole injection from a family of spiropyran photoswitches into A/T-duplex DNA has been

investigated at the molecular level for the first time. Multiscale computations coupled with automatized

quantitative wavefunction analysis reveal a pronounced directionality and regioselectivity towards the

template strand of the duplex DNA. Our findings suggest that this directional and regioselective

photoinduced electron-hole transfer could thus be exploited to tailor the charge transport processes in

DNA in specific applications.

Light-driven charge transport processes through DNA play a
central role in photodamage1 and are the key to design DNA-
based molecular wires.2–4 Upon illumination, one electron is
excited from a donor unit to an acceptor species, generating
a hole – a positive charge – in DNA.5 This electron-hole can
efficiently migrate long molecular distances through the DNA
helix.2,6 Given its importance for a wide range of applications,
understanding the dynamics of electron transport in DNA has
been a subject of study for decades.7–9 For instance, it is known
that the migration of the electron-hole strongly depends on
stacking10 and on the energies of the involved nucleobases.11

However, despite several experimental12 and theoretical13 setups
that have been used to investigate the electron-hole injection and
migration in DNA, the characterization of the initial electronic
excited states is in most cases unknown.

The donor and acceptor units can be covalently bound14–16

or intercalated in DNA,17–21 such as the spiropyran (SP) photo-
switches. After light irradiation, SPs undergo heterocyclic
cleavage to yield the open merocyanine (MC) form.22,23 Actually,
the SP form (1 in Scheme 1) does not bind DNA but the
protonated open MCH form (2) does.24,25 While the photocleavage
of SP in solution has been widely investigated,26–31 and it is
known that the protonated open MCH form is able to oxidize
DNA nucleobases in cell culture,32 the excited states of these
photoswitches intercalated in DNA have never been investi-
gated. This is the subject of this work. We address here the
central question of how electron-hole injection operates from

merocyanine derivatives to a duplex A/T DNA strand. We use
atomistic multiscale calculations coupled with quantitative
wavefunction analysis to model explicitly the hole injection
from two MCH derivatives (2a and 2b) into 12-mer (poly-dAT)2,
for which these compounds show selectivity.24

The intercalation mechanism of the nitro (2a) and amidi-
nium (2b) derivatives into a 12-mer (poly-dAT)2 is described
elsewhere.25 An ensemble of geometries of 2a:DNA and 2b:DNA
obtained by unrestrained classical and Born Oppenheimer
molecular dynamics simulations in an explicit solvent is used
to ensure an efficient sampling of the environment and of
the vibrational space of the chromophore.34,35 A total of 4000
excited states per complex were calculated within a quantum
mechanics/molecular mechanics (QM/MM) framework, where
the chromophore and the first four surrounding nucleobases
(121 atoms for 2a:DNA and 125 atoms for 2b:DNA, see Fig. 1a
and b) are considered quantum mechanically. Further compu-
tational details can be found in the Computational details
section.

Scheme 1 Spiropyran (SP) and protonated merocyanine (MCH) derivatives
studied in this work bearing a nitro (2a)24 or an amidinium (2b)33 group. Only
MCH species, and not SP, bind to dsDNA.

Institute of Theoretical Chemistry, Faculty of Chemistry, University of Vienna,

Währinger Str. 17, A-1090 Vienna, Austria. E-mail: pedro.murcia@univie.ac.at,

leticia.gonzalez@univie.ac.at

† Electronic supplementary information (ESI) available. See DOI: 10.1039/
c9cp03398j

Received 16th June 2019,
Accepted 25th July 2019

DOI: 10.1039/c9cp03398j

rsc.li/pccp

PCCP

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

5 
Ju

ly
 2

01
9.

 D
ow

nl
oa

de
d 

on
 2

/1
9/

20
21

 1
2:

20
:4

0 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue



17972 | Phys. Chem. Chem. Phys., 2019, 21, 17971--17977 This journal is© the Owner Societies 2019

Our theoretical protocol is validated by the good agreement
of the computed absorption spectra (Fig. S1, ESI†) of 2a in
water and 2b intercalated in DNA with available experimental
data.33,36 The spectra consist of two absorption bands. The
lower-energy band corresponds to the intramolecular excitation
from a p orbital (HOMO) to a p* molecular orbital (LUMO),
with absorption maxima at 382 and 398 nm, respectively. The
peaks are slightly blue-shifted (o30 nm) with respect to the
experimental ones, as usual at this level of theory.34 The bright
states of 2a and 2b are the same in solution as bound to the
DNA. However, upon DNA intercalation, the brightest state is
surrounded by dark states with strong charge transfer (CT)
character involving nucleobases, see Table 1 for the excited
states of 2a:DNA and Table S1 (ESI†) for 2b:DNA.

The CT character, defined by the CT number37 from 0 to 1,
measures the intermolecular light-driven electron transfer

between the donor and the acceptor. To define CT numbers,
the system is split into five fragments, the chromophore (e.g. 2a)
and the four interacting nucleobases: adenine (c-A) and thymine
(c-T) of the coding strand (50 - 30) and the corresponding ones
of the template strand (t-A and t-T, 30 - 50), see Fig. 1c.

The total density of excited states (DOES) of the lowest
absorption band of the complex 2a:DNA (black line of Fig. 2a)
calculated from the ensemble of the structures and classified
according to their CT character clearly shows that there are a
few absorbing states (red line) embedded by many dark states
with strong CT character (blue line). Fig. 2b and c illustrate
the natural transition orbitals for the brightest state and one
representative CT state, respectively. The brightest state corre-
sponds to an intramolecular excitation; the CT state is an
intermolecular excitation from the probe to t-A.

The fact that the brightest state of 2a in solution and in the
duplex DNA is the same, indicates that upon intercalation an
electron of 2a is excited creating a hole on the HOMO. This
orbital is surrounded by the electron-rich HOMOs of the
nucleobases. Therefore, one electron from the orbitals of the
nucleobase can relax to the half-occupied HOMO of 2a, trans-
ferring the hole from 2a to one of the stacked nucleobases of
the dsDNA. The hypothesis that 2a acts as a photooxidant probe
of the surrounding nucleobases is supported by its substantial
reduction potential E0(2a) (calculated value 3.94 V, see Compu-
tational details) and that the related merocyanine 540 deriv-
ative is able to oxidize the DNA nucleobases in cell culture.32

Finding this high density of CT states for the minimum
geometry of the 2a:DNA complex urged us to investigate the
excited electron and electron-hole populations of these CT
states within the first ten excited states of the ensemble of
geometries (1000 excited states per complex, see Computational
details). We found that upon light absorption, 97% of the
population of the excited electron is localized on 2a. Complemen-
tarily, 70% of the hole population is found in only one nucleobase
and 24% is delocalized in two different fragments. In principle,
the electron hole could have been transferred from the probe to
any of the four nucleobases since 2a intercalates in the middle of
the site with similar distance to all the nucleobases (Table S2,
ESI†). However, the four nucleobases are not chemically equiva-
lent, as they are located in different strands and they are affected
by the asymmetrical binding of 2a, recall Fig. 1b and c. As a
consequence, the majority of the electron hole is localized on the
template strand (30 - 50), with 38% and 33% on t-T and t-A,
respectively, and 29% on the coding strand (Fig. 3, pink bars). The
strand selectivity is ascribed to the presence of the NO2 group, a
strong electron-withdrawing group (EWG), oriented to the coding
strand and a hydroxyl group (OH), an electron-donating group
(EDG), projected to the template strand. Due to its electronic
character, the NO2 group prevents the hole injection in the
nucleobases around it. Moreover, since the differences between
the electron-hole populations between t-A and t-T are small, 2a
promotes the electron-hole injection into the template strand, in a
static picture, in both directions (50 2 30).

The strand selectivity increases in 2b:DNA, as the template/
coding ratio is 90/10 (Fig. 3a, green bars), compared to 2a (71/29).

Fig. 1 Complex 2a:DNA. Color code in 3D representation: P atoms of the
DNA backbone in orange, C atoms of nucleobases and 2a in light blue and
pink, respectively, N atoms in dark blue and O atoms in red. (a) Full view,
(b) zoomed-in on the intercalative pocket considered quantum mechani-
cally, and (c) 2D projection of panel b.

Table 1 Energy in eV, oscillator strength (f), CT number and electron/hole
decomposition (in parentheses the fragment of e/h localization) for the
first ten excited singlet states of the minimum energy geometry of 2a:DNA

State Energy f
CT

number
Electron hole

population
Excited electron

population

S1 2.40 0.004 0.996 0.969 (t-A) 0.953 (2a)
S2 2.51 0.004 0.997 0.985 (t-T) 0.958 (2a)
S3 2.72 0.001 0.996 0.977 (t-A) 0.956 (2a)
S4 2.99 0.001 0.996 0.905 (t-A) 0.925 (2a)
S5 3.07 0.000 0.998 0.990 (t-T) 0.964 (2a)
S6 3.31 0.004 0.997 0.900 (t-A) 0.927 (2a)
S7 3.53 0.696 0.087 0.846 (2a) 0.874 (2a)
S8 3.89 0.006 0.987 0.958 (t-T) 0.950 (2a)
S9 3.94 0.009 0.928 0.709 (c-A) 0.887 (2a)
S10 3.97 0.009 0.774 0.503 (c-T) 0.885 (2a)
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Of greater importance is the fact that in the complex 2b:DNA,
the electron-hole injection goes preferentially into t-A (66%)
instead of t-T (24%). This observation suggests that the
electron-hole injection into the template strand propagates
unidirectionally (30 - 50) in the presence of 2b.

A possible explanation for such discrimination between t-T
and t-A could be found in geometrical differences between the
two complexes, which would promote the electron-hole injec-
tion unidirectionally in the case of 2b. In our previous work25

and in Fig. S3 (ESI†), we showed that the two complexes shared
the same intercalative binding site and the same average

distance differences between the two nucleobases of the tem-
plate strand and the probe for both complexes (Table S2, ESI†).
These observations led us to exclude geometrical reasons
as a discriminant for the regioselectivity and to investigate
other possible reasons. The origin of the structural and
electronic differences that regulate the electron-hole injection
directionality into DNA can be traced back to the interactions
between the p-systems of the chromophore and those of the
neighbouring nucleobases. These interactions can be assessed
in the minimum energy geometries with two descriptors. One
is the non-covalent interaction energy between the probe and
the nucleobases of each of the strands or p–p stacking interac-
tions (Table 2), calculated via the Grimme’s dispersion
energy correction (D3).38,39 The other descriptor is the energy
difference between the HOMO of the probe and the HOMO of
each of the nucleobases forming the binding site (Table 3 and
Fig. S2, ESI†).11

Fig. 2 (a) Total density of excited states (DOES, black line), DOES of excited states with CT 4 0.7 (blue line) and DOES of the bright states (red line, f 4
0.1) of the complex 2a:DNA upon light absorption. (b) Natural transition orbitals (NTOs) involved in the intramolecular pp* excitation in 2a of the
minimum energy structure. They correspond to the HOMO to the LUMO of 2a. (c) NTOs involved in a representative CT state, which correspond to the
HOMO of a nucleobase (t-A) and the LUMO+1 of 2a.

Fig. 3 Histogram representation of electron-hole localization percentage
in the CT states group by strand (a) and by single nucleobases (b) in the
complexes 2a:DNA (pink) and 2b:DNA (green).

Table 2 Computed dispersion correction energy (D3, kcal mol�1) for the
interaction between 2a and 2b and the coding and template strands,
respectively, in their minimum energy geometries. DD3 is the dispersion
energy difference between the two strands (DD3 = D3coding – D3template)

Complex

D3 dispersion energy (kcal mol�1)

Coding strand
(30 - 50)

Template strand
(50 - 30) DD3

2a:DNA �75.49 �63.04 �12.44
2b:DNA �79.59 �72.28 �6.81
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The presence of the strong nitro EWG (2a) or amidinium (2b)
EWGs exerts a strong interaction with the nucleobases of the
coding strand (�75.49 kcal mol�1 for 2a and �79.59 kcal mol�1

for 2b, Table 2). As a consequence, the probe induced an energy
split of the HOMOs of the nucleobases. In particular, the
nucleobases of the coding strand are lower in energy than the
HOMO of the probes (Table 3). In contrast, the interaction with
the template strand is weaker (�63.04 kcal mol�1 for 2a and
�72.28 kcal mol�1 for 2b), and thus, the HOMOs of t-A and t-T
are lying higher in energy than the HOMOs of the probes
(Table 3). This explains why most of the electron-hole population
is found on the template strand. Upon light absorption by the
photoprobe, one electron from the HOMO of the template strand
relaxes in energy and occupies the HOMO of the probe, injecting
the hole into the template strand. Remarkably, the derivative 2a
shows a stronger interaction with the coding strand than with
the template one (DE = �12.44 kcal mol�1, Table 2), while in 2b,
this difference is half (DE = �6.81 kcal mol�1). This means that
the HOMOs of t-A and t-T, although higher in energy, are more
stabilized by 2b due to favourable p–p stacking interactions. In
addition, whereas in 2a the HOMOs of t-A and t-T are close in
energy (DeHOMO = +1.82 and +1.72, respectively), in 2b t-T is
much more stabilized than t-A. This is why most of the total
electron-hole population (66%) is found on t-A (Fig. 3b, green
bar)—the nucleobase with the higher HOMO level.

We are now in the position to propose a mechanistic model for
the electron-hole injection in dsDNA by MCH derivatives contain-
ing EWGs, such as 2a and 2b (Fig. 4). It is the combination of p–p
stacking interactions and the presence of an EWG that stabilizes

the HOMOs of the nucleobases differently at the binding site
(Fig. 4a). Upon irradiation by UV light, the brightest excited state
is populated, which can decay to one of the lower-lying dark CT
states. That is, one electron from the p-system of the probe
(HOMO) is promoted to an excited state with p* character fully
localized on the probe, creating a hole within the intercalated
photoprobe (circle, Fig. 4b). The proximity in the energy of the
HOMOs of t-A and t-T allows the migration of one electron of the
nucleobases to MCH. The probe oxidizes thus the neighbouring
nucleobases, injecting the hole into the DNA (arrow, Fig. 4c) and
triggering hole migration through the double strand. This process
is directional because the probe oxidizes the DNA, injecting an
electron hole; is asymmetric because the binding mode of the
open merocyanin species projecting the EWG to the coding strand
promotes the hole injection into the template strand; and is
regioselective because the nature of this EWG affects the energy
levels of the HOMOs of the nucleobases of the template strand. As
an example, in 2b the hole injection happens mainly into t-A,
allowing a 50 - 30 electron-hole propagation.

In conclusion, we have portrayed how chemical modification
of spiropyrans can modulate the directionality of the hole
transport in DNA, arguably offering many application prospects.
The quantitative direct observation of the CT states between a
photooxidant and nucleobases, where the ligand is intercalated,
has no precedent in the study of spiropyran photoswitches and
evidences the importance of characterizing their excited states in
order to prevent or enhance the photoinduced process involving
DNA. Our findings open new questions on how the temporal
evolution of these excited states is influenced by this selectivity
and its biological implications. To answer these questions,
further theoretical and experimental studies on the photo-
dynamics of the injected electron hole are necessary.

Computational details
MD simulations

The initial structures of both probes 2a and 2b intercalated into
a 12-mer dsDNA (poly-dAT)2 were obtained from umbrella
sampling MD simulation studies, as described elsewhere.25

Table 3 Difference energies (De, eV) between the HOMOs of the probe
(2a and 2b) and the surrounding nucleobases on the template (t-A, t-T)
and the coding strand (c-A, c-T)

Nucleobase

DeHOMO (eV)

2a:DNA 2b:DNA

t-A +1.82 +0.96
t-T +1.72 +0.24
c-A �0.10 �1.24
c-T �0.37 �2.16

Fig. 4 Schematic mechanistic model proposed for the electron-hole injection into dsDNA by 2b. Each line represents the frontier orbitals (HOMO and
LUMO of the probe, HOMOs of the nucleobases) localized on a single fragment. (a) HOMO splitting induced by p–p stacking interactions and an
electron-withdrawing group; (b) UV light absorption and hole creation on the probe; (c) hole injection from the probe to the t-A nucleobase.
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In all cases, each complex was immersed in a cubic box of 30 Å
from the solute to the border of the box filled with TIP3P water
molecules40 20 (2a) and 19 (2b) Na+ to ensure electroneutrality.
To reproduce the experimental conditions reported by Andersson
et al.,24 a final NaCl concentration of 1 � 10�5 M was achieved by
the addition of Na+ and Cl� atoms. Each of the systems was
simulated for 100 ns without any restraint following the protocol
described in ref. 25

QM/MM MD simulations

A total of 100 equidistant snapshots from the former MD
simulations were selected to carry out QM/MM MD simulations
using the sander program implemented in the AMBER17
suite.41 The system was partitioned in two regions: the QM
and the MM region. Each of the probes (2a or 2b) and the four
nucleobases around them (after cutting the glycosidic bond)
were included in the QM region (121 and 125 atoms, respec-
tively). The rest of the atoms were treated classically using the
ff14SB42 force field and the TIP3P40 model for the water
molecules. The QM region was treated with density-functional
tight-binding (version 3, DFTB3),43 the semiempirical method
of DFT, which is internally provided within the AMBER17 suite.
The interaction term between the QM and the MM regions
was calculated using the electrostatic embedding scheme.44 In
the MM part, periodic boundary conditions were used and
the electrostatic interactions were computed using the Ewald
method45 with a grid spacing of 1 Å. The cutoff distance for the
non-bonded interactions was 10 Å and the SHAKE algorithm46

was applied to all bonds involving hydrogen atoms. An integra-
tion step of 2.0 fs was defined. In the QM region, the PME and
SHAKE algorithms were deactivated and a cutoff of 10 Å was
defined for the interaction between the two regions. Each of the
100 QM/MM MD trajectories was propagated for 1 ps, with a
time step of 0.1 fs at 300 K and 1 atm. In this way, the QM/MM
MD sampling included the quantum mechanical effects in the
phase space sampling, obtaining more accurate initial condi-
tions for the excited state calculations.

Static TD-DFT vertical excitations

The final geometries from the QM/MM MD simulations were
used to compute the first 40 singlet states using time-dependent
density functional theory (TD-DFT). As above, the QM region
included the probe and the four surrounding nucleobases (c-T,
c-A, t-A and t-T), in this case treated with the long-range
corrected functional CAM-B3LYP47 and the def2-svp48 basis set.
Grimme’s dispersion correction D3 was considered.38,39 The rest
of the system was printed as MM point charges and they
were included in the Hamiltonian by means of electrostatic
embedding. These calculations were performed with the
TeraChem code49,50 on GeForce Nvidia GTX 1080Ti GPUs.

Wavefunction analysis

The quantitative wavefunction analysis was performed in a
second step after calculating the vertical excitations and the
corresponding orbitals in TeraChem. Such an analysis was
possible using the TheoDORE software.37,51 Detailed information

can be found on the documentation of TheoDORE;51 here we
only summarize the features employed.

Vis/UV spectra

The Vis/UV spectra were convoluted as a sum of Gaussian
functions (eqn (1)):

sðEÞ ¼
Xgeom
g

Xstate
s

fgs expð�4 lnð2Þ E � Egs

� �2ðFWMHÞ�2Þ (1)

where fgs is the oscillator strength in the ground state, E and Egs

are the energies in the excited state and in the ground state,
respectively, and FWMH is the full width at half maximum.
A value of 0.5 eV was used for FWMH.

Transition density matrix, charge transfer numbers and natural
transition orbitals

TheoDORE relies on the transition density matrix (DOI)
analysis,52 computed as shown in eqn (2). Briefly, considering
the states I and J and the orbitals a and b, one element of the
one-particle transition density matrix is given by:

DOI
ab ¼ CI bayabab

�� ��CJ
� �

(2)

where baya and âb are the creation and annihilation operators,
respectively.

For the charge transfer (CT) analysis, the system was divided
into five fragments: the probe and each of the four nucleobases.
The CT numbers were computed using the Mulliken-like popula-
tion analysis:

OAB ¼
X
m2A

X
n2A

DOIS
� �

mn SDOI
� �

mn (3)

where A and B are two different fragments, m and n are atomic
orbitals, DOI is the transition density matrix and S is the overlap
matrix, both matrices expressed in atomic orbital basis.

Natural transition orbitals (NTOs)53

NTO is built through a singular value decomposition of the DOI

given by:

DOn = UXV† (4)

where U is the hole orbital coefficients matrix, V is the particle
orbital coefficients matrix and X is the diagonal matrix of the
transition amplitudes.

Redox potential calculation

The standard redox potential of the probe in a DNA environ-
ment is calculated using the Born–Haber cycle54 and the Nernst
equation, based on the Gibbs free energy difference in gas and
solvated environments for both the reduced and oxidized
species. The oxidized (closed-shell, singlet, net charge = +2)
and the reduced (open shell, doublet, net charge = +1) species
were optimized at the CAM-B3LYP/def2-SVP level of theory.
With this, we obtained the value of Ggas. Then, the geometries of
both species were solvated with an acetonitrile shell (e = 35.688),
which is known to reproduce a more similar DNA-like environment

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

5 
Ju

ly
 2

01
9.

 D
ow

nl
oa

de
d 

on
 2

/1
9/

20
21

 1
2:

20
:4

0 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online



17976 | Phys. Chem. Chem. Phys., 2019, 21, 17971--17977 This journal is© the Owner Societies 2019

than water,55 and the free energies G
�
solv

� �
were calculated with

the polarizable continuum model (PCM).56 The standard redox
potential E1 was then calculated from the Gibbs free energy

change DG
�
redðsolvÞ as shown in eqn (5) and (6):

DG�;redox ¼ DG�;redoxðgÞ þDG�ðredÞðsolvÞ � DG�ðoxÞðsolvÞ (5)

E
� ¼ DG

�;redox

�nF (6)

These calculations are performed with Gaussian 09, version
D.01.57
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Figure S1. Comparison between computed and experimental spectra of 2a in water.1

A B

Figure S2 Comparison between computed and experimental spectra of 2b in water2 (A) and DNA 

environment2 (B). We reproduced the lower energy absorption band in the limit of error of our method 

and the small red shift induced by DNA embedding. 



Table S1. Energy (eV), oscillator strength (f), CT number and excited electron/hole population (in 

parenthesis the fragment of e/h localization) for the first five excited singlet states of the minimum 

energy geometry of 2b:DNA.

State Energy f CT number electron hole excited electron

S1 2.79 0.012 0.980 0.956  (t-A) 0.897  (2a)

S2 3.20 0.002 0.997 0.956  (t-A) 0.896  (c-T)

S3 3.24 0.907 0.057 0.877  (2b) 0.980  (2b)

S4 3.67 0.009 0.991 0.943  (t-T) 0.924  (2a)

S5 3.71 0.004 0.982 0.935  (t-A) 0.868  (2a)

Table S2. Average distances (Å) between the center of mass (COM) of probes 2a and 2b and the COM 

of the four surrounding nucleobases on the coding (c-T,c-A) and on the template strand (t-T, t-A) along 

the QM/MM MD simulations. Distances computed with the cpptraj program of AMBER suite.

distance between COMs  (Å)

c-A c-T t-A t-T

2a:DNA 4.12 5.16 4.13 4.97

2b:DNA 4.31 5.83 4.24 5.09



Figure S3. HOMO of the photoprobe 2a and the four surrounding nucleobases c-A, c-T (left, coding 

strand) and t-T and t-A (right, template strand) for the minimum energy geometry of the complex 

2a:DNA.



Figure S4. Superimposition of complexes 2a:DNA (C-atoms colored in pink) and 2b:DNA (C-atoms 

colored in green) in their minimum energy geometries.

Table S3. HOMO energies (eV) and electronic delocalization on the c-A, t-A, c-T and t-T of the A-T 

nucleobases of the DNA duplex in the absence of the intercalative probes 2a and 2b. The representative 

structures were obtained by means of MD simulations and the values were calculated at the CAM-

B3LYP/def2-SVP level.

Orbital Δε (eV) Delocalization

HOMO 0.00 c-A, t-A

HOMO-1 -0.34 t-A, c-A
HOMO-2 -0.76 t-T, c-T
HOMO-3 -0.78 c-T, t-T
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