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Abstract

In photosynthesis, highly optimized energy transfers are achieved by constraining the
arrangement of chromophores in complex biological environments such as phospholipid
membranes. Here, a bio-inspired light-harvesting system comprising a modified perylene
diimide chromophore as energy donor and a derivative of the Ruthenium(II) tris-bipyridyl
photosensitizer as energy acceptor embedded into opposite leaflets of a phospholipid
bilayer is computationally investigated. Focus is the energy transfer rate within the
realm of Förster Resonance Energy Transfer (FRET) theory, which is quantified based
on a coherent theoretical approach. Photophysical properties such as absorption and
emission spectra and transition electric dipole moments are computed for representa-
tive conformational ensembles by means of density functional theory. Distance and
arrangement of the chromophores are monitored in time through classical molecular
dynamics simulations. The FRET rate for the system, which is quantified based on
these results, highlights advantages of the membrane confinement, such as the spatial
proximity of the chromophores, as well as drawbacks, namely the unfavorable relative
arrangements, and provides valuable insights into optimization strategies.
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Zusammenfassung

In der Photosythese werden hochoptimierte Energietransfers ermöglicht, indem die Aus-
richtung der Farbstoffe in komplexen biologischen Umgebungen, wie zum Beispiel Phos-
pholipidmembranen, eingeschränkt wird. Hier wird ein die Natur nachahmendes Sys-
tem untersucht, das aus einem modifizieren Perylendiimid als Energiedonor und einem
vom Ruthenium(II)tris-bipyridin Photosensibilisator abgeleitetem Akzeptor besteht, die
beide in gegenüberliegenden Seiten einer Lipiddoppelschicht eingebettet sind. Schwer-
punkt liegt dabei auf dem Bestimmen der Rate des Energietransfers im Rahmen der
Methodik des Förster-Resonanzenergietransfers (FRET) mit computerbasierten Meth-
oden. Die photophysikalischen Eigenschaften wie etwa Absorptions- und Emission-
sspektren sowie Übergangsdipolmomente werden für charakteristische Konformation-
sensembles mit der Dichtefunktionaltheorie berechnet. Die zeitabhängigen Abstände
und Ausrichtungen der Farbstoffe werden in klassischen Molekulardynamiksimulationen
verfolgt. Die auf den Ergebnissen basierende FRET-Rate für das System zeigt Vorteile
der Immobilisierung in der Membran, wie etwa die räumliche Nähe der Moleküle zueinan-
der, sowie Nachteile wie ungünstige Ausrichtungen auf.
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1 INTRODUCTION

1 Introduction

Oxygen-producing photosynthesis is a crucial process in converting solar radiation into
chemical energy[1]. Among the key principles of this fundamental transformation are
the absorption of photons as well as a spatial separation of charges[2]. These light
harvesting processes are achieved by employing multi-subunit protein complexes, which
are embedded into flexible, fluid two-dimensional lipid bilayers, the thylakoid mem-
branes of chloroplasts[2, 3]. These membranes enable compartmentalization, creating
the prerequisite for charge separation and the generation of independent reaction envi-
ronments within the different compartments, such as distinct pH values[1]. Addition-
ally, the membrane accounts for the arrangement of inserted complexes, facilitating
light-collecting antenna complexes to transfer absorbed radiation onto photochemical
reaction centers[2, 4]. These transfers are highly complex, with photosystem I (PSI)
alone containing 127 co-factors[1], and can be manipulated by controlling the orien-
tation of the embedded light-harvesting chromophores[5]. There is reason to believe
that the arrangement of the chromophores within this excitation-transfer networks has
been optimized with respect to the transfer efficiency, with PSI exhibiting a quantum
yield close to unity[1, 4].

Mimicking this membrane compartmentalization has already been successfully im-
plemented in artificial photosynthesis. The designs under investigation include water
oxidation, hydrogen production and CO2 reduction catalysts[6–9]. The use of these
lipid bilayers ensures spatial proximity of the compounds as well as the possibility of
generating different environments as a result of the separation through the membrane.
Additionally, it was observed that the insertion into phospholipid membranes not only
allowes the introduction of water-insoluble compounds and with this exposing them
to an aqueous environment, but also enhanced the stability of the catalyst units and
increased the efficiency at low concentrations without reducing the reaction rates at
elevated concentrations. These findings make vesicles interesting for potential appli-
cation, and research currently focuses on increasing efficiencies and tackling problems
such as oxidative quenching caused by the environment[6, 9].

The energy transfers occuring between the chromophores in tylakoid membranes
as well as between antenna molecules and photosensitizers in artificial systems can
be qualitatively and quantitatively described by Förster Resonance Energy Transfer
(FRET) theory[3]. Here, energy is transferred from an electronically excited-state
donor to an acceptor chromophore in the electronic ground state, thus producing a
ground-state donor and an excited-state acceptor (see figure 1). This transfer occurs
as a result of radiationless resonance between the transition electric dipole moments
of the respective states in donor and acceptor. As a consequence, FRET theory holds
between donor and acceptor molecules sufficiently separated such that the electronic
wave functions do not overlap, but at interchromophoric distances smaller than the
excitation wavelength, such that emission and reabsorption do not occur[10].

Within the FRET formalism, the energy transfer rate depends on the chromophore-
chromophore distance and their relative arrangement, as well as the spectral overlap
of the emission and absorption spectra[10]. Especially the high sensitivity to distance
renders FRET a powerful tool when used to assess the spatial separation of chro-
mophores, i.e., as a molecular ruler[11]. However, when the distance is calculated from
the FRET efficiency, the orientation dependency is often neglected. This is a reason-
able approximation in isotropic media, where the orientation factor κ2 can be averaged
over the ensemble[12]. However, this conjecture falls as soon as the arrangements are
constraint, which is especially the case in biological samples, where chromophores are
embedded into macro- and supramolecular structures such as protein complexes, thus
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Figure 1: Left: Energetic diagram of the Förster Resonance Energy Transfer. Right:
Scheme of the artificial light-harvesting system. The PDI derivative and modified
Ru(bpy)3 complex are embedded in the membrane leaflets comprising DOPG and DPPC
lipids, respectively. After irradiation, the energy is transfered from the donor to the
acceptor according to the Förster Resonance Energy Transfer (FRET) framework.
Atoms and bonds are colored by element: grey for carbon, blue for nitrogen, red for
oxygen, and ochre for ruthenium.

inhibiting the movement and rotation of the co-factors[11]. This can induce uncertain-
ties to the calculated distances of well over 10 Å when arrangements are neglected[12,
13].

This view of κ2 as a factor of uncertainty, however, does not account for the ad-
vantages and possibilities in investigating the orientation between the chromophores,
as it opens a route for the optimization of the energy transfer by analyzing and sub-
sequently adjusting the chomophore arrangements in possible applications. In general,
the assessment of how the orientation affects the transfer efficiency can be made
through experiments, but require significant alterations. For instance, DNA has been
used to control the orientation of chromophores attached to opposite ends of a strand,
as the double-helical structure of DNA enables to manipulate the angle between the
chromophores as a function of strand length[11, 12].

Computational methods allow to investigate the orientation effects more closely
in the respective environment without the need of such scaffold structures. There-
fore, FRET efficiency evaluation in constrained media often require both experimental
and computational approaches. The orientation factor has been computed employ-
ing molecular dynamics (MD) simulations, which include coarse-grained[14], all-atom
force-field[10, 15, 16] and ab-initio approaches[17], while it is still common to average
over ensembles, in turn introducing dubiety. Additionally, within the calculations, the
spectral overlap is either neglected or included as a constant measured experimentally.
This leaves much to be desired regarding a concise computational approach, in which all
factors affecting the FRET rate and efficiency are directly accessible using theoretical
methods, thus minimizing the need for external data.

In this work, the object of investigation is an artificial light-harvesting system
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consisting of a perylene diimide (PDI) derivative as energy donor and a modified ruthe-
nium(II) tris-bipyridyl (Ru(bpy)3) complex as acceptor inserted into opposite leaflets
of a phospholipid bilayer. This system is studied in collaboration with A. Pannwitz
and coworkers[18] in the framework of the transregional research project TRR 234
"Catalight".

The donor-acceptor distance and the relative arrangements as well as the photo-
physical properties of the chromophores will be evaluated using computational tools
based on the hypothesis that all properties affecting the FRET rate can be assessed
employing distinct theoretical methods in a bottom-up approach. The main objective
is to evaluate the FRET rate for the modified PDI / Ru(bpy)3 chromophore pair within
the lipid bilayer membrane. To this end, the following individual goals are targeted:

1. To compute the photophysical properties, which include emission and absorption
spectra as well as the transition electric dipole moments (TDMs), using density
functional theory (DFT). Here, the overlap is calculated and decomposed into
contributions of all relevant electronic transitions. Additionally, the theoretical
spectra will be compared to experimental spectra to ensure the applicability of
the selected method.

2. To evaluate the influence of the aliphatic chains used to improve the interaction
of the chromophore with the phospholipid membrane by performing the DFT cal-
culations on the full molecules as well as model systems, where the aliphatic tails
are substituted for methyl groups. Additionally, the computation of photophys-
ical properties is performed on a conformational ensemble of the structures to
account for various geometries, as single local minima are insufficient to correctly
describe the molecule’s properties in a thermodynamic ensemble[19].

3. To monitor the arrangement and orientation as well as the distance between the
chromophores in time by means of classical force-field based MD simulations.
Therefore, the directionality of the TDMs is referenced from the quantum me-
chanical (QM) calculations to the molecular geometry.

4. To propose rate optimization strategies based on the results of this multiscale
approach, which are are combined to quantify the FRET rate.

The remainder of this thesis is organized as follows: The theoretical background
concerning the methodologies employed is introduced in section 2, alongside the com-
putational details in section 3. The results are analyzed in section 4, from the QM
calculations in section 4.1 to the MD simulations in section 4.2. Finally, the FRET
rate is evaluated in section 4.3. The most important results are again underlined in
section 5, which concludes this work.
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2 Theoretical background

The evaluation of the energy transfer efficiency in this work is based on FRET. The
FRET formalism as well as the parameters influencing the FRET rate are presented in
section 2.1. To compute these parameters, the photophysical properties of the chro-
mophores will be computed using DFT and time-dependent DFT (TD-DFT), which
is introduced in section 2.2. Since PDI exhibits a distinct vibrational fine structure in
the optical spectra, vibrationally-resolved spectra are computed following a TD-DFT-
based formalism presented in section 2.3. While the photophysical properties can be
computed with DFT, this method is too computationally demanding to simulate the
arrangements of the structures within the membrane. In this work, MD simulations for
the monitoring of position and arrangement of the chromophores in the lipid bilayer are
performed by force-field based methods as outlined in section 2.4.

2.1 Förster Resonance Energy Transfer

Theodor Förster investigated solutions which he irradiated with a polarized light source.
He realized that highly viscous solutions subsequently emit radiation that is polarized
in the same way as the incident rays[20]. Only molecules, whose transition moments
coincide within the polarization plane, can absorb radiation, and hence only these will
emit radiation. Molecules of other orientations will not be excited in the first place.
In viscous media, the Brownian molecular motion is limited. As a result, there is
little reorientation of the excited chromophores prior to fluorescence, and the emitted
radiation is polarized, as well. However, the fluorescence signal is depolarized at elevated
chromophore concentrations[20].

J. Perrin[21, 22] and his son F. Perrin[23] attributed this depolarization to a reso-
nant transfer of excitation energy between neighboring molecules of different orienta-
tions, such that the emitter does not have to be aligned with the irradiating polarization
plane. However, F. Perrin’s quantum mechanical theory failed to predict key values
such as the mean interchromophoric distance quantitatively. Förster expanded on their
theory and included well-described effects such as Dirac’s formula for the evaluation
of transition probabilities and Einstein’s theories on spontaneous emission to link his
findings to the fluorescence and absorption spectra of the chromophores[24]. A key
simplification was to approximate the influence of the fluctuating electronic charges of
both chromophores as described by J. Perrin with the Coulomb interactions between
two dipoles[24]. This approximation holds true for large molecular distances with re-
spect to the size of the molecules. With this, Förster was able to define a quantitative
description of the energy transfer rate. Within this FRET formalism, the rate constant
kFRET can be expressed as[11]

kFRET =
1

h̄2cη4(4πε0)2
∗
κ2 |~µD|2 |~µA|2

r6AD

∞∫

0

FD(ω)AA(ω)dω, (1)

where h̄ is the Planck constant divided by 2π, c is the speed of light, η is the
medium refractive index and ε0 is the vacuum permittivity. The spectral overlap
∞∫
0

FD(ω)AA(ω)dω is defined as the overlap of the fluorescence spectrum of the donor

FD(ω) and the absorption spectrum of the acceptor AA(ω) integrated over the entire
frequency definition range. The FRET rate diminishes with the chromophore distance
r6[10]. The squared moduli |~µD|2 and |~µA|2 represent the magnitude of the transi-
tion electric dipole moments (TDMs) of donor and acceptor, respectively, while their
orientation effects are included in the factor κ2, which is given as[11]
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2 THEORETICAL BACKGROUND

κ2 =
(~µD · ~µA)− 3

r2AD
(~µD · ~rAD)(~µA · ~rAD)

|~µD|2 |~µA|2
(2)

Solving the dot products between the TDMs and the distance vector allows to
represent κ2 in a simplified form as

κ2 = [cos(θAD)− 3 cos(θD) cos(θA)]2 (3)

where θAD represents the angle between the donor and acceptor TDMs, while θD
and θA are the angles between the respective TDM and the distance vector ~rAD (see
figure 2)[11].

θD θA

θAD

~µD ~µA

~rAD

Figure 2: Scheme of the angles enclosed by the transition dipole moments of donor
and acceptor, ~µD and ~µA, respectively, and the distance vector ~rAD as used in equation
3.

In this way, κ2 varies between 0 for perpendicular TDMs (with one of the TDM
perpendicular to the distance vector ~rAD), 1 for parallel TDMs (with again one of
the TDM perpendicular to the distance vector ~rAD) and the maximum value of 4 for
TDMs both aligned with the distance vector ~rAD and, as a result, along each other (see
figure 3). In isotropic media, where there is no preferred alignment, the orientation
factor can be averaged over the ensemble. In these cases, κ2 is generally simplified to
κ2 = 2/3[25].

κ2 = 0

θD = 0
◦ θAD = 90

◦ θA = 90◦

perpendicular

κ2 = 1

θD = 90
◦ θAD = 0

◦ θA = 90
◦

parallel

κ2 = 4

θD = 0
◦ θAD = 0

◦ θA = 0
◦

aligned

Figure 3: κ2 values for distinct transition dipole moment alignments.

2.2 Density Functional Theory and its time-dependent version

All properties of a system in its electronic ground state can be determined through the
wave function Ψ0 = Ψ0(~x1, ~x2, . . . , ~xN), where ~xi designates a set of spatial coordinates
~ri and spin coordinates σi . Ψ0 is subject to the non-relativistic, time-independent
Schrödinger equation,

ĤΨ0 = E0Ψ0 (4)

where Ĥ is the Hamiltonian operator and E0 is the ground-state energy[26]. Within
the Born-Oppenheimer approximation[27], which neglects the kinetic energy of the
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2 THEORETICAL BACKGROUND

nuclei and allows to isolate the electronic ground-state wave function Ψelec from Ψ0,
equation 4 gets reduced to

ĤelecΨelec = EelecΨelec. (5)

The electronic energy Eelec now differs from the total energy only by the nuclear
repulsion energy. The electronic Hamiltonian Ĥelec contains terms representing the
kinetic energy (T̂ ), nuclei-electron attraction (V̂Ne) and electron-electron repulsion
(V̂ee):

Ĥelec = T̂ + V̂Ne + V̂ee = −
1

2

N∑

j=1

∇2j −
N∑

j=1

M∑

A=1

ZA
rjA

+

N∑

j=1

N∑

k>j

1

rjk
. (6)

where N and M are the number of electrons and nuclei, respectively. Further, ZA is
the nuclear charge of atom A, while rjk and rjA denote electron-electron and electron-
nuclei distances, respectively. All equations are given in atomic units. From here on, if
nothing else is noted, Ψ indicates the electronic wave function.

The wave function is not an observable but is closely connected to the probability
density ρ(~r), more commonly simply referred to as the electron density, which can be
obtained by integrating the squared modulus over all electronic spins and all but one
spartial coordinate:

ρ(~r1) = N

∫
· · ·
∫
|Ψ(~x1, ~x2, . . . , ~xN)|2 dσ1d~x2 . . . d~xN . (7)

Employing the electron density as the central quantity forms the basis of DFT. This
approach is justified by two theorems published by Hohenberg and Kohn in 1964[28].
The first states that an external potential, such as the nuclear potential of a molecule,
can be unambigously determined from the electron density. Since the electronic Hamil-
tonian directly depends on the external potential according to equation 6, and the
ground-state wave function can be evaluated with the Hamiltonian, there is a func-
tional dependency between the ground-state electron density, the ground-state wave
function, and, in turn, the ground-state energy and all other properties of the sys-
tem. Therefore, this is called DFT. Hohenberg and Kohn defined a functional F [ρ],
that formally represents the kinetic and electron-electron interaction energy terms for
a given electron density. This energy differs from the system’s total energy only by the
potential energy of the electrons within the external potential and the nuclear repulsion
energy term.

The second theorem is the formulation of the variational principle for DFT. It states
that the true F [ρ] will return the minimum energy if and only if the electron density
is exactly that of the true ground-state density, i.e., that of the true ground-state
wave function. For any other density, the energy evaluated using F [ρ] will be larger,
or, in other words, less negative[28]. This means that there is not only a functional
dependency between the ground-state density and the ground-state wave function, but
the variational principle also allows a general assessment of the quality of any given
electron density with respect to the true ground-state density.

The two Hohenberg-Kohn theorems represent the physical justification for any
method that attempts to assess the properties of a system via its electron density, such
as DFT. However, it lacks any practical description of how to compute the functional
F [ρ]. This changed in 1965, when Kohn and Sham published an, in principle, exact
approach to the computation of the energy as a functional of the electron density[29].

Analogously to the Roothaan equations[30], a molecular orbital representation of
the Hartree-Fock approach[31, 32], within the realm of wave function-based methods,
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2 THEORETICAL BACKGROUND

Kohn and Sham proposed a non-interacting reference system comprising Kohn-Sham
orbitals ϕj(~r , σ), which are one-electron spin orbitals. These spin orbitals combined
have to equal the true ground-state density ρ0(~r):

ρs(~r) =

N∑

j

∑

σ

∣∣ϕj(~x)
∣∣2 = ρ0(~r). (8)

The Kohn-Sham orbitals are associated with eigenvalues εj , which are approxima-
tions to optical excitation energies of zeroth-order[33], via the Kohn-Sham operator
ĥKS:

ĥKSϕj = εjϕj (9)

with

ĥKS = −
1

2
∇2j + vS(~rj). (10)

Here, vS(~rj) is the effective potential acting on the individual electron within the
non-interacting reference system. The anti-symmetric ground-state wave function is
represented as a Slater determinant Θ of the spin orbitals:

Θ =
1√
N!

∣∣∣∣∣∣∣∣∣

ϕ1(~x1) ϕ2(~x1) · · · ϕN(~x1)

ϕ1(~x2) ϕ2(~x2) · · · ϕN(~x2)
...

...
. . .

...
ϕ1(~xN) ϕ2(~xN) · · · ϕN(~xN)

∣∣∣∣∣∣∣∣∣
. (11)

The Hamiltonian of the non-interacting system can then be represented as

ĤS = −
1

2

N∑

j

∇2j +

N∑

j

vS(~rj). (12)

The challenge tackled by Kohn and Sham at this point was to represent the energy
functional F [ρ] proposed by Hohenberg and Kohn as accurately as possible. This was
achieved by splitting all terms that can be evaluated exactly, namely the kinetic energy
of the non-interacting system TS[ρ] and the classical Coloumb terms J[ρ], and collect-
ing all other terms jointly in the newly-defined exchange-correlation energy functional
EXC [ρ]:

F [ρ(~r)] = TS[ρ(~r)] + J[ρ(~r)] + EXC [ρ(~r)]. (13)

The exchange-correlation functional thus is defined as

EXC [ρ(~r)] = (T [ρ(~r)]− TS[ρ(~r)]) + (Eee [ρ(~r)]− J[ρ(~r)]) (14)

i.e., by all kinetic energy contributions not covered by the kinetic energy of the
non-interacting system, as well as all electrostatic electron-electron terms not covered
by the Coloumb static interaction term. To this day, EXC [ρ] cannot be solved exactly.
However, there are various approximations of this functional. The majority of these
are based on the so-called local density approximation (LDA) and local spin density
approximation (LSDA)[34]. This then got expanded using the generalized gradient ap-
proximation (GGA)[34], which was implemented for instance in the BP86 functional[35,
36]. Some of the most popular functionals nowadays, such as B3LYP[37, 38], which
is also used in this work, are called hybrid functionals. In the hybrid functionals, exact
exchange contributions are linearly combined with LDA- and GGA-based functionals
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using semiempirical linear coefficients to obtain functionals that perform well when
benchmarked against reference data bases containing experimentally well-determined
energies[26]. For B3LYP, which is based on the B88 functional by Becke[35] and the
LYP functional by Lee, Yang and Parr[37, 39], the formulation is as follows[34]:

EB3LYP
XC = (1− α)ELSDA

x + αEexact
x + β∆EB88

x + (1− γ)ELSDA
c + γELYP

c (15)

The contribution of the individual exchange (x) and correlation (c) terms is
goverened by the empirical parameters, which are usually set to α ∼ 0.2, β ∼ 0.7,
and γ ∼ 0.8.[34]

To make the realm of excited states accessible to DFT, time-dependent density
functional theory (TD-DFT) was introduced[33]. TD-DFT is based on ground-state
DFT and applies its principles to time-dependent systems. As a result, even though both
contain vastly different physics, huge parts of the formalism in TD-DFT are defined in
the spirit of ground-state DFT and therefore follow similar statements[33]. Analogously
to ground-state DFT, which is committed to solving the time-independent Schrödinger
equation (equation 4), TD-DFT is based on the time-dependent Schrödinger equation:

i
∂

∂t
Ψ(t) = Ĥ(t)Ψ(t). (16)

where i is the imaginary constant. We define Ψ(t) such that the wave function at
time zero equals the true ground-state wave function of the unperturbed system:

Ψ(t0) = Ψ0. (17)

The time-dependent Hamiltonian consists out of two parts, the system’s Hamilto-
nian Ĥ0(t), which contains the kinetic energy of the electrons and all particle-particle
interactions within the realm of the Born-Oppenheimer approximation (see equation
6), and an external, time-dependent potential:

Ĥ(t) = Ĥ0(t) + V̂ext(t). (18)

Note that since Ĥ0(t) is a functional of the ground state density, which will change
according to the external, time dependent potential, Ĥ0(t) is time-dependent, as well.

Similarly to how ground-state DFT is based on the Hohenberg-Kohn theorems,
modern TD-DFT was conceived by Runge and Gross[33, 40] in their 1984 paper fit-
tingly titled "Density Functional Theory for Time-Dependent Systems"[41]. As Runge
and Gross proved, any time-dependent operator, and in turn the time-dependent wave
function, is a unique functional of the time-dependent density as well as the true (initial)
ground state density (up to a time-dependent phase factor).

Again, the wave function is constructed using a non-interacting system based on
Kohn-Sham orbitals, which have to satisfy the time-dependent Kohn-Sham equation

i
∂

∂t
ϕj(~r , t) = ĥKS[ρ(~r , t)]ϕj(~r , t). (19)

The Hamiltonian for this non-interacting, time-dependent reference system is of
the form

ĤS[ρ(~r , t)] = T̂S[ρ(~r , t)] + V̂ext [ρ(~r , t)] + V̂S[ρ(~r , t)] + V̂xc [ρ(~r , t)]. (20)

Here, T̂S[ρ(~r , t)] accounts for the kinetic energy of the non-interacting system,
V̂ext [ρ(~r , t)] is the time-dependent, external potential, V̂S[ρ(~r , t)] includes the effective
potential within the non-interacting system, with the exchange-correlation potential
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V̂xc [ρ(~r , t)] covering all additional effects of the interacting system not accounted for
by the non-interacting approximation.

The Runge and Gross formalism allows, in principle, to compute a wave function
based on the time-dependent density. Nevertheless, the computation of the time-
dependent density is less straight-forward and was under debate for quite some time[40].
It was aimed to manifest a time-dependent density functional, for which the potential
was a functional derivative[33]. Already in their 1984 paper, Runge and Gross proposed
such an action principle of the form

P [ρ] =

t1∫

t0

〈Ψ[ρ](t)|i
∂

∂t
− Ĥ|Ψ[ρ](t)〉dt, (21)

claiming that this functional exhibits a stationary point at the true density and can
therefore be computed using the derivative of P [ρ] with respect to the density. This
action can be directly derived from the time-dependent Schrödinger equation (equation
16). However, this representation includes some formal issues such as the so-called
causality paradox[42]. This paradox stems from the construction of the potential as a
functional derivative of this action:

v [ρ(~r , t)] ≡
δP [ρ]

δρ(~r ′, t ′)
. (22)

If this equation, however, holds, then one can also write the derivative of the
potential with respect to the density as a second derivative of the action:

δv [ρ(~r , t)]

δρ(~r ′, t ′)
=

δ2P [ρ]

δρ(~r , t)δρ(~r ′, t ′)
. (23)

As a second derivative, the right hand side of this equation has to be symmetric
under interchange of t and t ′. Contrary, the left side can only be non-zero at times
t > t ′. This can be explained quite easily: While, naturally, changes in the density
at times t ′ can and will affect the potential only at times t, which occur after the
changes in density, i.e., t ′ < t, any changes in density happening at a later point can
not influence the potential at earlier times, signifying that δv [ρ(~r ,t)]

δρ(~r ′,t ′) = 0 for t ′ > t. As
a result, equation 23 can not hold for the formulation of the action principle given by
Runge and Gross (equation 21).

It was only in 2008 that Vignale presented a solution to this causality paradox in
real time[43]. Based on his work, the action principle through which the true electron
density (in the limit of the exact exchange-correlation functional) can be obtained, can
be written as[40]

P [ρ] =

t1∫

t0

〈Ψ[ρ](t)|i
∂

∂t
− Ĥ|Ψ[ρ](t)〉dt − i〈Ψ[ρ](t1)|δΨ[ρ](t1)〉, (24)

where the action proposed by Runge and Gross is expanded by an additional
"boundary term"[43]. This can be regarded as the TD-DFT analogue to the vari-
ational principle of ground-state DFT.

With this rigorous formal description of the time-dependent density, the next step
is to propagate the density and with this extract information such as photophysical
properties of a system. Aside from real-time TD-DFT[44, 45], this is most commonly
done using first-order response theory. This approach is especially useful in situations
where the perturbation, i.e., the external field, is weak[40]. The first-order response of
the density can be given in terms of the point-wise susceptibility χ[ρ0]:
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δρ(~r , t) =

t∫

−∞

∫
χ[ρ0](~r ,~r

′, t, t ′)δv(~r ′, t ′)d~rdt ′. (25)

For the non-interacting Kohn-Sham system, this representation takes the form

δρ(~r , t) =

t∫

−∞

∫
χS[ρ0](~r ,~r

′, t, t ′)
[
δvext(~r

′, t ′)+δvH(~r ′, t ′)+δvxc(~r ′, t ′)
]
d~rdt ′. (26)

Fourier-transforming these two equation yields the susceptibility response function
in frequency-space:

χ̂(ω) = lim
η→0+

∑

I

〈Ψ0|ρ̂|ΨI〉〈ΨI |ρ̂|Ψ0〉
ω −ΩI + iη

−
〈Ψ0|ρ̂|ΨI〉〈ΨI |ρ̂|Ψ0〉

ω + ΩI − iη
. (27)

This equation contains the density expectation values for the ground-state and
excited-state wave functions, Ψ0 and ΨI , respectively. This function has poles, i.e. the
it blows up, at ω = ΩI , which is the true excitation energy. The response function for
the non-interacting Kohn-Sham system takes up a similar form:

χ̂S(ω) = lim
η→0+

∑

ja

(fa − fj)
ϕ̂j ϕ̂

∗
j ϕ̂aϕ̂

∗
a

ω − (εa − εj) + iη
, (28)

with now the excitation energy being represented by the difference in Kohn-Sham
eigenvalues εa − εj , corresponding to exciting one electron from the occupied orbital
j to the previously unoccupied orbital a. Furthermore, the occupation numbers fa
and fj are introduced. To use these Kohn-Sham excitations to compute the true
excitation energies, one has to introduce the exchange-correlation kernel fHxc(ω) =
δvH(ω)
δρ(ω) + δvxc(ω)

δρ(ω) . With it, equations 27 and 28 can be combined to yield:

(1̂− χ̂S(ω)fHxc(ω))χ̂(ω) = χ̂S(ω). (29)

As long as εq− εp is different from ΩI , as it generally is, the left hand side tends to
infinity at ω = ΩI , while the right hand side adopts a finite value, breaking the equality.
This issue can be resolved by identifying the eigenvalues of the equation

(1̂− χ̂S(ω)fHxc(ω))X(ω) = ωX(ω). (30)

Expanding this eigenfunciton in the Kohn-Sham spin orbital basis yields
[

Λ(ω) Π(ω)

−Π∗(ω) −Λ∗(ω)

] [
X(ω)

Y(ω)

]
= ω

[
X(ω)

Y(ω)

]
(31)

with

Λja,kb(ω) = δjkδab(εa − εj) +

∫ ∫
ϕ∗j (~r)ϕa(~r) [fHxc(ω)]ϕ∗b(~r)ϕk(~r)d~rd~r ′ (32)

and

Πja,kb(ω) =

∫ ∫
ϕ∗j (~r)ϕa(~r) [fHxc(ω)]ϕ∗k(~r)ϕb(~r)d~rd~r ′. (33)

As a result, the change in time-dependent density can be represented as
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δρ(~r , t) =
∑

ja

(
Xja(ΩI)ϕ

∗
a(~r)ϕj(~r) + Yja(ΩI)ϕa(~r)ϕ∗j (~r)

)
, (34)

such that Xja and Yja describe the weighting of the transition between orbitals
ϕa(~r) and ϕj(~r) at an specific excitation frequency ΩI . The latter can be extracted by
analyzing the poles in equation 27. Similarly to the concepts of ground-state DFT, this
representation is formally exact (within the realm of linear response), while the imple-
mentation in reality needs to approximate the exchange-correlation potential vxc(~r , t).

2.3 Computation of vibrationally-resolved spectra

The absorption spectrum of a system is given by

∆A(ω) =
4π2ω

3

∑

f

|〈Ψi |µ̂|Ψf 〉|2δ(Ef − Ei − h̄ω), (35)

where ω is the frequency, Ψi and Ψf denote the initial and final states corresponding
to the energies Ei and Ef , respectively, and µ̂ is the electric dipole moment operator[46].
A key quantity in this formulation is the TDM integral 〈Ψi |µ̂|Ψf 〉.

One of the most straight-forward ways for the computation of electronic spectra is
to employ the vertical excitation approximation, i.e., to compute the excitation energies
and intensities at a given geometry and convolute these transitions using Lorentzian
or Gaussian functions for homogeneous or inhomogeneous broadening, respectively[46,
47]. This approach performs quite reasonably in some cases, however, it neglects the
complexity of the transition dipole moment integral, which, again within the Born-
Oppenheimer approximation, can be represented as

〈Ψi |µ̂|Ψf 〉 = 〈νi |~µi f |νf 〉, (36)

with νi and νf denoting the corresponding nuclear (vibronic) wave functions, and
~µi f being the transition electric dipole moment between the electronic wave functions
ψi and ψf :

µi f = 〈ψi |µ̂e |ψf 〉. (37)

µ̂e is the electronic dipole moment operator. ~µi f and its dependency on changes in
molecular geometry are not known exactly, but have to be approximated. Therefore,
it can be represented as a Taylor expansion of the form:

~µi f (Q) = ~µi f (Q0) +

λ∑

k=1

∂~µi f
∂Qk

Qk +
1

2

λ∑

k=1

λ∑

l=1

(
∂2~µi f
∂Qk∂Ql

)

0

QkQl + ... (38)

Q denotes a set of λ normal modes, which can be either the initial or the final state,
though routinely the final state is chosen for computational reasons. The normal modes
at equilibrium geometry are denoted as Q0. These sets of normal modes have to be
common between the final and initial state. The projection of the basis vectors of the
normal modes can be done by means of a Duschinsky transformation.

The simplest approximation in this Taylor series is of zeroth order. Here, all changes
in the transition dipole moment with respect to the molecular geometry are neglected.
It is assumed that the geometry does not change during excitation whatsoever. This
corresponds to the Franck-Condon principle. Considering the first-order term of equa-
tion 38 is the so-called Herzberg-Teller approximation, which particularly accounts for
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dipole-forbidden or weakly allowed transitions. The combination of both is thus known
as the Frack-Condon and Herzberg-Teller (FCHT) approach[46].

The implementation of the FCHT approach in the program Gaussian 16[48] requires
three steps. First, the electronic ground and excited states are computed, for instance
using TD-DFT. Subsequently, the normal modes are computed for each of the states
of interest to construct each of the potential energy surfaces. Finally, both steps
are combined and the wave-function overlap of all relevant nuclear wave functions are
computed for two selected electronic states to obtain vibrationally resolved spectra fit
to be convoluted to obtain the final vibrationally-resolved spectrum.

2.4 Molecular Dynamics simulations

The description of large systems using quantum mechanical methods such as DFT
is not feasible due to the computational cost of electron-based methods. Molecular
mechanics (MM) therefore approximates the system’s total energy as a function of
only the nuclear coordinates by using empirically potentials functions to describe the
interaction between the atoms[49]. This comes at the cost of diminished accuracy
as well as the incapability of describing electronic effects, such as bond cleavage and
formation or photophysical properties, but allows the description of huge systems at a
fraction of the cost of quantum chemical methods. A powerful tool within the realm
of MM are empirical force field models. Here, the interaction potential between two
nuclei is estimated using simple functions.

These functions can usually be divided into terms accounting for bonded, and others
for non-bonded interactions. Bonds are most simply described by three energy terms,
representing bond length and bond angle, while the third, torsional term accounts for
bond rotations:

Vbonded(~rM) =
∑

bonds

bi
2

(li − li ,0)2+
∑

angles

ai
2

(θi − θi ,0)2+
∑

torsions

ti
2

(1− cos(nΦ− ξ)).

(39)
Here, bond lengths li and angles θi are represented as quadratic energy terms around

the equilibrium value li ,0 and θi ,0, respectively. To account for the periodical nature
of bond rotations, the torsion term is included as a cosine function around the angle
Φ. Furthermore, n is the multiplicity, which defines the number of minima along one
bond rotation, and ξ is a phase factor, which determines the position of the minima.
The steepness of each of the three terms is defined by the constants bi , ai and ti ,
respectively. More sophisticated force fields expand the representation in equation
39 by additional terms, such as improper torsions, which help to describe geometric
alterations that for instance effects like aromaticity cause.

The energetic effect of non-bonded interactions is composed of van der Waals
terms and electrostatic contributions according to Coulomb’s law with respect to the
distance of the two particles ri j :

Vnon−bonded(~rM) =

M∑

i=1

M∑

j>i

(
4εi j

[(
ςi j
ri j

)12
−
(
ςi j
ri j

)6])
+

M∑

i=1

M∑

j>i

qiqj
4πε0ri j

, (40)

where the double sums are constructed such that double counting of one interaction
is prohibited. The first term is the so-called Lennard-Jones 12-6 function, which can
be tuned via the collision diameter ςi j , which corresponds to the distance at which the
energy is zero, and the well depth εi j , i.e., the most negative value the function can
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adopt. The second term is a standard Coulomb potential between two charges qi and
qj , such that the potential becomes repulsive for equal-signed charges and attractive
for opposite charges.

The terms presented here used to model both bonded as well as non-bonded in-
teractions include various parameters, which have to be determined empirically. This
parametrization can be a lenghtly and tedious task, as in principle every atom of every
molecule has to be evaluated individually. In practice, however, it is common to group
atoms of the same element into several categories based on for instance hybridization
or special chemical nature such as radicals or charged species. Subsequently, param-
eters are fitted to match either experimental data or quantum chemical calculations
performed on small model systems.

Once a potential energy hypersurface is constructed from equations 39 and 40, the
system can be propagated in time. This is accomplished by solving Newton’s law of
motion

d2xi
dt2

=
Fxi
mi
, (41)

where the acceleration of a particle is computed from the force Fxi , which can be
derived from the potential, and the mass of the particle mi [49].
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3 Computational details

Employing the methodologies presented in the previous section, the FRET rate and the
properties influencing it are assessed. Here, the computational details of these calcula-
tions are presented. In section 3.1, the QM setup used to compute the photophysical
properties of the chromophores is outlined. Special attention is given to the generation
of conformers representative of thermally accessible ensembles. The computation of
the position and arrangements of the chromophores within the lipid bilayer using MD
simulations is detailed in section 3.2.

3.1 Quantum mechanical calculations

3.1.1 Computation of photophysical properties

All excited state calculations were computed on the restricted (closed shell) B3LYP[37,
38]/def2-SVP[50, 51] level of theory using the quantum chemistry program Gaussian
16, revision C.01[48]. Solvent effects for acetonitrile were included implicitly were
noted using the polarizable conductor-like calculation model[52, 53] by placing the so-
lute in a cavity within the solvent reaction field. Within the framework of the vertical
approximation, properties related to absorption of radiation, such as absorption spectra
and the corresponding TDMs, were computed on the optimized electronic ground state
structure, while emissive properties were computed on the optimized first excited state
geometry, assuming that each higher excited state relaxed into the S1 state prior emis-
sion. These geometry optimizations were performed using B3LYP/def2-SVP, as well.
Dispersive effects were corrected empirically using Grimme’s D3 model with Becke-
Johnson damping[54, 55]. All geometry optimizations were performed with tighter
cutoffs on forces and step size (tight keyword in Gaussian 16). The convergence
of the geometry optimizations was confirmed by the absence of imaginary frequencies.
Electronic excited states were computed using TD-DFT. For each structure, 30 singlet
excited states were calculated.

Wave function analysis was performed with Multiwfn[56] using the results of the
Gaussian 16 calculations to compute the TDMs and to convolute the electronic tran-
sitions into absorption and emission spectra. Here, the convolution was achieved using
Gaussian functions with a full width at half maximum (FWHM) of the default value in
Multiwfn of precisely 0.66667 eV.

Vibrationally-resolved spectra were computed where noted using the FCHT method
developed by Barone and coworkers as implemented in Gaussian 16[46, 57]. Therefore,
normal modes were computed both on the ground state and the first excited state
structures. The resulting spectra were convoluted with Gaussian functions at a FWHM
of 0.08 eV.

3.1.2 Generation of representative conformers

Long aliphatic chains can adopt numerous different conformations, rendering it insuf-
ficient to merely compute the properties of one conformer[49, 58, 59]. Therefore,
structures representative of the thermally-accessible conformational ensemble were
generated for C4-PDI-C4 and Ru(bpy)2bpyC9 using the conformer-rotamer ensemble
sampling tool (CREST)[19, 60]. In CREST, the generated structures are optimized
using the geometry, frequency, non-covalent extended tight binding model of version 2
(GFN2-xTB)[61]. To reasonably utilize computational resources, the structure cross-
ing step within the standard CREST workflow, which generates new conformers as
difference structures between two already existing conformers[62], was omitted for the
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Ru(bpy)2bpyC9 calculation. Solvent effects were included implicitly using the analytical
linearized Poisson-Boltzmann model[19, 60] where noted.

Usually, it would be sufficient to consider all conformers within an energy range
of 3 kcal/mol with respect to the global minimum, as, according to the Boltzmann
distribution for an idealized, non-degenerate two level system, the population of a
conformer that is 3 kcal/mol less stable compared to the lowest energy conformer,
would be well below 1%. However, to compensate for inaccuracies in the semiempirical
tight-binding GFN2-xTB method on which the conformers are optimized and energies
are computed within the CREST workflow, all conformers within an energy window of
7 kcal/mol were included in the initial steps of the ensemble generation.

To reduce the vast ensembles generated with CREST (>38,000 conformers for
Ru(bpy)2bpyC9, >2,000 structures for C4-PDI-C4) without losing significant struc-
tures, the principal component analysis (PCA) and k-means clustering algorithm[63]
included in the CREST program package was employed, where the ensemble is grouped
based on the geometry of the molecules. By then only preserving one representative
structure per cluster, the conformer number within the ensemble was decreased to
1000. Single point energies on these 1000 structures were computed on the BP86[35,
36]/def2-SVP level of theory using the quantum chemistry program ORCA (version
4.2.1)[64]. Solvent effects were included implicitly using the polarizable conductor-like
calculation model. The resolution of identity approximation was utilized, employing
the auxiliary basis set def2/J. Based on the BP86/def2-SVP energies, the number
of representative structures was reduced to a final 100 and 92 for C4-PDI-C4 and
Ru(bpy)2bpyC9, respectively. To assess the performance of the BP86 functional, sin-
gle point calculations on the B3LYP/def2-SVP level of theory were performed for these
final structures in ORCA. Here, the RIJCOSX approximation for B3LYP was employed.
Prior to computing the excited states for these representative structures, the geome-
tries were optimized utilizing Gaussian 16 as described in section 3.1.1.

Optical spectra representative of the conformational ensemble were computed by
linear combination of each individual spectrum weighted according to the Boltzmann
distribution calculated with CREST based on the B3LYP/def2-SVP geometry opti-
mized ground state energies.

3.2 Molecular dynamics simulations

MD simulations were performed using the program packages Amber20 and Amber-
Tools21[65].

Starting structures were selected for the chromophores (C4-PDI-C4 and
Ru(bpy)2bpyC9) from the ensemble optimized on the B3LYP/def2-SVP level of the-
ory. Point charges were computed using the restrained electrostatic potential atomic
partial charges (RESP) scheme in Gaussian 16[48]. All point charges where computed
on the optimized ground state geometries, such that, especially for the energy donor,
any structural relaxations are neglected. The chromophores were described using the
Generalized Amber Force Field (GAFF) included in AmberTools21, with additional pa-
rameters for the ruthenium complex taken from Brandt and coworkers[66]. During
this parametrization of the ruthenium complex, all nitrogen-ruthenium-nitrogen angles
were erroneous parametrized as cis angles (91.1◦) in this work, instead of correctly
labelling opposing nitrogen atoms as trans (180.0◦) as described in the original publica-
tion[66]. However, since this affects three out of 15 angles, it is assumed that this only
marginally distorts the complex scaffold, while not affecting the insertion mode into the
membrane, both with respect to the distance to the center of the membrane as well as
the orientation arrangement. This hypothesis is supported by one reference trajectory
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with the correctly parametrized force field is presented in appendix A. There are no
significant changes in chromophore insertion into the membrane and orientation with
respect to the surface of the membrane between the correctly and falsely parametrized
force fields. Therefore, it was decided not to redo all the simulations except for the pre-
sented reference trajectory, as the repeating would have required significant additional
computational resources.

The lipid bilayer was assembled using the membrane builder of the web-based input
generator CHARMM-GUI[67]. Therefore, chromophores were placed individually into
a rectangular box each with an initial guess for the dimensions in x- and y-directions of
80 Å. The membrane comprised dipalmitoylphosphatidylcholine (DPPC) lipids in the
upper, dioleoylphosphatidylglycerol (DOPG) lipids in the lower leaflet and was assem-
bled in the xy-plane. The number of lipids was chosen automatically according to the
box dimensions. The resulting numbers vary depending on the chromophore and the
insertion mode from 99 to 102 for DPPC and from 93 to 95 for DOPG.

DPPC

DOPG
Figure 4: Molecular structures of DPPC (top) and DOPG (bottom). Atoms and bonds
are colored by element: cyan for carbon, blue for nitrogen, red for oxygen and tan for
phosphorus. The C18 atoms, which are used to define the center of the membrane,
are highlighted in green.

To define the box dimension in z-direction, the hydration number of each lipid was
set to 50, which is well in excess of experimental hydration numbers for similar lipids
of 32.8[68]. The negative charge of the lipid head groups was neutralized by placing
potassium ions into the solvated area of the box using the Monte-Carlo placing method,
and subsequently the number of potassium and chlorine ions was increased to yield a
salt concentration of 0.15 mol/L. The lipids were described using the Lipid17 force
field, while water and the atomic ions were described using the "optimal" point charge
model[69] implemented in AmberTools21.

Each system obtained from CHARMM-GUI was minimized using the Amber mod-
ule pmemd in 5,000 minimization cycles employing a steepest descent algorithm, and
another 5,000 additional steps using a conjugate gradient algorithm. The minimization
was performed at constant pressure using anisotropic pressure scaling.

For all the MD simulations, a time step of 2 fs was used. To achieve this large time
step, the SHAKE algorithm was turned on to freeze hydrogen bond lengths at a relative
geometrical tolerance of 1e-7. Constant pressure periodic boundary conditions were
superimposed with anisotropic pressure scaling. The cutoff for non-bonded interaction
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terms was set to 10 Å. The simulation was performed using the GPU (CUDA) version
of pmemd[70–72].

The minimized system was subsequently heated using the Langevin thermostat at
a collision frequency of 1.0 ps−1 to 100 K in 2,500 time steps (5 ps), followed by
a heating to 300 K in 50,000 steps (100 ps). The first heating was performed at a
pressure relaxation time of 1 ps, which was increased to 2 ps for the second heating
phase only.

Prior to production, the system was equilibrated by running 10 ps of simulation
time (5,000,000 time steps).

The analysis of the simulation trajectories was performed using the program CPP-
TRAJ[73]. Visualization was done using the molecular viewer VMD[74]. The distance
to the center of the membrane was computed as the center-of-mass distance be-
tween the core atoms of the chromophores, i.e., all non-hydrogen atoms excluding the
aliphatic tails, and the C18 atoms of the DOPG lipids. To ensure that this corresponds
to the minimum distance between the chromophore and the membrane center and not
some artificially elongated distance misrepresented by lateral movement of the ligand
within the membrane, the chromophore was imaged into the center of the periodic
box for each frame during the analysis. To monitor the orientations of the TDMs
during the MD simulations, the TDM vectors are referenced onto linear combinations
of nuclear coordinates based on the QM calculations. Assuming the membrane as fully
aligned with the xy-plane, the angle of the transition dipole moment vectors to the
membrane surface can be approximated using the positions of these reference atoms
in each individual chromophore using simple trigonometry (see figure 5). This scheme
also holds for more complex linear combinations of atomic positions.

membrane
N1

N2

θ
~µ

∆z

d

θ = arcsin
(

∆z
d

)

Figure 5: Scheme for the computation of the angle of the TDM with respect to the
membrane surface in the xy-plane. The TDM is referenced onto a linear combination
of nuclear coordinates, in this example ~µ = r(N1)− r(N2).

3.3 Reference data

In this work, computed one-photon spectra are being compared to experimentally mea-
sured UV-vis absorption and fluorescence spectra recorded by A. Pannwitz and co-
workers[18], collaborators within the transregional research project TRR 234 "Catal-
ight".

In their experiments, the absorption and emission spectra of [C4-PDI-C4(PF6)2]
were recorded in acetonitrile. For the latter, an excitation wavelength of 520 nm was
used. The absorption spectra of [Ru(bpy)2bpyC9(PF6)2] was recorded in water and in
presence of DPPC at a 10:1 (lipid:chromophore) ratio, such that the lipid concentration
was below 5 mM.
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4 Results and discussion

To evaluate the rate constant, and thus the efficiency of the FRET, three key parame-
ters have to be taken into consideration: the distance between the chromophores, the
magnitude and the relative orientation of the TDMs, and the spectral overlap between
the fluorescence spectrum of the donor and the absorption spectrum of the acceptor
molecule (see equation 1).

In section 4.1, QM calculations on the excited state chromophores are performed
using TD-DFT to compute the TDMs as well as one-photon spectra. The latter will be
compared to experimental measurements to validate the theoretical setup. The TDMs
will be quantified with respect to the nuclear coordinates.

In section 4.2, classical MD simulations are run for the chromophores embedded into
the membrane. Different starting positions and orientations of the chromophores within
the membrane will provide insights into the insertion modes into the membrane, as well
as their evolution in time. Combined with the information on the TDM orientation
within the molecule as established in section 4.1, this enables to evaluate the rate
constant of the FRET.

4.1 Quantum mechanical calculations
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Figure 6: Different structures under investigation for the perylene diimide (left) and
ruthenium(II) tris-bipyridyl derivatives (right). The nomenclature used in this work is
given for the respective molecules, as well as the numbering for the nitrogen atoms.

In this section, the optical spectra as well as the TDMs will be computed using
TD-DFT for the N-substituted PDI energy donor (section 4.1.1) and the modified
Ru(bpy)3 acceptor (section 4.1.2). To evaluate the influence of the aliphatic sub-
stituents present in both molecules, the calculation of the photophysical properties will
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first be performed on model systems, which are in the following referred to as C1-PDI-
C1 and Ru(bpy)2bpyC1 (see figure 6). These are obtained from the full molecules by
truncating the substituents to methyl groups. After that, the spectra and TDMs are
calculated for the full molecules, namely C4-PDI-C4 and Ru(bpy)2bpyC9. Here, special
attention is given to the generation of a representative ensemble of conformers, and
how distinct conformations affect the properties.

A third PDI derivative was initially considered, where the methyl groups in C4-PDI-
C4 were substituted for hydrogen atoms. However, this molecule was disregarded due
to a high similarity to C4-PDI-C4. The calculations that had already been performed
are presented in appendix C.

4.1.1 PDI

The perylene diimide derivative is the energy donor. Therefore, emission spectra and the
corresponding TDMs are computed and will be presented in the following section. Since
the underlying photophysical process leading to emission here is the fluorescence, all
transitions occur between the S1 and the S0. Within the vertical approximation, both
these electronic states have to be investigated on the first excited state optimized
structure. As a reference, the absorption spectra will be shown as well. For this,
all properties are computed on the optimized ground state structure. In the following,
these results will be shown for the truncated C1-PDI-C1 in gas phase and in acetonitrile,
as well as for a conformational ensemble of the full C4-PDI-C4 in acetonitrile only.

C1-PDI-C1 For C1-PDI-C1, the geometries corresponding to the S0 and S1 elec-
tronic configurations were optimized in DFT / TD-DFT calculations in gas phase and
acetonitrile to compute absorption and emission spectra. The result of these calcula-
tions are presented in figure 7.

Especially in the case of the absorption spectrum, there is a good agreement be-
tween theory and experiment. The low-enery range is dominated by absorptive bands
in the region around 2.5 eV, while the region between 3 and 4.5 eV is optically mostly
transparent in all cases. Even though the high-energy range is badly represented in the
computations due to a limitation to 30 excited states, the experimental rise in intensity
at energies larger than 4.5 eV is well visible in the computed spectrum for C1-PDI-C1
in acetonitrile, with a lower intensity signal for the calculations in gas phase. However,
the experimental spectrum is clearly more detailed in the lower energy region compared
to the TD-DFT spectra. This gets especially obvious in the emission spectra, as the
S0 →S1 transition is the only one that contributed towards fluorescence. Therefore,
only one transition each is reported for the computed spectra, while in the experiment
at least three distinct maxima can be observed, indicating the influence of vibrational
effects.

In order to get a more realistic picture of the optical spectra, vibrationally-resolved
spectra were computed by approximating the change in TDMs with respect to the
nuclear coordinates by employing the FCHT approach (see section 2.3). The way
that vibrationally-resolved spectra are computed within the FCHT approximation is to
compute the nuclear vibrations of two distinct electronic configurations, in this case
S0 and S1, and evaluate the wave function overlap with respect to the electric dipole
moment (see section 2.3). Therefore, the spectra shown in figure 8 are limited to
the S0 →S1 transition (or the S1 →S0 transition for the emission spectrum). This,
however, is no limitation regarding the computed emission spectra, as the process of
fluorescence in general occurs mostly only from the S1 to the S0 in the experiments,
as well. Since the PDI derivative is the energy donor, the photophysical properties of
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gas phase S0 → S1 2.42 eV 11.0 a.u. HOMO → LUMO (50%)
acetonitrile S0 → S1 2.31 eV 14.4 a.u. HOMO → LUMO (50%)

gas phase S1 → S0 2.20 eV 11.7 a.u. HOMO → LUMO (51%)
HOMO ← LUMO (1.4%)

acetonitrile S1 → S0 1.88 eV 22.5 a.u. HOMO → LUMO (50%)
a Only orbital contributions >1%.
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Figure 7: Computed TD-DFT absorption (top left) and emission (top right) spectra of
C1-PDI-C1 in gas phase (purple line) and acetonitrile (green line). Oscillator strengths
are drawn as vertical lines. For comparison, the corresponding experimental spectra of
C4-PDI-C4 are shown in black. Details on selected excitations of C1-PDI-C1 are given
below the spectra. The corresponding computed HOMO and LUMO of C1-PDI-C1 in
acetonitrile are visualized at the bottom. MOs are shown at an isosurface cutoff of
0.03 a.u. The orbitals calculated in gas phase are included in appendix B.
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4 RESULTS AND DISCUSSION

C1-PDI-C1 are represented sufficiently by investigating S0 and S1. For the absorption
spectrum, which serves as a reference, this restriction to the S0 →S1 transition limits
the analysis to the lower energy range (up to ca. 3 eV), while the higher energy
transitions are being neglected.

Upon inclusion of nuclear vibrations into the computation of optical spectra, the
theoretical results match the experiment fairly accurately (see figure 8), even though
the calculations were performed on C1-PDI-C1, while the experimental spectra were
recorded from C4-PDI-C4. This is a first indicator towards a small influence of the
heteroaliphatic substituents on the photophysical properties. Yet, to achieve a good
match between experiment and theory, the computed spectra have to be shifted towards
higher transition energies by around 0.14 and 0.42 eV for gas phase and acetonitrile ab-
sorption, respectively, with the emission spectra having around 0.02 to 0.03 eV smaller
shifts. Still, it is common for TD-DFT calculations to be offset from experimental
results in absolute values well around ±0.5 eV[40, 75, 76]. Nevertheless, the relative
agreement between theory and experiment is very good. The calculations correctly
predict three distinct maxima, whose relative intensity differ only slightly from the ex-
periment. With this, the combination of TD-DFT and FCHT calculations verifies that
the three distinct peaks in the experimental emission spectrum arise from the same
S1 →S0 electronic transition, but the associated nuclear transitions are different for
the individual maxima. The most intense transition is associated with the 0-0 tran-
sition, i.e., from the vibrational ground state in S1 to the vibrational ground state in
S0. The second most intense peak is associated with a transition from the vibrational
ground state to the 14th vibrational level, the third most intense transition with an ex-
citation to the 96th vibrational level in S0 both in the gas phase and in acetonitrile. The
overall intensity of the computed absorption in acetonitrile surpasses that of the gas
phase calculation, while the intensities for the emission spectra are about similar. This
stands in contrast to the standard TD-DFT calculations, where the oscillator strength
of C1-PDI-C1 emission in acetonitrile is significantly larger than that in the gas phase.
Additional FCHT calculations with different functionals are shown in appendix C.

As previously outlined, the calculation of the vibrationally-resolved spectra con-
sists of the electronic part, as computed with the TD-DFT method, augmented with
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Figure 8: Computed TD-DFT/FCHT absorption (left) and emission (right) spectra of
C1-PDI-C1 in gas phase (purple line) and acetonitrile (green line). For comparison, the
corresponding experimental spectra of C4-PDI-C4 are shown in black. To better agree
with the experimental findings, computed spectra were shifted by +0.14 eV (gas phase,
absorption), +0.42 eV (acetonitrile, absorption), +0.11 eV (gas phase, emission) and
+0.40 eV (acetonitrile, emission).
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the nuclear contributions and their influence on the electric dipole moment within the
Franck-Condon and Herzberg-Teller approximation (see section 2.3 and 3.1). The ac-
curacy of the computed vibrationally-resolved spectra with respect to the experiment
therefore validates the individual contributions, especially the electronic contributions
and the applicability of TD-DFT to this problem. Even though the standard TD-DFT
calculations fail to accurately predict the spectra when not augmented with nuclear
contributions, the TDM calculation can be performed directly from the wave functions
obtained from these, since TDMs are computed directly from the electronic wave func-
tion (see section 2.3). As a consequence, the vibrationally-resolved spectra presented
in figure 8 serve as a validation of the level of theory, but they are not needed for the
analysis of the TDMs, which are based on the electronic wave functions calculated with
TD-DFT.

The first excited state is dominated by the single excitation wave function cor-
responding to transferring one electron from the highest occupied molecular orbital
(HOMO) to the lowest unoccupied MO (LUMO) (see figure 7). Even though this
transition merely contributes around 50% to the excited state wave function, the re-
maining 50% are comprised of single excitation wave functions with less than 1% total
contribution each. Alone for the S1 of the first excited state geometry of C1-PDI-C1 in
the gas phase, the contribution of the de-excitation from the LUMO to the HOMO is
somewhat more prominent at 1.4%. Both HOMO and LUMO consist of π-orbitals de-
localized over nearly the entire planar chromophore main body, with the LUMO having
one additional nodal plane compared to the HOMO. Virtually no electron density for
those MOs is localized on the methyl substituents. As a result, the transition from S0
to S1 can be regarded as a ππ∗-transition. Additionally, there are no considerable dif-
ferences between the HOMOs or LUMOs when comparing ground state or first excited
state structures.

The corresponding S0 ↔S1 transition electric dipole moments (see figure 9) lie
within the molecular plane along one of the molecules’ symmetry axes. They differ
between the various states and environments only in magnitude (see dipole strength
in figure 7). The TDM is virtually perfectly aligned with the vector connecting the
two nitrogen atoms. The quality of this alignment can be assessed by calculating the
dot product of vector which connects both nitrogen atoms and the TDMs, such that
1 indicates parallelity, and 0 perpendicular vectors. On both ground and excited state
geometries, no matter the environment, the dot product is between 0.9999999 and
1.0, which means that the vectors are indeed parallel.

gas phase gas phase acetonitrile acetonitrile
ground state excited state ground state excited state
geometry geometry geometry geometry

Figure 9: S0 ↔S1 transition electric dipole moments of C1-PDI-C1. The dipole
strength is represented in the magnitude of the vectors.

C4-PDI-C4 The inclusion of heteroaliphatic substituents from C1-PDI-C1 to C4-
PDI-C4 open up a sizeable conformer space for the latter. As a result, to assemble a
complete picture of the photophysical properties of C4-PDI-C4, one single minimum
structure is not sufficient, but multiple local minimum structures representative of the

31
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entire conformational space have to be computationally generated and evaluated. For
the computational details of the ensemble generation see section 3.1.

The total number of C4-PDI-C4 conformers within an energy window of 7 kcal/mol
with respect to the structure of lowest energy generated with CREST (2273 conform-
ers), was reduced to 1000 using the PCA and k-means clustering algorithm within the
CREST program package. It was assured that this reduced ensemble covered the entire
7 kcal/mol energy range, with the 1000th structure being exactly 7.0 kcal/mol higher
in energy compared to the global minimum.

Single point energy calculations with the BP86 functional were performed on these
1000 representative conformers. The correlation between relative BP86 and GFN2-
xTB energies is shown in figure 10. In general, the majority of conformers yield higher
relative BP86 energies compared to the GFN2-xTB energies, such that only 561 con-
formers remain within the energy window of 7 kcal/mol with respect to the most stable
structure in BP86 energies. These 561 conformers were Boltzmann-weighted using
CREST. According to this, the lowest 100 conformers make up for over 99.4% of this
population, with the 100th conformer being 4.2 kcal/mol higher in energy compared to
the most stable conformer. Therefore, only these 100 representative structures were
elected for further analysis.
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Figure 10: GFN2-xTB vs. BP86 energies on the GFN2-xTB geometries of C4-PDI-C4.
The black line denotes 7 kcal/mol in relative BP86 energies, the yellow line identical
GFN2-xTB and BP86 energies.

To evaluate the accuracy of the BP86 single point calculations that were the basis
for the selection of the remaining 100 conformers, single point calculations as well as ge-
ometry optimizations were performed for these 100 structures on the B3LYP/def2-SVP
level of theory, i.e., the same setup as used for the computation of the photophysical
properties. As can be seen in figure 11, there is a strong correlation between the BP86
and B3LYP single point energies, with the B3LYP functional generating slightly higher
relative energies. Considering the B3LYP geometry optimizations, the overall energy
trend is still quite close to the single point calculations, with some quite notable excep-
tions, where for instance conformers with a relative BP86 energy of over 3.5 kcal/mol
yield relative energies of nearly 0 kcal/mol after optimization with B3LYP. These very
close energies indicate a convergence of these conformers to the global minimum within
the here explored ensemble. Some conformers yield higher relative B3LYP energies
after optimization compared to the B3LYP single point energies. This somewhat un-
intuitive occurence of energies "rising" upon geometry optimization can be attributed
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Figure 11: BP86 vs. B3LYP energies on the 100 final conformers of C4-PDI-C4.
BP86 and B3LYP single points were computed on the GFN2-xTB geometries, while
for B3LYP additional geometry optimizations were conducted. The yellow line denotes
identical BP86 and B3LYP energies.

to the fact that energies are given relative to the most stable conformer, so that
some conformers were stabilized to a less extend by the geometry optimization than
the reference structure, resulting in higher relative energies. Since the cost-effective
BP86 functional, however, yields qualitative very comparable results with respect to the
B3LYP calculations, this justifies the usage of BP86 for reducing the ensemble from
1000 to 100 representative conformers based on energetic criteria. While identifying
the ideal setup for the generation of a representative ensemble, additional calculations
were performed. These are shown in appendix C.

The structures of the 100 final molecules of C4-PDI-C4 are displayed in figure 12
overlaid. Apparently, the inclusion of the heteroaliphatic substituents barely influences
the geometry of the aromatic plane of PDI. However, the substituents themselves take
on many different conformations. The computed TD-DFT absorption and emission
spectra of these 100 representative C4-PDI-C4 conformers are shown in figure 13.

The spectra of these conformers are very similar to one another and also qualita-
tively alike to the C1-PDI-C1 TD-DFT spectra (compare figure 7), already indicating
very minor influence of the addition as well as the arrangement of the heteroaliphatic
substituents. Especially the S0 →S1 and S1 →S0 transitions are very comparable

Figure 12: Overlaid structures of the 100 representative C4-PDI-C4 conformers. The
atoms of the conformers’ molecular plane were aligned for this representation.
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(50%)

a Only orbital contributions >1%.
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Figure 13: Computed TD-DFT absorption (top left) and emission (top right) spectra of
100 C4-PDI-C4 conformers in acetonitrile (multiple colored lines). Oscillator strengths
are drawn as vertical lines. For comparison, the corresponding experimental spectra
are shown in black. Details on the S0 →S1 and S1 →S0 excitations are given below
the spectra. The corresponding computed HOMO and LUMO of of the most stable
C4-PDI-C4 conformer in acetonitrile are visualized at the bottom. MOs are shown at
an isosurface cutoff of 0.03 a.u.
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in energy and intensity between all conformers (see figure 13). However, the stan-
dard TD-DFT spectra again lack resolution compared to the experiment. Therefore,
vibrationally-resolved spectra were computed employing the FCHT approximations anal-
ogously to the computations done for C1-PDI-C1. The vibrationally-resolved spectra
for the 100 representative C4-PDI-C4 conformers are shown in figure 14.
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Figure 14: Computed TD-DFT/FCHT absorption (left) and emission (right) spectra
of 100 C4-PDI-C4 conformers in acetonitrile (multiple colored lines). For comparison,
the corresponding experimental spectra are shown in black. To better agree with the
experimental findings, computed spectra were shifted by +0.44 eV (absorption) and
+0.42 eV (emission).

The vibrationally-resolved spectra of the 100 C4-PDI-C4 conformers are very sim-
ilar to one another and alike to these of C1-PDI-C1 (see figure 8). While varying
in intensity, the peak positions spread only very little between the conformers, with a
total range from 2.345 to 2.376 eV (values after the shifting) of the 0-0 transition in
the case of emission. The relative intensities of the peaks appear to be overall mostly
constant, such that, apart from smaller deviations, the conformers with the greatest
intensity for the 0-0 transition exhibit the most intense peaks relative to the other con-
formers for the remaining transitions, as well, and vice versa. Additionally, conformers
with a high absorption intensity also display elevated emission spectra. Overall, all cal-
culated spectra are in good agreement with the experimentally recorded spectra. To
obtain a definite, representative spectrum for the ensemble, all 100 conformers were
Boltzmann-weighted according to the B3LYP ground state energy of the optimized
structure using the sorting algorithm implemented in CREST. The computed spec-
tra displayed in figure 15 were generated by linear combination of the single spectra,
with the Boltzmann-weights being the linear coefficients. These weighted absorption
and emission spectra coincide very well with the experimental spectra, validating the
accuracy of the computations.

Again, for the analysis of the electronic properties, only the TD-DFT calculations
will be investigated, while the vibrationally resolved spectra serve as validation of the
level of theory.

The S1 wave function of C4-PDI-C4 is generated from the ground state by trans-
ferring an electron from the HOMO to the LUMO with a weight of 50% for all 100
conformers with next to no variation between the structures (see figure 13), with all
other single-electron wave function contributions being well below 1%. This holds true
for both the optimized ground state and first excited state structures. The HOMOs
and LUMOs of C4-PDI-C4 are qualitatively identical to those of C1-PDI-C1 (compare
figures 7 and 13), with virtually no electron density located on the heteroaliphatic sub-
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Figure 15: Boltzmann-weighted average of the computed TD-DFT/FCHT absorption
(left) and emission (right) spectra of 100 C4-PDI-C4 conformers in acetonitrile (purple
line). For comparison, the corresponding experimental spectra are shown in black. To
better agree with the experimental findings, computed spectra were shifted by +0.44 eV
(absorption) and +0.42 eV (emission).

stituents, explaining the minuscule influence of the conformation on the photophysical
properties of C4-PDI-C4.

The influence of the conformation on the S1 →S0 TDMs is vanishingly low. The
dot product of the vector connecting the two nitrogen atoms within the molecular plane
(N1 and N2 in figure 6) and the TDM is almost 1 for all conformers. This means that
both vectors are effectively parallel. In the most extreme case, the scalar deviates from
1 by 0.03%, which is little over 1◦ deflection. Also the deviation in magnitude is limited
(see figure 13). Computing the Boltzmann-weighted TDM yields 23.6 (atomic units)
for the conformational ensemble.
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4.1.2 Ruthenium complex

The modified Ru(bpy)3 chromophores serve as energy acceptors. Therefore, contrary
to the PDI derivatives, the absorption properties are of major interest. Thus, the
absorption spectra and corresponding TDMs for Ru(bpy)2bpyC1 and the conforma-
tional ensemble of Ru(bpy)2bpyC9 presented in the this section, are computed on the
optimized ground state structures.

Ru(bpy)2bpyC1 Excited states of Ru(bpy)2bpyC1 were computed on the optimized
ground state structure in gas phase and acetonitrile. The TD-DFT absorption spectra
are shown in figure 16.

The overall agreement between theory and experiment is quite good, as both de-
scribe a local absorption maximum in the low energy range between 2.5 and 3 eV, and
a substantial rise in absorption above 3.5 eV. The theory fails to correctly predict the
high-energy range above 4 eV, which can be attributed to a restriction to 30 excited
states, with the excited state highest in energy appearing at 4.21 or 4.26 eV in gas
phase or acetonitrile, respectively. This is not an issue, however, as the emission of
PDI levels off above around 2.5 eV (see figure 15). The spectral overlap will be investi-
gated in more detail in section 4.1.3. As a result, only the spectral window below 3 eV
in the absorption spectrum of Ru(bpy)2bpyC1 needs to be considered, and therefore
the TD-DFT calculations describe the absorptive effects of Ru(bpy)2bpyC1 accurately
enough for the purposes of this work.

The spectral window below 3 eV in the absorption spectrum of Ru(bpy)2bpyC1 (see
figure 16) is dominated by four distinct transitions both in gas phase and in acetonitrile.
These include the transitions from the S0 to S5, S6, S7, and S8. All absorptions are red-
shifted in acetonitrile compared to the gas phase calculations, and simultaneously more
intense. Only the S0 →S6 transition is barely affected by the environmental change.
The relative contributions of the one-electron wave functions to the excited states are
identical between the environments, while they slightly differ in absolute weights.

All significant one-electron wave functions, i.e., those contributing no less than
1% to the four selected excited states, are comprised of transferring an electron from
either the second or third highest occupied MO to on of the three lowest unoccupied
MOs. These orbitals are displayed in figure 17. The HOMO itself, which exhibits
a distinct metal-centered dz2 character, does not significantly contribute to either
of the S5, S6, S7, or S8. In general, all the three highest occupied MOs comprise
mostly metal-centered orbitals, while the three lowest-lying unoccupied molecular or-
bitals mostly display π-character delocalized over the ligands. The electron density of
the LUMO and LUMO+1 is mostly delocalized over the unmodified bipyridine ligands,
while LUMO+2 is delocalized over the sp2 framework of the methylated ligand, thus
rendering all the transitions from S0 to S5 through S8 metal-ligand charge transfers.
Furthermore considering that the LUMO and LUMO+1 are mostly localized on the
unsubstituted bipyridine ligands, while LUMO+2 mostly comprises of π-orbitals on the
modified bipyridine, this implies that excitation to the S5 transfers electron density onto
the unmodified ligands when compared to the ground state electron density. This is
also mostly true for the S6 and S8 transitions, even though these excitations already
exhibit non-negligible LUMO+2 character. The S7 excited state wavefunctions exhibits
the largest LUMO+2 character of all excited state wavefunctions investigated here. As
a result, compared to the ground state electron density, excitation to S7 increases the
electron density on the modified ligand.

The TDMs of Ru(bpy)2bpyC1 corresponding to the four transitions of interest (see
figure 16) cluster into two groups — those parallel to the principal C2 symmetry axis,
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Environment Excitation Energy Dipole Strength Orbitals (contribution)a

gas phase S0 → S5 2.71 0.109 HOMO-1 → LUMO (43%)
HOMO-2 → LUMO+1 (5%)

gas phase S0 → S6 2.82 0.794
HOMO-2 → LUMO (33%)

HOMO-2 → LUMO+2 (10%)
HOMO-1 → LUMO+1 (7%)

gas phase S0 → S7 2.90 0.741
HOMO-2 → LUMO+2 (36%)
HOMO-1 → LUMO+1 (9%)
HOMO-2 → LUMO (4%)

gas phase S0 → S8 2.92 1.55
HOMO-2 → LUMO+1 (25%)
HOMO-1 → LUMO+2 (18%)

HOMO-1 → LUMO (6%)

acetonitrile S0 → S5 2.69 0.267
HOMO-1 → LUMO (44%)
HOMO-2 → LUMO+1 (4%)
HOMO-1 → LUMO+2 (1%)

acetonitrile S0 → S6 2.77 0.807
HOMO-2 → LUMO (33%)

HOMO-2 → LUMO+2 (12%)
HOMO-1 → LUMO+1 (5%)

acetonitrile S0 → S7 2.86 1.35
HOMO-2 → LUMO+2 (32%)
HOMO-1 → LUMO+1 (13%)

HOMO-2 → LUMO (4%)

acetonitrile S0 → S8 2.87 2.07
HOMO-2 → LUMO+1 (24%)
HOMO-1 → LUMO+2 (20%)

HOMO-1 → LUMO (5%)

a Only orbital contributions >1%.

Figure 16: Computed TD-DFT absorption spectra of Ru(bpy)2bpyC1 in gas phase
(purple line) and acetonitrile (green line). Oscillator strengths are drawn as vertical
lines. For comparison, the corresponding experimental spectrum of Ru(bpy)2bpyC9
is shown in black. Details on selected excitations are presented underneath. The
corresponding orbitals are visualized in figure 17.
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HOMO-2 HOMO-1 HOMO

LUMO LUMO+1 LUMO+2

Figure 17: Computed orbitals of Ru(bpy)2bpyC1 in acetonitrile from HOMO-2 to
LUMO+2. Molecular orbitals are shown at an isosurface cutoff of 0.03 a.u. The
orbitals of the gas phase calculations are included in appendix B.
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and those perpendicular (see figure 18). The transitions from S0 to S5 and S8 belong
to the first, those to S6 and S7 to the second group. Aside from the magnitude of the
vectors, which is governed by the dipole strength (see figure 16), there is virtually no
difference between the TDMs in the gas phase and acetonitrile.

S0 →S5 (gas phase) S0 →S6 (gas phase) S0 →S7 (gas phase) S0 →S8 (gas phase)

S0 →S5 (acetonitrile) S0 →S6 (acetonitrile) S0 →S7 (acetonitrile) S0 →S8 (acetonitrile)

Figure 18: Transition electric dipole moments of Ru(bpy)2bpyC1.

Since the TDMs in Ru(bpy)2bpyC1 do not align with a distance vector between
two atomic coordinates, they have to be described as linear combinations of nitrogen
atom coordinates as

−→c =



cx
cy
cz


 =

6∑

n=1

wNn



Nnx
Nny
Nnz


 (42)

where wNn is the contribution of the nitrogen atom n, and Nnx , Nny , and Nnz
are the respective coordinates of the nitrogen atom n. The numbering of the nitrogen
atoms is given in figure 6. This way, two different linear combinations for the each
of the TDM orientations were constructed. The mode describes hereby, whether the
vector is parallel or perpendicular to the principal symmetry axis. The weights for the
four excitations of interest are given in table 1.

Excitation wN1 wN2 wN3 wN4 wN5 wN6 mode
S0 →S5 1 1 0 -1 -1 0 parallel
S0 →S6 1 -1 -2 -1 1 2 perpendicular
S0 →S6 1 -1 -2 -1 1 2 perpendicular
S0 →S8 1 1 0 -1 -1 0 parallel

Table 1: Weights for the definition of transition electric dipole moments in terms
of nitrogen nuclear coordinates in Ru(bpy)2bpyC1. The numbering scheme for the
Nitrogens is shown in figure 6.

The quality of this parametrization was assessed by calculating the dot product of
the nuclear coordinate’s linear combination vector and the TDM vector. These linear
combinations describe the directionality of the TDMs fairly accurately, will all eight
combinations (excitations to S5 through S8 for gas phase and acetonitrile) yielding
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4 RESULTS AND DISCUSSION

dot products between the linear combination and TDM of better than 99.99%, which
corresponds to a deviation of less than 1◦.

Ru(bpy)2bpyC9 Analogously to C4-PDI-C4 (see section 4.1.1), the inclusion of
aliphatic substituents to Ru(bpy)2bpyC1 to obtain Ru(bpy)2bpyC9 results in the po-
tentiality of a manifold of conformers. Since the substituents in Ru(bpy)2bpyC9 are
longer than those in C4-PDI-C4, the conformational space increases accordingly. To
save computational resources, the number of calculated conformers was limited by
excluding the structure-crossing step from the CREST calculation generating the con-
formational ensemble. Nevertheless, the Ru(bpy)2bpyC9 ensemble comprised 38399
conformers within the energy window of 7 kcal/mol starting from the most stable
structure. This number of conformers was reduced to 1000 by PCA and k-means clus-
tering. Again, it was ensured that these 1000 conformers spanned the entire energy
range of the initial ensemble, with the 1000th conformer being 6.72 kcal/mol higher
in GFN2-xTB energy than the global minimum structure. For these 1000 conformers,
BP86 single point calculations were performed (see figure 19).
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Figure 19: GFN2-xTB vs. BP86 energies on the GFN2-xTB geometries of
Ru(bpy)2bpyC9. The black line denotes 7 kcal/mol in relative BP86 energies, the
yellow line identical GFN2-xTB and BP86 energies.

It is apparent that GFN2-xTB overestimates the stability of a lot of the conformers.
From those 1000 conformers, merely 92 yielded BP86 single point energies within the
energy range of 7 kcal/mol with respect to the most stable conformer. Within these
92 conformers, in turn, there is some weak correlation between GFN2-xTB and BP86
energies, but the values still spread a wide range. These 92 conformers were selected as
final structures representative of the entire conformational space and were optimized on
the B3LYP/def2-SVP level of theory. The B3LYP energies on the structures optimized
with B3LYP as well as using GFN2-xTB are shown in figure 20. Similarly to the results
presented for C4-PDI-C4 in section 4.1.1, there is a high correlation between BP86
and B3LYP single point energies, justifying the use of the cheaper BP86 functional
for an ensemble reduction based on energetic parameters. However, most of the 92
conformers yield significantly higher relative energies after geometry optimization. This
causes the five most stable conformers to already account for over 99% of the ensemble
when Boltzmann-weighted. Nevertheless, to evaluate the aliphatic substituents’ effect
on the photophysical properties of Ru(bpy)2bpyC9, excited state calculations were
performed on all 92 conformers. These conformers are collectively shown in figure 21.
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Figure 20: BP86 vs. B3LYP energies on the 92 final conformers of Ru(bpy)2bpyC9.
BP86 and B3LYP single points were computed on the GFN2-xTB geometries, while
for B3LYP additional geometry optimizations were conducted. The yellow line denotes
identical BP86 and B3LYP energies.

Contrary to what has been observed for C4-PDI-C4, the conformation of the aliphatic
substituents does influence the geometry of the three bipyridine frameworks, leading to
some distortion of the aromatic planes. The substituents’ conformations range from
almost linear to completely bend around the core of the complex.

The TD-DFT absorption spectra for the 92 representative conformers of
Ru(bpy)2bpyC9 are shown in figure 22. The orbitals are shown in appendix B. Qual-
itatively, the spectra are very comparable in overall intensity between all conformers.
However, in the range of interest between 2.5 and 3 eV, the conformers cause the
transition energies to vary, such that no distinct transitions can be attributed to any
region. This becomes especially apparent in figure 23, where the individual excitations
are color coded based on the energetic ordering within each conformer. The transitions
displayed include S4, S5, S6, S7, and S8, omitting S9, as these transitions only occur

Figure 21: Overlaid structures of the 92 representative Ru(bpy)2bpyC9 conformers.
The atoms of the central three bipyridine framework, including the metal center, were
aligned for this presentation, and this moiety is represented with larger bond radii
compared to the aliphatic substituents. Hydrogen atoms are not drawn for clarity
reasons.
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Figure 22: Computed TD-DFT absorption spectra of 92 Ru(bpy)2bpyC9 conformers
in acetonitrile (multiple colored lines). Oscillator strengths are drawn as vertical lines.
For comparison, the corresponding experimental spectrum is shown in black.

at transition energies of over 3.05 eV. Furthermore, all S0 →S9 oscillator strengths are
below 0.007. The transitions from S0 to S4, S5 and S6 mix very little, with especially
the transitions to S6 being well-seperated from the other transitions in their combina-
tion of transition energies and oscillator strengths. The energetic regions of S4 and S5
heavily overlap, but the S5-transitions are distinctively intense enough compared to S4
to assume that the energetic ordering of those two excited state wavefunctions does
not change in most of the conformers.

The picture is different for the excitations to S7 and S8, which are similar in in-
tensity and overlap significantly in transition energy, providing reason to assume that
conformational changes stabilize and destabilize the S7 and S8 excited state wavefunc-
tions in such a way that they exchange their rank when ordered by energy. In other
words, the excited state wave function of one character, which is seventh in excitation
energy for one conformer, might be eighth in energetic ordering for another conformer
and vice versa.

This finding is further supported by an orientation analysis of the TDMs µA. The
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Figure 23: Oscillator strength and transition energies of the excitations to S4 through
S8 of the 92 Ru(bpy)2bpyC9 conformers.

43



4 RESULTS AND DISCUSSION

squared dot product between these and the vectors generated as linear combinations
of nitrogen atoms’ nuclear coordinates were computed for both the parallel and the
perpendicular mode νi as defined for Ru(bpy)2bpyC1 (see table 1). Therefore, the
closer the squared dot product is to 1, the more aligned this TDM is with the respective
axis. The squared dot products for the TDMs corresponding to the transition to S5,
S6, S7, and S8 of the 92 representative conformers are displayed in figure 24.
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Figure 24: Squared dot product of the transition electric dipole moment vectors for
the excitations to S5 through S8 and the linear combinations of nitrogen coordinates
defined in table 1 for the 92 Ru(bpy)2bpyC9 conformers.

Aside from minor fluctuations and a few major exceptions, the TDM of S0 →S5
is aligned to the parallel mode, while the one of S0 →S6 clearly exhibits perpendicular
character for almost all conformers. This is in line with the observations that these two
transitions mix negligible with other transitions. However, the fact that no unambiguous
alignment can be assigned to for transitions, supports the statement that the S7 and S8
wave functions switch energetic rank between different conformers. Still, there appears
to be a complementing characteristic to the alignment of the TDMs for S0 →S7 and
S0 →S8. In cases, where a perpendicular character can be assigned to one of the
excited states, the other one most often displays a parallel character and vice versa.
This further supports the theory that not one wave function character can be assigned
to S7 or S8, but that in fact both comprise two distinct wave functions which switch
in energetic ordering as the molecule adopts a different conformation.

Nevertheless, even after complementing the S7 and S8 characters into a concise
picture, the TDMs align poorly with either the parallel or the perpendicular modes.
While there are cases in which a specific TDM is aligned almost perfectly with one
of the modes, other TDMs exhibit dot products which are almost identical for both
modes. This is true through all investigated excited states, even though the alignment is
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especially bad for the TDMs corresponding to S0 →S7 and S0 →S8. Overall, however,
it can be concluded that for each conformer, between the excitations to S7 and S8,
one TDM aligns with either the parallel or the perpendicular mode, while the second
one aligns with the respective other mode.

The Boltzmann-weighted spectrum of all 92 representative conformers of
Ru(bpy)2bpyC9 (see figure 25) represents the individual conformer spectra in that
it describes the experiment reasonably well in the energy range below 3 eV, but it fails
to predict the absorption properties correctly in the higher energy range, again due
to the limitation on 30 excited states in the TD-DFT calculations. The Boltzmann-
weighted TDM strengths (in atomic units) are 0.224 for the S0 →S5 transition and
0.968 for S0 →S6, while the S0 →S7 and S0 →S8 TDMs averaged together amount
to 1.62 each. In this, the transitions are in general an order of magnitude less intense
compared to those in C4-PDI-C4.
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Figure 25: Boltzmann-weighted average of the computed TD-DFT absorption spec-
trum of 92 Ru(bpy)2bpyC9 conformers in acetonitrile (purple line). For comparison,
the corresponding experimental spectrum is shown in black.

4.1.3 Spectral overlap and orientation effects on FRET

The final Boltzmann-weighted, representative spectra for C4-PDI-C4 and
Ru(bpy)2bpyC9 are shown jointly in figure 26. The 0-0 peak in the C4-PDI-C4
spectrum overlaps with the low-energy end of the Ru(bpy)2bpyC9 absorption profile.

The overlap integral was decomposed into the contributions of each of the four
excitations investigated more closely in section 4.1.2 (see table 2). This was achieved
by convoluting each of the transitions of interest in Ru(bpy)2bpyC9 with one convolu-
tion function and subsequently calculating Boltzmann-weighted, normalized absorption
profiles over the ensemble for each transition individually. Finally, the overlap between
each of these profiles with the normalized C4-PDI-C4 spectrum was computed. The
normalization of each spectrum was performed such that the integral over each indi-
vidual spectrum was equal to the unit area. With this, the overlap can be expressed in
cm according to the FRET rate equation (equation 1)[10].

Since the transitions to S7 and S8 are effectively degenerate and merely separable,
they are presented as one integral. These integrals can be easily manipulated, as they
heavily depend on the convolution functions — choosing more expanded convolution
functions will naturally lead to increased overlaps of energetically distant transitions.
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Excitation spectral overlap / cm
S0 →S5 2.12E-4
S0 →S6 1.44E-4

S0 →S7 + S0 →S8 1.60E-4

Table 2: Calculated spectral overlap decomposed for each of the convolution functions
of the transitions to S5, S6, S7 and S8 of Ru(bpy)2bpyC9 with the total spectrum of
C4-PDI-C4. Transitions to S7 and S8 are collected into only one integral.

Furthermore, especially the C4-PDI-C4 spectrum was shifted to better agree with ex-
perimental findings (see section 4.1.1). For the emission spectrum of C4-PDI-C4, the
shift amounts to +0.42 eV. This shift was included for the computation of the overlap
to best represent the experimental spectra. However, this shift includes a heavy bias.
The overlaps for the non-shifted C4-PDI-C4 spectrum are about one order of magni-
tude smaller, demonstrating the arbitrariness of these computed overlaps. Therefore,
it is important that the computed spectra agree well in shape and position with the
experimental spectra, as has been demonstrated in the previous analysis. Nevertheless,
the absolute overlap valued remain somewhat random and must not be interpreted
as factual. Rather, they resemble a general idea of dimension, and especially provide
invaluable insights into the relative significance of each of the individual transfers when
compared to one another.

This being said, since the C4-PDI-C4 spectrum overlaps with the lower energy
range of the Ru(bpy)2bpyC9 absorption (see figure 26), the spectral overlap is largest
for the transitions at lower excitation energy. As a result, the S0 →S5 transition is
associated with the largest spectral overlap, followed by S0 →S6, while S0 →S7 and
S0 →S8 jointly overlap about the same as S0 →S6. This joint overlap, however, arises
from two Ru(bpy)2bpyC9 transitions both normalized, such that each of the transitions
contribute an overlap of 8.00E-5 nm.

These overlaps have to be combined with the observation, that, after Boltzmann-
weighting, the excitation S0 →S7 and S0 →S8 exhibit the most intense dipole strengths
(1.62 a.u.), with S0 →S6 (0.968 a.u.) being almost 50% less intense, while S0 →S5
(0.224 a.u.) is less than 1/7th of the most intense dipole strength. In consequence,
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Figure 26: Spectral overlap between the emission spectrum of C4-PDI-C4 and ab-
sorption spectrum of Ru(bpy)2bpyC9. Spectra shown are not-shifted the Boltzmann-
weighted spectra averaging over the ensemble.
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a Insertion of C4-PDI-C4 such that the TDM is either tangential or normal to the membrane
surface.

b Alignment of the TDM for the corresponding transitions (see table 1) with respect to the
principal symmetry axis in Ru(bpy)2bpyC9, which is assumed to coincide with the vector normal
to the membrane surface.

Figure 27: Effect of the insertion of C4-PDI-C4 into the membrane on the energy
transfer.

the differences in dipole strength (which enters the FRET rate equation squared) and
overlaps of the transitions to S6, S7 and S8 almost cancel out, such that in an uncon-
strained environment, these three would contribute approximately the same amount,
while the rate that populates S5 is significantly reduced. This picture, however, is
somewhat altered when the chromophores alignment is restricted by the embedding
into a membrane. Assuming that Ru(bpy)2bpyC9 inserts into the membrane in a way
that both aliphatic C9 groups align with the aliphatic lipid chains, the principal sym-
metry axis would coincide with the vector normal to the membrane surface (see figure
27). As a result, the modes of the TDM orientation defined in table 1 correspond to
the orientation of the TDM with respect to this normal vector. The TDMs arising
from the S0 →S5 and S0 →S8 transitions align with the normal vector, while those
corresponding to S0 →S6 and S0 →S7 stand perpendicular to this normal vector. For
C4-PDI-C4, there are two different extreme chromophore arrangements into the mem-
brane plausible, with both substitutents inserted into the membrane, or only one of
them. In the first case, the TDM for the S1 →S0 transition orientates tangential to
the membrane surface, while it aligns with the normal vector in the latter scenario.

These orientations massively affect the FRET. With the TDM of C4-PDI-C4 being
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tangential to membrane surface vector, in would be perpendicular to the TDMs of
the S0 →S5 and S0 →S8 transitions, prohibiting any energy transfer to these excited
states. At the same time, it could be parallel to the TDMs corresponding to S0 →S6
and S0 →S7. In this case, however, rotating C4-PDI-C4 and its TDM within the
surface plane, which is not prohibited by embedding, would also originate perpendicular
arrangements. Averaging over all arrangements of a donor-acceptor pair, where the
TDMs of both are perfectly aligned with the membrane surface, yields a mean κ2

of around 0.41 (for more details on this averaging see section 4.3), which is already
significantly below the mean κ2 in isotropic media of 2/3[25].

In contrast, if C4-PDI-C4 inserted into the membrane with one substituent only,
the S1 →S0 TDM coincides with the normal vector. In this normal arrangement,
the C4-PDI-C4 TDM is perpendicular to the perpendicular mode corresponding to the
S0 →S6 and S0 →S7 transitions in Ru(bpy)2bpyC9, prohibiting any energy transfer,
while the S0 →S5 and S0 →S8 TDMs are aligned with the C4-PDI-C4 TDM, resulting
in the idealized case in an κ2 of 4, which is the maximum possible value. Additionally,
with these molecular orientations, rotation around the vector normal to the membrane
surface does not impact the κ2.

The orientation effects described here are limited to the extreme cases, while in
reality there will be still some fluctuations around these simplified arrangements. Fur-
thermore, the numbers presented are restricted to the chromophores being directly
opposite in the membrane. Displacement along the membrane surface would result
in non-extreme values for the angles between the TDMs and the connecting distance
vector, giving rise to non-zero terms in the second part of equation 3. However, this
would also coincide with a greater distance between the chromophores, again reducing
the energy transfer rate.

Aside from these drawbacks, these simplified cases still allow to evaluate the general
impact of chromophore restriction within the membrane on the FRET, deactivating
some transitions while enhancing others. As described in section 4.1.2, the excita-
tions of the respective excited states in Ru(bpy)2bpyC9 cause different electron density
shifts with respect to the ground state electron density distribution. As a result, with
C4-PDI-C4 in the normal insertion, and thus energy transfer onto the S5 and S8 of
Ru(bpy)2bpyC9, gives rise to an increased electron density on the unmodified bipyridine
ligands, i.e., an electron transfer outwards from the membrane, while the energy trans-
fer with C4-PDI-C4 in the tangential insertion causes a more balanced electron transfer
onto the three ligands. Consequently, due to an impact on the excited electronic states
and the electron density, the insertion of C4-PDI-C4 might affect the photosensitizing
properties of Ru(bpy)2bpyC9.

4.2 Molecular dynamics simulations

As previously outlined, the orientation of the TDMs has a significant influence on the
FRET efficiency. It is to be expected that the membrane reduces the mobility of the
inserted chromophores compared to isotropic solutions significantly, both with respect
to the acceptor-donor distance as well as the arrangement of those relative to one an-
other. Here, force-field based MD simulations are performed to monitor the evolution
of the chromophores’ position and orientation in time. Individual systems are gener-
ated for both chromophores, to track this progression for each of the inserted species
independently. To minimize the bias induced by the selection of a starting geometry,
different distances with respect to the center of the membrane are used as initial points.
In these simulations, the distance of the inserted molecule with respect to the center
of the membrane and the angle of the TDM vectors, as defined through the QM cal-

48



4 RESULTS AND DISCUSSION

culations in section 4.1, relative to the membrane surface are monitored. Combining
the insights provided by the simulations both for C4-PDI-C4 and Ru(bpy)2bpyC9 em-
bedded into the lipid bilayer and expanding this with the knowledge gained from the
QM calculations enables to assess of the FRET efficiency.

4.2.1 PDI

As outlined in section 4.1.3, the orientation of C4-PDI-C4 when embedded into the
lipid bilayer membrane is crucial to the efficiency of the FRET. With the two extreme
orientations which C4-PDI-C4 adopt, the emission TDM is either aligned with the sur-
face of the membrane in the so-called "tangential" insertion, or it points perpendicular,
i.e., "normal" to the surface. To minimize the bias induced into a starting geometry
towards one of these two modes, individual simulations were performed for both, each
with several distinct distances of the chromophore to the membrane center (see figure
28).
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Figure 28: Insertions of C4-PDI-C4 into the membrane. Atoms and bonds are colored
by element: cyan and grey for carbon in lipids and ligand, respectively, blue for nitrogen,
red for oxygen and ochre for ruthenium. For clarity purposes, only lipid head moieties
are displayed, while aliphatic lipid tails are not included. Hydrogen atoms are omitted.
Figure 1 is shown as reference.

For the tangential mode, the aromatic plane was oriented along the membrane
surface, while the heteroaliphatic moieties were oriented towards the membrane cen-
ter. Additional details on the starting structures can be inferred from table 3. The
orientation of C4-PDI-C4 additionally influences the space uptake along the membrane
surface, and thus effects the number of lipid molecules placed inside the box. In gen-
eral, the tangential insertion mode necessitates 93 DOPG molecules, while one more
DOPG molecule is present when the emitter is placed perpendicularly. An exception
is the tangential insertion where C4-PDI-C4 is far from the membrane center, as here
the membrane penetration is reduced, thus enabling one additional DOPG lipid. Nev-
ertheless, this difference in lipid numbers is diminishing and thus can be neglected.
Furthermore, the number of DPPC molecules in the upper lipid layer is not influenced
by the insertion of C4-PDI-C4, as the chromophore only penetrates the lower leaflet.
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Figure 29: Distance between C4-PDI-C4 and the center of the membrane as well as
the angle of the TDM to the surface of the membrane for the seven different insertion
modes. During production, each frame corresponds to a time step of 0.1 ns, such that
200 ns production time are presented here. Averages for the distance and angle over
these production times are displayed as horizontal lines.
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The chromophore-membrane center distance as well as the angles of the TDM of
C4-PDI-C4 with respect to the surface of the membrane for these seven trajectories are
presented in figure 29. In five of these trajectories, C4-PDI-C4 remains bound into the
membrane with stable distances to the membrane center between 8 and 18 Å. For the
simulations where the chromophore was inserted furthest distant from the membrane
center, both for the tangential and perpendicular insertion modes, C4-PDI-C4 leaves
the membrane and remains in solution for the entire simulation time, as indicated by
larger distances of around 31-32 Å. This signifies that the chromophore was initially
placed at too large a distant to connect constructively to the membrane. However,
there are some artifacts in the trajectories, showing up as sudden drops in the distance
to almost zero. This is caused by the chromophore approaching the upper membrane
leaflet, which can be reached through the solvation phase due to the periodic boundary
conditions imposed. As a result, lipid molecules leave the periodic box on the one side
and re-entering on the opposite, thus causing a massive shift of the center of mass.
Therefore, these averaged distances can only be interpreted as a lower bound to the
true mean distance. Similarly, while the proper values are given for the angle, this data is
not physically sound, as the chromophore in solution interacting with both membrane
leaflets does not represent the situation in situ. Thus, to obtain valid information
on C4-PDI-C4 in solution or in close proximity to the membrane surface, additional
simulations with increased solvent layer are required, which is not in the scope of this
work.

On the other hand, the simulations in which C4-PDI-C4 remained inserted into the
membrane, i.e., distances of below 20 Å, unite at similar distances. This convergence
is regardless of the number of DOPG (93 or 94) lipid molecules in the box, confirming
that this slight initial differences are negligible. This indicates a distinct local minimum
for C4-PDI-C4 in the membrane, into which the chromophore evolves indepentently
from the starting orientation. One slight exception to this joint convergence is the
closest insertion in the perpendicular orientation, which displays the shortest of all
distances, at times dropping below 6 Å. This indicates a second local minimum closer
to the center of the membrane. To allude the stability of this second local maximum,
the trajectory was propagated another 200 ns. This second production period yielded
an average distance of 11.2 Å, which is effectively identical to that of the first 200 ns.
This insertion mode not converging into the same local minimum as the others stresses
the possibility of the existence of a second local minimum.

Nevertheless, the five trajectories in which C4-PDI-C4 remained bonded to the
membrane behave very similarly regardless of the insertion mode and initial distance. For
all five simulations, the aromatic plane of C4-PDI-C4 aligns parallel to the membrane
surface close to the hydrophobic phase of the lipid bilayer, with the positively charged
groups at the end of the heteroaliphatic tail pointing outwards to the lipids polar head
groups and the solvent layer. One representative snapshot for this conformation is

Name Displacement / Å #DPPC #DOPG
Tangential: Close 9 102 93
Tangential: Middle 13 102 93
Tangential: Far 21 102 94

Perpendicular: Closest 8 102 94
Perpendicular: Close 11 102 94
Perpendicular: Far 18 102 94

Perpendicular: Furthest 25 102 94

Table 3: Attributes for the different simulations performed with C4-PDI-C4.
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shown in figure 30. There is some flexibility in the orientation of the aromatic plane,
which can flip upright, rotating around the N-N axis. In this way, the nitrogen atoms,
which are the reference atoms for the TDM, remain equally distant from the center
of the membrane. This is also represented in the angle displayed in figure 29, which is
mostly below 15◦ and very rarely exceeds 30◦ in any of the five simulations.

Figure 30: Snapshot of the MD simulation for C4-PDI-C4 (perpendicular, far insertion,
frame 3000). Atoms and bonds are colored by element: cyan and grey for carbon in
lipids and ligand, respectively, blue for nitrogen and red for oxygen. Axes are displayed
for reference: x (red), y (green) and z (blue). For clarity purposes, only water molecules
and lipid head moieties are displayed, while aliphatic lipid tails are not included. Hydro-
gen atoms are omitted.

This indicates that the tangential insertion mode appears to be the favored for
C4-PDI-C4. Even the trajectories starting with the perpendicular orientation quickly
evolve into the tangential insertion mode, which is especially notable in the trajectory
where C4-PDI-C4 was inserted perpendicularly closest to the center of the membrane.
Here, the angle for the TDM drops from above 70◦ all the way below 5◦ within the
first nanosecond of equilibration time. In total, the average distance of C4-PDI-C4 to
the membrane center (when inserted into the membrane) is approx. 13.3 Å at a TDM
angle relative to the membrane surface of around 11.7◦.
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4.2.2 Ruthenium complex

Analogously to the simulations performed with C4-PDI-C4, different insertion distances
were probed for Ru(bpy)2bpyC9, as well. Since a high attractive interaction between
the aliphatic tails of the lipids and the ligand is to be expected, only one insertion
direction was chosen as a starting point, in which one of the tails points straight down
towards the center of the membrane. The second aliphatic tail was wrapped along the
chromohore’s core in the starting geometry. Three different distances to the center of
the membrane were investigated (see figure 31).
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Figure 31: Insertions of Ru(bpy)2bpyC9 into the membrane. Atoms and bonds are
colored by element: cyan and grey for carbon in lipids and ligand, respectively, blue for
nitrogen, red for oxygen and ochre for ruthenium. For clarity purposes, only lipid head
moieties are displayed, while aliphatic lipid tails are not included. Hydrogen atoms are
omitted. Figure 1 is shown as reference.

Again, the depth of insertion influences the number of lipid molecules in the re-
spective leaflet, with the close and middle insertions conditioning 99 DPPC molecules
each, while the membrane surface penetration of the far insertion mode is diminished,
thus allowing two additional DPPC molecules to be put into the simulation box (see
table 4).

Name Displacement / Å #DPPC #DOPG
Close 10 99 95
Middle 17 99 95
Far 24 101 95

Far (Modified) 24 99 95

Table 4: Attributes for the different simulations performed with Ru(bpy)2bpyC9.

To overcome this difference, a fourth starting geometry was set up starting from the
middle insertion mode, for which the z-coordinates of all Ru(bpy)2bpyC9 atoms were
manually increased by 7 Å, to overlap with the far position, while all other molecules
in the box remained unchanged with respect to the middle insertion box. As a result,
the new starting geometry, now termed "far (modified)", is a mixture of the middle
conditions and the chromophore’s far position.
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The distances and angles to the surface of the membrane for both TDM modes
parametrized in section 4.1.2 are presented in figure 32. The close and middle insertion
modes converge into very similar conditions, with the distance between chromophore
and the center of the membrane stably varying around 18 Å. This local minimum is
characterized by both aliphatic tails inserted into the membrane, interacting with the
hydrophobic lipids, while the photoactive core is surrounded by the polar head groups
of the lipids (see figure 33 left). However, this conformation does not orient the TDM
vectors either parallel or perpendicular to the surface of the membrane as hypothesized
in section 4.1.3. Rather, the core of Ru(bpy)2bpyC9 tilts such that both vectors are
arranged approximately as bisectors. Especially in the middle insertion, the angles are
essentially identical when averaged over the 200 ns. Still, there is a lot of flexibility in
the orientation of the TDMs, with the values ranging from 0◦ all the way up to 90◦.

In the snapshot presented in figure 33 (left), the membrane is slightly bent. This
effect could be caused by a slight overestimation of the membrane penetration of the
ruthenium complex, which in turn conditions too few DPPC lipids placed into the upper
leaflet initially. As a result, during simulation, the upper leaflet contracts, while the
lower does not, as it was assembled without any ligand. The bending could be caused
by this difference in expanse similar to the temperature-induced bending of a bimetallic
strip. Nevertheless, it is unlikely that this bending significantly affects the position and
orientation of Ru(bpy)2bpyC9 within the membrane.
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Figure 32: Distance between Ru(bpy)2bpyC9 and the center of the membrane as well as
the angles of the two transition dipole moment modes to the surface of the membrane
for the four different insertion distances. During production, each frame corresponds to
a time step of 0.1 ns, such that 200 ns production time are presented here. Averages
for the distance and angle over these production times are displayed as horizontal lines.
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Figure 33: Snapshots of the MD simulation for Ru(bpy)2bpyC9. Left: middle insertion,
frame 3000; right: far insertion, frame 2135. Atoms and bonds are colored by element:
cyan and grey for carbon in lipids and ligand, respectively, blue for nitrogen, red for
oxygen and ochre for ruthenium. Axes are displayed for reference: x (red), y (green)
and z (blue). For clarity purposes, only water molecules and lipid head moieties are
displayed, while aliphatic lipid tails are not included. Hydrogen atoms are omitted.

The two trajectories, where Ru(bpy)2bpyC9 is initially inserted far from the center
of the membrane, suggest a second local minimum at larger distances, in which the
complex is still bound to the membrane. Here, only one of the aliphatic tails is inserted
into the membrane, with the other one flickering around at the membrane/water in-
terface (see figure 33 right). This leads to the photoactive core of the complex being
around 25-27 Å distant from the center of the membrane. This fixation of one aliphatic
tail above and one below the lipids head groups also causes a distinction in behavior
of the TDM angles, with the TDM parallel to the C2 symmetry axis of the complex
somewhat aligning with the membrane surface. Comparing figure 33 left and right,
it is noticable how different the box dimensions, especially in z-direction, are. This is
most probably caused by the membrane surface penetration of the ruthenium, which
increases the area requirement of the membrane upon insertion and thus extends the
box in the xy-plane. In turn, this causes a contraction in the z-dimension. Furthermore,
in the far insertion trajectories, there are again visible some artefacts in the distance
caused by lipid molecules re-entering the periodic box on the opposite face. However,
since they only appear very shortly before vanishing again, they can be neglected.

To evaluate the stability of this more distant local minimum and the crossing possi-
bility between the two, the middle and the far trajectories were propagated for additional
200 ns. The two regimes of both minima are very well visible when plotting the dis-
tances of all trajectories (see figure 34). And indeed, the modified far trajectory crosses
between the two local minima, a process which already begun during the first 200 ns,
and remains in the closer minimum for the rest of the propagation time. Thus, there
is an apparent crossing possibility from the far minimum to the close minimum. Con-
trarily, the middle and far trajectories remain in their respective local minima for the
entire 400 ns. Whether the hinted stability of the local minimum of the far trajectory
is an artefact of the increased density in the upper membrane leaflet due to the higher
number of lipid molecules, can not be answered unambiguously. However, the mod-
ified far trajectory progressing in this minimum for well over 150 ns production time
is a strong indicator for the physical relevance of this local minimum. As a result, it
is to be expected that parts of a Ru(bpy)2bpyC9 ensemble will aggregate in the far
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minimum, with other parts populating the close minimum. To properly evaluate the
relative stability of each of the local minima, more sophisticated binding energy analysis
tools have to be employed, which exceeds the scope of this work. Here, this ensemble
distribution is approximated by averaging over all computed trajectories. In total, this
yields an average distance of the photoactive core to the membrane center of 20.9 Å,
and angles of 41.6◦ and 29.6◦ for the parallel and perpendicular modes, respectively.
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Figure 34: Distance between Ru(bpy)2bpyC9 and the center of the membrane for the
four different insertion distances. During production, each frame corresponds to a time
step of 0.1 ns, such that 400 ns production time are presented here except for the close
insertion mode, which was not propagated beyond 200 ns.

4.3 FRET rate evaluation

The results gathered by means of excited state calculations and molecular dynamic
simulations in the preceding chapters allow to compute the rate constant of the en-
ergy transfer according to the FRET rate equation (equation 1). In this, the distance
between the chromophores is, assuming the chromophores are directly opposite in the
respective membrane leaflets, equal to the sums of individual distances to the center of
the membrane, and the TDM magnitudes as well as the spectral overlap have been pre-
sented in section 4.1. The orientation factor κ2 is computed from the angles between
the TDMs with each other and with the distance vector ~rAD (see figure 2). These
angles can be obtained directly, since the averaged angles of the TDMs with respect
to the surface of the membrane are known. The angle of the C4-PDI-C4 TDM with
respect to the surface of the membrane of 11.7◦ corresponds to θD = 78.3◦. For the
parallel (41.6◦) and perpendicular (29.6◦) modes in Ru(bpy)2bpyC9, θA = 48.4◦ and
60.4◦, respectively (see figure 35). Again, this assumes that both chromophores are
directly opposite each other, such that the distance vector ~rAD is the normal vector to
both surfaces of the lipid bilayer.

However, assessing θAD is more complex. The results and angles presented for the
simulations of C4-PDI-C4 and Ru(bpy)2bpyC9 up until now were referenced against
the surface of the membrane, which coincides with the xy-plane. As a result, the z-
component of the TDM is strictly defined, while the rotation within the xy-plane is
not restricted to one orientation within the membrane. The representation in figure
35 assumes that both TDMs coincide with the paper plane, say the xz-plane. But
already within this two-dimensional picture, there exist two different values for θAD, as
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Figure 35: Representation of the light-harvesting system with C4-PDI-C4 and
Ru(bpy)2bpyC9 embedded into opposite leaflets of the lipid bilayer membrane. An-
gles θD, θA, and θAD are indicated. For the latter, the less acute angle of the two
possible arrangements within the paper plane is chosen.

one of the chromophores can be flipped horizontally. The three-dimensional picture is
much more complicated, as rotation within the xy-plane is now permitted, resulting in
a continuous spectrum of values for θAD. This distribution has to be accounted for
when computing the FRET efficiency.

For simplicity’s sake, the xz-plane is defined such that in contains the donors TDM
~µD. In consequence, the normalized donor TDM comprises of xD and zD, the ratio of
which being defined by the angle with respect to the surface of the membrane, while
yD = 0. For the normalized acceptor TDM ~µD, xA and zA are defined in a similar way,
but it has to be accounted for rotation within the surface plane around an angle ϕ.
With this, the dot product between the donor and acceptor TDMs can be represented
as

|~µD · ~µA| =

∣∣∣∣∣∣



xD
0

zD


 ·



xA ∗ cos (ϕ)

xA ∗ sin (ϕ)

zA



∣∣∣∣∣∣

= |xDxA cos (ϕ) + zDzA|. (43)

Since the angle between the TDMs is defined to always be positive, the absolute
value of the dot product is considered. This dot product flips its sign at xDxA cos(ϕ) =

zDzA or at the angle a = arccos (− zDzAxDxA
), respectively. In consequence, when averaging

over all unambiguous values for ϕ, i.e., from 0 to π, the integration has to be split in
two parts, accounting for the different signs:

|~µD · ~µA| =
1

π

[∫ a

0

(xDxA cos (ϕ) + zDzA)dϕ−
∫ π

a

(xDxA cos (ϕ) + zDzA)dϕ

]
. (44)

Integration and rearranging then yields the following equation to compute the av-
eraged dot product between the TDMs of donor and acceptor:

|~µD · ~µA| =
1

π
[(2xDxA + zDzA) sin (a) + azDzA − πzDzA] . (45)

Since the TDMs here as defines as normalized, it holds |~µD · ~µA| = cos θAD. From
here, and with the values for θD and θA as presented above, the orientation factor
κ2 can be evaluated directly from equation 3: κ2 = [cos(θAD)− 3 cos(θD) cos(θA)]2.
For instance, for two TDMs perfectly aligned with the membrane surface, i.e, parrallel
to one another and both perpendicular to the distance vector ~rAD, corresponds to
κ2 ≈ 0.41.
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Acoordingly, averaging the alignments between the C4-PDI-C4 donor and the
Ru(bpy)2bpyC9 acceptor chromophores, yields κ2 = 0.00167 and 0.0511 for the par-
allel and perpendicular transition modes of Ru(bpy)2bpyC9, respectively. These values
are two or one orders of magnitude below the average value in isotropic media of 2/3,
indicating that the membrane confines the orientations of this particular chromophore
pair in a FRET rate-diminishing fashion.

On the other hand, with distances to the center of the membrane of 13.3 Å and
20.9 Å for C4-PDI-C4 and Ru(bpy)2bpyC9, respectively, the minimum distance between
the chromophores, that is achieved once the chromophores are directly opposite in the
membrane, amounts to 34.2 Å. Efficient energy transfer can in general be attained at
distances below 60 Å[77], such that, judged by distance, the membrane confinement
appears to facilitate the energy transfer.

With this, the parameters κ2, r , |~µD|, |~µA| and the spectral overlap are defined
for the emission of C4-PDI-C4 and four absorptive transitions in Ru(bpy)2bpyC9. Ad-
ditionally to these, the FRET rate is computed from fundamental physical constants
such as Planck’s constant, the speed of light and the vacuum permittivity, as well as
the refractive index, which was measured to be 1.478 in DPPC monolayers[78]. This
enables the computation of the FRET rate constant kFRET and the lifetime associated
with the FRET τFRET , which is the inverse of the rate constane. The photophysical
magnitudes as well as the final rate constants and lifetimes are presented in table 5.

Donor Acceptor κ2 |~µD| |~µA| r Overlap kFRET τFRET
[a.u] [a.u] [nm] [cm] [s−1] [ns]

S1 →S0 S0 →S5 0.00167 23.6 0.224 3.42 2.12E-4 1.62E+6 617
S1 →S0 S0 →S6 0.0511 23.6 0.968 3.42 1.44E-4 6.28E+8 1.59
S1 →S0 S0 →S7 0.0511 23.6 1.62 3.42 8.00E-5 9.77E+8 1.02
S1 →S0 S0 →S8 0.0511 23.6 1.62 3.42 8.00E-5 3.19E+7 31.3

Table 5: Photophysical properties of the C4-PDI-C4/Ru(bpy)2bpyC9 pair embedded
into the membrane for the four possible energy transfers.

Again, it has to be stressed that these absolute values are only restrictively expres-
sive. As already explained in section 4.1.3, they heavily depend on the way the spectra
are convoluted and shifted, and thus how the overlap is computed. Additionally, the
values presented in table 5 have to be considered as an upper bound regarding the dis-
tance between the chromophores. Any arrangement, in which donor and acceptor are
not directly opposite in the membrane, but displaced laterally, would not only decrease
the rate as a direct consequence of the increased distance, but also indirectly, as κ2

will decrease due to variation in the angles between the TDMs and the distance vector.
As such, the absolute rate constants kFRET only resemble a cautious approach

to the true rates, and allow a general assessment of the efficiency. However, they
enable the relative comparison of the individual modes of the transition. As such
it is obvious, that populating Ru(bpy)2bpyC9’s S6 and S7 contributes most to the
total energy transfer, with the population of S8 and S5 being one and two orders of
magnitude less important, respectively. This demonstrates that the better alignment
of the TDM perpendicular to the C2 symmetry axis of the ruthenium complex with
the TDM of C4-PDI-C4, paired with the strong dipole strengths, makes up for the
diminished spectral overlap. The S0 →S8 transition, on the other hand, is identical
to the S0 →S7 transition in dipole strength and overlap, as they have been treated as
degenerated states this analysis, but contributes over a magnitude less to the transfer
rate due to the unfavorable arrangement. The population of S5 is diminishingly small
compared to the other transitions due to both an unfavored arrangement and a small
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transition dipole strength.
Additionally to this descriptive assessment, the analysis of the different factors of

the rate equation enables for the proposition of optimization strategies. Excluding
trivial parameters such as the TDM dipole strength, where an increase in strength
naturally positively influences the energy transfer rate, key parameters of the rate
equation are donor-acceptor distance, the spectral overlap and the orientation factor κ2.
The causality for both the distance and the spectral overlap is pretty straight-forward.
Smaller distances and larger overlaps result in a more efficient transfer. However,
optimization of both these terms is more complicated than this simple description, as
other criteria have to be considered. The distance, for instance, is restricted by the
conceptual approach of spatially separating donor and acceptor, potentially enabling
the tuning of external effects such as the solvent or the pH in a potential application
of this light-harvesting system. As such, the membrane thickness resembles a lower
boundary to the inter-chromophoric distance within this design approach. Similarly, the
accessibility of an increased spectral window is desirable for light harvesting units, which
can be achieved by sufficiently different absorption profiles. In turn, some deviation of
the donor’s emission and the acceptor’s absorption profile will have to be tolerated, as
the manipulation of the Stoke’s shift is not easily feasible. Therefore, there will virtually
always be a compromise between maximizing the spectral window and ensuring sufficient
overlap.

This leaves the orientation factor κ2 for the optimization of the FRET rate con-
stant. Surely, with even the more favorable orientation factor being almost two orders
of magnitude smaller than the largest possible κ2 of 4 for aligned TDMs, this leaves
much to be desired. As became clear when investigating lipid bilayer systems, any
TDMs aligned tangential to the surface of the membrane are suboptimal to the trans-
fer due to the rotation within the plane. This causes even donor and acceptor TDMs,
which both are flush within the surface of the membrane, to arrange perpendicularly to
one another from time to time. The desired orientation of all TDMs would therefore be
normal to the membrane surface. With this, the TDMs of FRET donor and acceptor
will be aligned and less sensitive to rotation around the surface’s normal vector. De-
sign strategies which alter the chromophore’s substituents in a way that these normal
orientations are enforced and stabilized therefore promise significant rate increases.

Aside from the optimization of the energy transfer itself, however, the results pre-
sented here also enable to manipulate the electronic configuration of the photosen-
sitzer immediately after energy transfer. For instance, the excitations to the S7 or
S8 in Ru(bpy)2bpyC9 increase the electron density on different ligands. Even if this
different population is not significantly expressed in this complex, it is hinted that ex-
citation to S7 increases electron density on the modified ligand, while excitation to S8
mediates electron shifts towards the unmodified ligands. Manipulating the orientation
of the chromophores can enforce energy transfer between specific states while repress-
ing interaction between others. Especially within the framework of the photosensitizer
embedded into the membrane, as the modified ligand is oriented towards the center
of the membrane, while the unmodified bipyridine subunits are exposed to the solvent,
selective energy transfer could mediate a polarization of the membrane surface. Thus,
synthetic strategies influencing the arrangement can also affect the electron distribu-
tion in the acceptor, including all the consequences with regard to geometry, stability
and reactivity.
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5 Conclusions and outlook

In this work, a holistic computational approach to the rate evaluation of the Förster
Resonance Energy Transfer (FRET) between chromophores in complex media, where
the position and orientation of the structures is restricted, was presented. This workflow
is compelling since it directly assesses all quantities influencing the FRET rate with
computational methods, while at the same time minimizes conceptual simplifications
within the framework of FRET. For instance, the orientation factor κ2, which is often
neglected and averaged assuming isotropic media, was rigorously evaluated.

The coherent computational methodology is based on a multiscale approach, which
ensures accommodating accuracy where this is crucially required, but facilitates reduc-
ing computational cost otherwise, enabling the treatment of extensive, bio-inspired sys-
tems. Accordingly, the photophysical properties of the chromophores were computed
using quantum mechanical (QM) methods, such as density functional theory (DFT) as
well as semiempirical tight-binding methods. In contrast, the position and orientation
of the chromophores within the medium was evaluated in time using classical molecular
dynamics (MD) simulations. Referencing photophysical properties such as transition
dipole moments (TDMs) to structural parameters allows to intertwine both QM and
MD methods to monitor the temporal evolution of relative TDM orientations within
the environment. Rigorous conformational sampling additionally ensures a complete
structural analysis.

This workflow was applied to the artificial light-harvesting system comprising the
C4-PDI-C4 energy donor and the photosensitizer Ru(bpy)2bpyC9 as energy acceptor
embedded into opposite leaflets of a lipid bilayer. While for the donor only the transi-
tion from the first electronic excited state to the ground state is of importance, four
transitions with sufficient spectral overlap and oscillator strength were identified in the
acceptor Ru(bpy)2bpyC9. These four transitions correspond to two sets of TDMs,
which are oriented either parallel or perpendicular to the principal C2 symmetry axis of
the Ruthenium complex.

However, the chromophores align within the lipid bilayer in a way which limits the
FRET efficiency, as especially the C4-PDI-C4 donor orientates such that the TDM
vector almost coincides with the surface of the membrane. Since the membrane itself
restricts the deviation of this vector relative to its surface, but not any rotations within
the surface plane, this coinciding arrangement goes hand in hand with a decrease in
energy transfer rate. Additionally, the orientation of Ru(bpy)2bpyC9 within the lipid
bilayer is not beneficial to the energy transfer efficiency, as none of the parallel or the
perpendicular TDM modes align favorably with the TDM of C4-PDI-C4. As such,
the energy transfer lifetimes vary between ca. 1-600 ns for the different excitations in
Ru(bpy)2bpyC9.

These transfer rates and lifetimes leave room for improvement in terms of the
efficiency of FRET. However, the analysis in this work hints to promising optimiza-
tion routes. For instance, enforcing TDM arrangements normal to the surface of the
membrane through manipulation of the interaction between embedded structure and
membrane lipids would not only minimize rate penalties induced by rotation within the
membrane plane, but also enforce optimal alignment of the donor and acceptor TDMs
with one another. Since the orientation factors calculated in this work range from
0.00167 to 0.0511, which is way off the ideal value of 4, optimizing the chromophore
alignments alone holds promise to increase the FRET rate by a factor of about 100.
Furthermore, by manipulating the chromophore orientation within the membrane, se-
lectivity could be enforced by increasing transfer efficiency between selected states while
repressing others. Due to different excited state electron densities, two distinct elec-
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tronic states in the acceptor with sufficiently separate TDM orientations can enable to
manipulate the electronic structure of the photosensitizer after the transfer. Tuning
the FRET therefore can be employed to influence the electrostatic properties of the
membrane.

A limitation of the presented computational approach is the incapability of DFT
to accurately predict excitation energies. Since this massively influences the spectral
overlap, the meaningfulness of the total rate constants is significantly restricted. To
still obtain reliable results, the computed spectra were readjusted based on experimen-
tally recorded data. The combination of experiment and theory improves the quality of
the computed attributes, and the theoretical results augment the experimentally acces-
sible spectral overlap by providing additional information on the contribution of each
individual transition. By comparing the overlaps and TDM arrangements between the
different individual transfers, invaluable insights can be obtained, allowing for a better
understanding of the underlying processes and its potential applications.

In prospect, the data acquired here can be further refined. In this work, the QM
calculations used to evaluate the photophysical properties were performed in implicit
solvation, but not within the membrane, where the chromophores would actually be. To
evaluate how changes in the properties caused by the embedding into the lipid bilayer
would affect the attributes significant to the FRET rate, further calculations need to be
performed. These could for instance include quantum mechanics / molecular mechanics
hybrid calculations, where both chromophores and the membrane are included in the
same system. The chromophores are then treated using DFT, while the environment
is represented as classical point charges. Based on the results presented here and the
future calculations proposed, the light-harvesting unit investigated in this work can
then be included in a system where the collected energy is utilized, for instance in
combination with a water oxidation catalyst.
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A APPENDIX: RU(BPY)2BPYC9 FORCE FIELD PARAMETRIZATION

A Appendix: Ru(bpy)2bpyC9 Force Field parametrization

As noted in section 3.2, in the force field of Ru(bpy)2bpyC9 used in this work, the
three nitrogen-ruthenium-nitrogen trans-angles were incorrectly parametrized by the
author as cis-angles, imposing physically wrong forces on the octahedral center. To
demonstrate that this does not notably affect the magnitudes used in this work to
compute the FRET rate, an additional simulation with the corrected force field was
performed. This simulation was performed on the same starting structure as the run
denoted as the middle insertion mode in the main part of this work (see section 4.2).

Figure 36: Distance between Ru(bpy)2bpyC9 and the center of the membrane as well
as the angles of the two transition dipole moment modes to the surface of the mem-
brane for the simulation with the corrected force field. During production, each frame
corresponds to a time step of 0.1 ns, such that 200 ns production time are presented
here. Averages for the distance and angle over these production times are displayed as
horizontal lines.

Naturally, as MD simulations are not deterministic regarding individual trajectories,
this reference simulation exhibits different dynamics compared to the middle insertion
simulation in the main part of this work. Nevertheless, the overall properties of the
curves appear not different from one another, with the averages in distances being
virtually identical (17.7◦ vs. 17.9◦). The angle averages are slightly increased in this
reference calculation (46.3◦ and 40.4◦ vs. 39.9◦ and 38.8◦), but this deviation is to
be expected when considering the large fluctuations the trajectories. These differences
can rather be attributed to the short time scales then to differences in the force field.
As a result, there is no reason to doubt the validity of the data presented in the main
part of this work within the accuracy of the method itself.
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B Appendix: Additional molecular orbitals

The molecular orbitals for C1-PDI-C1 in gas phase, Ru(bpy)2bpyC1 in gas phase and
Ru(bpy)2bpyC9 in acetonitrile were omitted from the main part of this work and are
presented in the following.

HOMO LUMO HOMO LUMO
ground state ground state excited state excited state
geometry geometry geometry geometry

Figure 37: Computed HOMOs and LUMOs of C1-PDI-C1 in gas phase. Molecular
orbitals are shown at an isosurface cutoff of 0.03 a.u.

67
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HOMO-2 HOMO-1 HOMO

LUMO LUMO+1 LUMO+2

Figure 38: Computed orbitals of Ru(bpy)2bpyC1 in gas phase from HOMO-2 to
LUMO+2. Molecular orbitals are shown at an isosurface cutoff of 0.03 a.u.
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HOMO-2 HOMO-1 HOMO

LUMO LUMO+1 LUMO+2

Figure 39: Computed orbitals of Ru(bpy)2bpyC9 in acetonitrile from HOMO-2 to
LUMO+2. Molecular orbitals are shown at an isosurface cutoff of 0.03 a.u.
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C Appendix: Additional computations

During development of a suitable setup for the generation of the conformational en-
semble, additional data was acquired.

For C4-PDI-C4, a CREST run was performed with the same parameters as pre-
sented in the main part of this work, but without simulating acetonitrile as implicit
solvent, i.e., in gas phase. A first approach to reduce the size of the total ensemble
(709 conformers) was to select all conformers within an energy window of 3 kcal/mol
with respect to the most stable structure, which yielded 135 conformers. For these
structures, B3LYP/def2-SVP energies were computed both on optimized structures as
well as the structures obtained directly from the CREST run.

Figure 40: GFN2-xTB vs. B3LYP energies on the 135 conformers of C4-PDI-C4.
GFN2-xTB and B3LYP single points were computed on the GFN2-xTB geometries,
while for B3LYP additional geometry optimizations were conducted. The yellow line
denotes identical GFN2-xTB and B3LYP energies.

For the conformers generated using CREST including acetonitrile as implicit solvent,
BP86 single point energies were computed for all 2273 conformers. However, in the
main part of this work only the energies of the 1000 conformers remaining after the
principal component analysis and k-means clustering were presented to be in line with
the conformer generation of Ru(bpy)2bpyC9, where the drastically increased number of
conformers prohibited this. As visibile from figure 41, the difference is negligible, i.e.,
the additional conformers are similar to identical in energies to the 1000 remaining.

Figure 41: GFN2-xTB vs. BP86 energies on 1000 (left) and all 2273 (right) GFN2-
xTB geometries of C4-PDI-C4. The black line denotes 7 kcal/mol in relative BP86
energies, the yellow line identical GFN2-xTB and BP86 energies.

For Ru(bpy)2bpyC9, a CREST run in gas phase yielded 3380 conformers. A first
approach to this ensemble was the selection of the conformer within 3 kcal/mol with

70



C APPENDIX: ADDITIONAL COMPUTATIONS

respect to the most stable conformer, which yielded a reduced ensemble of 126 con-
formers. On these, single point and geometry optimization energy calculations were
performed on the B3LYP/def2-SVP level of theory.

Figure 42: GFN2-xTB vs. B3LYP energies on the 126 lowest conformers of C4-PDI-
C4. GFN2-xTB and B3LYP single points were computed on the GFN2-xTB geometries,
while for B3LYP additional geometry optimizations were conducted. The yellow line
denotes identical GFN2-xTB and B3LYP energies.

A second approach to reducing this gas-phase ensemble without losing higher-lying
conformers, computations were performed on every sixth conformer when energetically
ordered starting from the most stable conformer (564 conformers). Those conformers
were then geometry optimized on the B3LYP/def2-SVP level of theory, while not all
conformers were able to converge to a stable stucture. This convergence issue was not
further investigated, after these calculations were disregarded in favor of the ensemble
generation presented in the main part of this work, leaving 539 conformers for further
analysis. This number was again reduced based on the structure using the clustering
tool BitClust[79, 80]. On these remaining 126 conformers, TD-DFT absorption spectra
were computed.

Figure 43: Computed TD-DFT absorption spectra of 126 Ru(bpy)2bpyC9 conformers
in acetonitrile (multiple colored lines). Oscillator strengths are drawn as vertical lines.
For comparison, the corresponding experimental spectrum is shown in black.

Extensive benchmarking of different level of theory was performed on the CREST
run including acetonitrile as implicit solvent, i.e., the one used in the main part of
this work. Therefore, the total number of 38399 conformers was reduced to 384
by selecting every tenth conformer when energetically ordered starting from the most
stable conformer. Single point calculations in ORCA were performed using the following
functionals: B97-3c[81] with and without the resolution of identiy (RI), BP86 with RI,
and B3LYP with RIJCOSX.

71



C APPENDIX: ADDITIONAL COMPUTATIONS

Figure 44: GFN2-xTB vs. DFT energies on 384 GFN2-xTB geometries of C4-PDI-C4.
The yellow line denotes identical GFN2-xTB and DFT energies.

Additionally to the results presented for C4-PDI-C4 in the main body of this work,
computations were performed on a similar molecule, where the -N+Me3 groups were
substituted with -N+H3 (from now on referred to as HC4-PDI-C4H). A gas-phase
CREST run yielded 54 conformers. After optimization on the B3LYP/def2-SVP level
of theory and a reduction of the ensemble to 36 conformers using BitClust, standard
TD-DFT and vibrationally-resolved absorption and emission spectra were computed.

Figure 45: Computed TD-DFT (dotted line) and vibrationally resolved (full line) ab-
sorption (left) and emission (right) spectra of HC4-PDI-C4H. Oscillator strengths are
drawn as vertical lines.
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To select a suitable level of theory, different functionals were employed to computed
standard TD-DFT as well as vibrationally resolved absorption and emission spectra
of C1-PDI-C1. These functionals include PBE0[82–84], BP86, B3LYP, and CAM-
B3LYP[85].

Figure 46: Computed TD-DFT absorption (left) and emission (right) spectra of C1-
PDI-C1 for different functionals. Oscillator strengths are drawn as vertical lines.

Figure 47: Computed TD-DFT/FCHT absorption (left) and emission (right) spectra
of C1-PDI-C1 for different functionals. The relative intensity was adjusted in this
representation.
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