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ABSTRACT

At the very core of fundamental processes that shape life on our planet, lies the interplay of light with matter. For an experimental investigation of such inherently quantum interactions an extremely high time resolution is needed, necessitating the use of ultrashort laser pulses. A complementary route is the direct simulation of the quantum dynamics in the manifold of electronic states, necessitating inclusion of the laser pulses for compatibility to experimental results.

Different layers of approximation exist for quantum simulations, ranging from exact propagation and multi-configurational time-dependent Hartree (MCTDH) to approximations in the form of a mixed quantum-classical description, where the lion’s share of the quantum nature of nuclei is forfeited, increasing computational speed. A popular of these mixed quantum-classical methods is fewest-switches surface hopping (SH), allowing for the efficient simulation of dynamics for molecules on the complete manifold of nuclear degrees of freedom. Since SH can not directly be linked to exact propagations, no unique way to overcome some of the deficiencies innate to SH is available, resulting in many different SH protocols of varying accuracy. If explicit laser fields are included in the simulations to mimic experimental setups or to modify the excited state dynamics, this uncertainty in accuracy is amplified due to additional interference terms that may arise.

In this work, the validity of SH in the presence of laser fields is put to the test by comparing different SH protocols and pulse lengths to reference MCTDH calculations. Such a comparison is enabled by the use of linear vibronic coupling (LVC) potentials for both types of simulations. A three-dimensional model of SO$_2$ and a ten-dimensional model of 2-thiocytosine are employed, providing systems that go far beyond the one-dimensional systems previously often used to validate SH. The reduction of the 33-dimensional 2-thiocytosine to only ten dimensions has been achieved by a previously devised automatic selection procedure. In both test systems, a qualitative description of the interaction with the laser field was achieved, with longer interaction times resulting in larger deviations from MCTDH results, especially for small systems. As for the SH protocols, no unique set of best performing protocols has been found.

The strength of SH paired with LVC potentials is demonstrated in the detailed investigation of a ruthenium photosensitizer equipped with a disulfide bridge at one of the ligands ([Ru($\delta$-bpy)(bpy)$_2$]$^{2+}$) employing 161-dimensional surfaces for all 78 considered electronic states. The fluctuations of electronic character throughout the simulation time show that S–S bond elongation occurs after the excited electron is located at the sulfurated ligand, resulting in a stabilization of low-energy triplet states. Finally, a pulse sequence is designed, capable of counteracting the S–S bond elongation and the accompanying energy lowering of the lowest energy triplet states, trapping the population for the duration of the pulse sequence.

In addition, this thesis features the on-the-fly and full-dimensional simulation of the excited state dynamics of pyrrole after excitation into a $\pi \rightarrow \pi^*$ state. The main deactivation channel is N–H bond dissociation, observed with a time scale of 64 ± 13 fs. The valence-Rydberg mixing in pyrrole is found to be at the heart of the peculiar shape of the potential energy surface along the dissociative coordinate.


längerung und die dazugehörigen Stabilisierungen in der Energie unterbindet und die angeregte Population in einem endlosen Kreislauf gefangen hält solange die Pulsssequenz anhält.

Zusätzlich wurde in dieser Arbeit die voll-dimensionale Simulation der Dynamik der angeregten Zustände von Pyrrol nach Anregung eines $\pi \rightarrow \pi^*$ Zustandes unternommen. Der Hauptrelaxationsweg in diesem Molekül ist N–H Bindungsbruch der in einer Zeitskala von $64 \pm 13$ fs beobachtet wird. Das Mischen von Rydberg- und Valenzorbitalen wurde als das entscheidende Kriterium für die sonderbare Form der Potentialenergieoberfläche entlang der dissoziativen Koordinate identifiziert.
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>UV</td>
<td>ultraviolet</td>
</tr>
<tr>
<td>TDSE</td>
<td>time-dependent Schrödinger equation</td>
</tr>
<tr>
<td>TISE</td>
<td>time-independent Schrödinger equation</td>
</tr>
<tr>
<td>BOA</td>
<td>Born-Oppenheimer approximation</td>
</tr>
<tr>
<td>NAC</td>
<td>non-adiabatic coupling</td>
</tr>
<tr>
<td>HF</td>
<td>Hartree-Fock</td>
</tr>
<tr>
<td>SCF</td>
<td>self-consistent field</td>
</tr>
<tr>
<td>CASSCF</td>
<td>complete active space self-consistent field</td>
</tr>
<tr>
<td>CI</td>
<td>configuration interaction</td>
</tr>
<tr>
<td>MCSCF</td>
<td>multi-configurational self-consistent field</td>
</tr>
<tr>
<td>CASSCF</td>
<td>complete active space self-consistent field</td>
</tr>
<tr>
<td>SA</td>
<td>state-average</td>
</tr>
<tr>
<td>CASPT2</td>
<td>complete active space perturbation theory of second order</td>
</tr>
<tr>
<td>MRCI</td>
<td>multi-reference configuration interaction</td>
</tr>
<tr>
<td>MRCIS</td>
<td>multi-reference configuration interaction using only singlet excitations</td>
</tr>
<tr>
<td>MRCISD</td>
<td>multi-reference configuration interaction using singlet and doublet excitations</td>
</tr>
<tr>
<td>DFT</td>
<td>density functional theory</td>
</tr>
<tr>
<td>KS</td>
<td>Kohn-Sham</td>
</tr>
<tr>
<td>TDDFT</td>
<td>time-dependent density functional theory</td>
</tr>
<tr>
<td>LVC</td>
<td>linear vibronic coupling</td>
</tr>
<tr>
<td>SOC</td>
<td>spin-orbit coupling</td>
</tr>
<tr>
<td>MCTDH</td>
<td>multi-configurational time-dependent Hartree</td>
</tr>
<tr>
<td>SH</td>
<td>surface hopping</td>
</tr>
<tr>
<td>SPF</td>
<td>single particle function</td>
</tr>
<tr>
<td>DOF</td>
<td>degrees of freedom</td>
</tr>
<tr>
<td>AFSSH</td>
<td>augmented fewest-switches surface hopping</td>
</tr>
<tr>
<td>EDC</td>
<td>energy-based decoherence correction</td>
</tr>
<tr>
<td>XMS</td>
<td>extended multi state</td>
</tr>
<tr>
<td>SA</td>
<td>state-averaging</td>
</tr>
<tr>
<td>ISC</td>
<td>intersystem crossing</td>
</tr>
<tr>
<td>MCH</td>
<td>molecular coulomb Hamiltonian</td>
</tr>
<tr>
<td>FWHM</td>
<td>full width at half maximum</td>
</tr>
<tr>
<td>bpy</td>
<td>2,2’-bipyridine</td>
</tr>
<tr>
<td>CT</td>
<td>charge-transfer</td>
</tr>
<tr>
<td>EW</td>
<td>excitation window</td>
</tr>
</tbody>
</table>
INTRODUCTION

1.1 EXCITED STATE DYNAMICS AND WHERE TO FIND THEM

Throughout the history of humankind and all its emergent cultures, a special place has been reserved for the sun as a bringer of life, promoting the light-matter interaction to one of the main driving forces for our existence. This belief and the sun’s influence on the evolution of life is nowadays understood in the form of photon absorption processes that activate chemical reaction pathways inaccessible by other means. Such photochemical reactions are found at the heart of natural processes like photosynthesis or the formation of skin cancer, demonstrating the immense power embodied in light itself. Attempts to harness this power beyond simply illuminating a dark hut have resulted in technologies as ambitious as solar cells or photodynamic therapy that selectively attacks cancer cells. The shared root for all these phenomena is the initial absorption of light in the visible or ultraviolet (UV) range of light, resulting in the excitation of one or multiple electrons to form a so-called electronic excited state. Such an electronic excited state represents a volatile situation for any molecule, due to the excess energy provided by the absorbed photon and the existence of the lower-energy initial state to which the molecule could return to. Because of the changed arrangement of the electrons after excitation, different nuclear movements are enabled, resulting in a motion of the excited molecule. As numerous different distributions of electrons exist, many electronically excited states do exist at once, making transitions between them a real possibility when the excited molecule is moving. The subsequent evolution of the so-coupled electronic-nuclear motion then results in the plethora of different photochemical phenomena that aim at arriving at a more favorable combination of nuclear and electronic arrangements than in the initially unstable excited state. An alternative pathway for the deactivation (i.e. the dissipation of the excess energy) of the excited molecule is the possibility to emit a photon itself in a spontaneous fashion. Such radiative deactivation processes are always competing with non-radiative channels but are most often found to be slower than the electronic-nuclear motion.

To design or understand specific photochemical applications, a two-fold approach is needed: on the one hand, the absorptive properties need to be measured and probably fine-tuned; On the other hand, detailed insight into the consecutive excited state dynamics is needed. In an experimental setup, the first of these aspects can be controlled quite easily since the measurement of the absorption of light is a rather straightforward procedure. An approach like this, however, is faces additional challenges when investigating the subsequent excited state dynamics that can occur in the time spans as short as a few hundred femtoseconds, including many electronic states and a variety of nuclear motions. Here, experimental setups are pushed to their limit to provide the needed resolution in time although huge progress has been made throughout the last decades. An additional issue arising is the fact that the underlying dynamics cannot be measured directly but only specific observables, necessitating a final step of mapping specific changes in observables to specific dynamical features. An assignment based on observed changes always carries the possibility that some important mechanism remains shrouded in the set of available observables. To obtain an accurate picture of the dynamics, a time
resolution together of tens of femtoseconds and an almost complete set of measured properties is therefore desired. While such a task is beyond most experimental setups, theoretical simulations of dynamics are capable of providing exactly this insight, relying only on computational power and a mathematical foundation to describe atomic and molecular interactions for multiple excited states.

1.2 THE LADDER OF SIMULATION ACCURACY IN DYNAMICS

A theoretical framework for the simulation of excited state dynamics has been known since the Schrödinger equations have been postulated in 1926.\textsuperscript{5} Solving those equations exactly for realistic molecular systems, however, has turned out to essentially be impossible, which is the reason why different levels of approximation are introduced for calculations of both static properties and the dynamical evolution of systems. This resulted in the establishment of a hierarchy of methods capable of simulating the molecular dynamics using more than a single electronic state.\textsuperscript{7} At the very top of this list resides exact quantum propagation on a grid, where all nuclear quantum effects like nuclear interferences or tunneling are naturally included. This method finds some use in one-dimensional systems, collision reactions and other models in reduced dimensionality, allowing the simulation of only up to five degrees of freedom due to the increased computational effort required.\textsuperscript{8}

To allow for the simulation of larger systems, approximations have to be introduced. In the case of the multi-configurational time-dependent Hartree method (MCTDH), this is realized by replacing the space-spanning grid on which the time-dependent Schrödinger equation is evaluated by a mobile grid, where the grid points will always be located at positions where the wave packet is evolving.\textsuperscript{9} By doing so, the number of needed grid points can be drastically reduced, enabling the inclusion of more modes of movement for the investigated system. Paired with the attractive feature that MCTDH converges towards the exact solution if more and more grid points are used, this method sees considerable use in illuminating the blind spots encountered during experimental investigations.\textsuperscript{10–13} The popularity of MCTDH led to a number of methods that are directly based upon MCTDH like Gaussian-based MCTDH\textsuperscript{14}, multi-configurational Gaussian (vMCG)\textsuperscript{15} or the multi-layer framework for MCTDH\textsuperscript{16} that allows for the simulation of a few hundred (but rather simple harmonic) degrees of freedom.\textsuperscript{17} The limitations for the stated methods are: I) The reliance on precomputed electronic potential energy surfaces that have to be either calculated or approximated beforehand for all considered degrees of freedom and combinations thereof. A prominent choice to describe these surfaces is the vibronic coupling model that describes the influence of nuclear motion along a single or multiple modes on the electronic energy and all considered coupling elements based on a few reference calculations.\textsuperscript{18,19} The general restriction to precomputed potentials in these methods has been lifted recently with the introduction of new methods that base the dynamics on on-the-fly evaluations coupled to a database.\textsuperscript{20,21} II) All these methods come at a very high computational cost when many degrees of freedom are considered and a lot of grid points have to be employed to converge towards the exact solution.

The longing for a propagation method that shows a more favorable scaling heralded the advent of methods that simplify the nuclear propagation by treating it classically while the electronic wave function is still treated on a quantum level, terming these methods mixed quantum-classical. One of the most prominent of this class
of methods is fewest-switches surface hopping (SH).\cite{22,23} Here, the electronic wave function is used to determine a probability to switch the surface on which the classical propagation occurs in each time step, therefore allowing to simulate transitions – hops – between those. Since a classical trajectory cannot be delocalized in space or evolve on two surfaces at the same time – as a real wave packet would do – a set of independent trajectories is employed to recover this aspect of the quantum nature of nuclei. The strengths of SH are found in the extremely simple classical propagation, reducing the scaling with the system size to a trifle, the simple way of using it, and the inherent dependence on only local properties, therefore not needing any precomputed surfaces. All of these advantages are a direct consequence of the underlying schism between the electronic and nuclear treatment, as are the accompanying drawbacks of SH: Important nuclear quantum effects like tunneling or nuclear interference are neglected and often no direct connection to the exact propagation method can be established, therefore impeding the development of correction terms to the original formulation of SH.\cite{24,25} Therefore, the all-permeating usage of SH for systems where no better reference dynamics is available without proper awareness of possible limitations or inadequate use of the many flavors and small modifications thereto is a rather delicate matter. Multiple small and larger scale investigations have therefore been conducted aiming at providing insight into the accuracy of SH validated against higher level methods or highlighting the differences between different treatments of the same physical effect.\cite{27,35}

1.3 Simulation of Explicit Laser Pulses

More often than not, simulations of excited state dynamics use a so-called δ-pulse excitation where the ground state wave packet is projected onto a single or a set of excited states, without the need to include any explicit laser field to excite the system. However, there are at least two good reasons to include those fields explicitly in the simulation: First, since these simulations aim at either providing insight into experimental observations or should be usable to predict experimental outcomes, the conditions should match the experiment as close as possible. Interference terms due to the exciting laser field are neglected if this laser field is omitted from simulations. Second, explicit laser pulses allow for the control of the ensuing dynamics either via transient population transfer or the introduction of light-induced conical intersections via the dynamical Stark-effect.\cite{36,37} The inherent power of such modifications to guide the excited state dynamics along a desired branch has been realized theoretically 35 years ago.\cite{38,39} To harness the complete potential inherent in control pulses, optimal control theory was devised, capable of optimizing a laser pulse to maximize a target quantity or state.\cite{40} In order to obtain this optimal pulse, the variational principle is used, requiring many iterations of forward and backwards propagations. A simpler route to increase a desired outcome of a given excited state dynamics has been proposed in the form of local control theory.\cite{41} Here, a single dynamics run is needed and the laser adapted in each single time-step to maximise the target quantity for each current time step, therefore drastically reducing the computational work load.

Almost all of the discussed propagation methods have been extended to include the interaction with laser fields and a few examples of uses ranging from MCTDH to SH are found in the literature.\cite{13,42,46} Although SH has been found to be adequate to obtain at least qualitative agreement with higher level propagation methods,\cite{44,45,53,57}
the additional complexity to the nuclear dynamics and interferences introduced by the coupling to the external field further puts a big strain on the accuracy. This decrease in accuracy has been observed to amount to qualitative deviations in some cases, showcasing a dependence on both the investigated system, the used laser pulses and the employed type of SH algorithm. The consideration of laser pulses in SH simulations is therefore found to thicken the veil of mystery that surrounds SH when it comes to accuracy. One of the major reasons for this is the lack of comparisons between SH and higher-level propagation methods on systems beyond a single degree of freedom, that would give some indications on the expected error for realistically sized molecules. Such a limitation is especially crippling when considering the fact that SH opens up the possibility to investigate almost arbitrarily sized molecules that are far beyond the current capabilities of most other propagation methods.

1.4 AIMS OF THIS THESIS

When initially conceived, this thesis set out to demonstrate the capabilities of explicit laser pulses in combination with SH, focusing on a few molecules where strong laser fields should be used to open up additional deactivation pathways via light-induced conical intersections. As is often the case, such innocent ideas include unforeseen complications that here took the form of high computational costs and unstable electronic structure computations, rendering the investigation of the first studied molecule – pyrrole – in the presence of a laser pulse essentially impossible. At the same time, fortunate winds saw me working on a side project that included a side-by-side comparison of SH and MCTDH using the same sets of precomputed potentials in the form of a linear vibronic coupling model (LVC). Intrigued by the possibilities of such an approach, the thesis underwent a change in direction: instead of aiming for the full-dimensional on-the-fly application, it was then directed towards the very roots of the deviations between SH and MCTDH in the presence of laser fields. Therefore, the investigation of the validity of SH in combination with laser pulses lies at the very heart of this thesis and features a three- and a ten-dimensional test system, on which this comparison is conducted. The final part of the thesis is a full-scale theoretical investigation of a ruthenium photosensitizer that makes use of SH, the LVC model potentials employed, and the lessons learned from the investigation of the SH-laser interactions. This investigation sees a full characterization of the excited states and the respective dynamics after excitation as well as a way to control the subsequent excited state dynamics in a complex featuring 161 vibrational modes and 78 electronic states.

The remainder of the thesis adheres to the following structure: An overview of the theoretical foundations and the approximations that form the very basis of this work are introduced in Chapter 2. This is followed by a static and dynamical evaluation of the excited states of pyrrole and the respective dynamics on those states in Chapter 3. The high computational cost, made it impossible to run dynamics in the presence of a laser field, which is one of the reasons why the focus shifted towards calculations using the LVC model, lifting the computational burden. An iterative scheme benefiting from the strengths of both SH and MCTDH to reduce the size of any analytical Hamiltonian and to find appropriate SH protocols is presented in Chapter 4 together with the benchmark on various SH protocols in the presence of laser fields. Finally, Chapter 5 contains an in-depth photophysical analysis of the
photosensitizer $[\text{Ru}^{5-9}(\text{bpy})(\text{bpy})_2]^{2+}$ culminating in the definition of pulse sequences capable of controlling its excited state dynamics.
The present work revolves around the influence of laser pulses on single molecules, necessitating a description reaching beyond our everyday classical world and deep into the quantum nature of things. These quantum effects govern the interplay of electrons and protons which is found at the base of light-matter interaction, forming the basis for the emergence of sentient life on our planet. In the following, the various concepts needed and employed throughout this thesis will be introduced together with the respective nomenclature, showcasing that the current work is built at the fragile border between the classical and the quantum world.

The basics of a mathematical formulation for quantum mechanics is given in Section 2.1 in the form of the Schrödinger equation, the treatment of external fields and the Born-Oppenheimer approximation. This section will result in a split into the time-independent (TISE) and the time-dependent (TDSE) Schrödinger equation. The time-independent part will set the stage in the form of a manifold of different surfaces while the latter will determine how the coupled electronic-nuclear motion will occur on those. Approaches for solutions of the TISE are presented in Section 2.2 and in Section 2.3 for the TDSE.

2.1 The Foundations

2.1.1 Schrödinger Equation

The non-relativistic TDSE\(^6\) can be found at the very heart of quantum mechanics, capable of treating the quantum nature of particles. Using atomic units, it can be written as

\[ \hat{H}(r, R, C) |\Psi(r, R, t)\rangle = i \frac{\partial}{\partial t} |\Psi(r, R, t)\rangle \]

(1)

where \(\hat{H}(r, R, t)\) acts on \(|\Psi(r, R, t)\rangle\) and is the so-called Hamilton operator containing all interaction terms for all particles and with the surrounding environment. The Hamilton operator depends on the position of all considered particles – in the present case the position of electrons \((r)\) and nuclei \((R)\) – and the respective time, \(t\). \(|\Psi(r, R, t)\rangle\) is the wave function of the investigated system, which by itself is a complex function fulfilling the TDSE. Following normalization according to

\[ \int_{-\infty}^{\infty} |\Psi(r, R, t)|^2 \, dr = 1 \]

(2)

with \(dr\) being the integration along all particle coordinates, \(|\Psi(r, R, t)|^2\) gives the probability density\(^6\) and therefore information about the distribution of positions for all particles. In order to get an idea of the mathematical form of the mysterious quantity \(\Psi(r, R, t)\), the following steps can be taken.\(^6\) First, \(\Psi(r, R, t)\) is split up according to

\[ \Psi(r, R, t) = \Psi(r, R) \varphi(t) \]

(3)

into a time-independent \((\Psi(r, R))\) and a time-dependent \((\varphi(t))\) part based on the assumption that this is valid at least for some solutions of the TDSE equation. Inserting
this separation into Equation 1 a separation of variables can be performed, resulting in
\[ i \frac{\partial \varphi(t)}{\partial t} = E \varphi(t) \] (4)
for the time-dependent part, with \( E \) being a constant, conveniently termed energy in foresight of things to come. From this, a general solution for the form of \( \varphi(t) \) can be found in the form of
\[ \varphi(t) = de^{-iEt} \] (5)
where \( d \) is a constant. By inserting this formulation into Equation 3 two insights can be deduced:

First, calculating the probability density using the ansatz from Equation 4 shows that the time-dependent part cancels out, removing the time-dependence of any calculated property. This seemingly paradox turn of events where properties are found to be not depending on time within the TDSE is resolved by realizing that these solutions are true only for stationary states, hence explaining the time-independence. Movement of particles and evolution of properties in time is only observed in a superposition of two or more of such stationary states called a wave packet, giving rise to the following formulation for \( \Psi(r, R, t) \)
\[ \Psi(r, R, t) = \sum_{k=1}^{\infty} c_k \Psi_k(r, R)d_k e^{-iE_kt} \] (6)
with \( c_k \) being a coefficient, indicating how much each respective state is contributing to the overall wave function.

The second insight derives from inserting the split formulation of the total wave function into Equation 1. Assuming that the Hamilton operator is independent of time, multiplication with \( \langle \varphi(t) \rangle \) from the left yields the time-independent Schrödinger equation (TISE):
\[ \hat{H}(r, R, C) \Psi(r, R) = E \Psi(r, R) \] (7)
allowing the evaluation of the respective energy for a given position of both electrons and nuclei.

Until now only the form of the wave function has been discussed extensively, relying on assumptions about the form of the Hamilton operator. The structure of the Hamilton operator is shown in the following to better understand in which cases this operator is explicitly time-dependent and in which cases the postulations that lead to the TISE are valid. The Hamilton operator considered in this thesis takes the following form for a system containing \( n \) electrons and \( N \) nuclei with a mass of \( m \) and a nuclear charge of \( Z \):
\[ \hat{H}(r, R, t) = - \sum_{k=1}^{n} \frac{1}{2m} \nabla_k^2 - \sum_{k=1}^{N} \frac{1}{2mK} \nabla_k^2 + \sum_{k=1}^{n} \sum_{l>k} \frac{1}{|r_k - r_l|} + \sum_{k=1}^{N} \sum_{l>k} \frac{Z_K Z_L}{|R_K - R_L|} \]
\[ + \hat{T}_r(r) + \hat{T}_R(R) + \hat{V}_{rr}(r) + \hat{V}_{RR}(R) \]
\[ - \sum_{k=1}^{n} \sum_{l=1}^{N} \frac{Z_k}{|r_k - R_l|} + \hat{V}_{ext}(r, R, t) \]
\[ \hat{V}_{rR}(r, R) \] (8)
It can be seen that the different contributions can be divided into kinetic energy terms of electrons \( \hat{T}_e(r) \) and nuclei \( \hat{T}_n(R) \) together with potential energy terms between all electrons \( \hat{V}_{ee}(r) \), all nuclei \( \hat{V}_{nn}(R) \), and all particles \( \hat{V}_{RR}(r, R) \). All of these terms depend only on the respective coordinates and are therefore only implicitly time-dependent. The explicit time-dependence is due to the final term that includes any external interactions \( \hat{V}_{ext}(r, R, t) \) coming from outside the considered particles. \( \hat{V}_{ext}(r, R, t) \) therefore contains all interaction terms with external electric fields, like laser pulses which are oscillating in time, hence introducing an explicit time-dependence to the total Hamilton operator. In the absence of any external field, \( \hat{V}_{ext}(r, R, t) \) vanishes and \( \hat{H}(r, R, t) = \hat{H}(r, R) \), allowing the evaluation of the TISE.

The form \( \hat{V}_{ext}(r, R, t) \) can take will be discussed in the following section before approximations to the TISE will be explored in Section 2.1.3.

2.1.2 External Fields

The \( \hat{V}_{ext}(r, R, t) \) term in the Hamilton operator governs the interaction of the molecule with external fields. In theory, these could take many forms with the fields strong enough to influence the time evolution of a molecular system being either electric or magnetic fields. While the magnetic field can interact with the spins of the system, the resulting interaction is much weaker than the interaction with the electric field as long as the considered wavelength \( \lambda \) of the electromagnetic wave is sufficiently large. As this thesis focuses on absorption in the visible or ultraviolet region of light, electronic interactions and electronic transitions prevail, hence any magnetic effects will be neglected in the following.

In an exact description, both the electric field and all particles need to be treated on a quantum level. However, if sufficiently strong fields are used, the influence of the molecular wave function on the field is negligible, allowing for a classical description of the electric field where only the influence of the field on the quantum particles is considered. Even then, the interaction of an oscillating electric field – stretching infinitely into space – with the distribution of particles represented by \( \Psi(r, R, t) \) is a rather delicate matter. Fortunately, the problem can be simplified straightforwardly by considering the fact, that the distribution of electrons and nuclei will be strongly correlated with both types of particles sticking close to each other. Therefore, the spatial extent of the probability distributions for both particles will be rather small compared to the employed \( \lambda \) values. This in turn means that the change of the electric field with the spatial coordinates is vanishing for the molecular system within a single time step. This reduces the multipole expansion of the various interaction terms with the electric field to a single contribution, namely the interaction with the dipole moments, coining the term dipole approximation:

\[
\hat{V}_{ext}(r, R, t) \approx -\hat{\mu}(r, R)\varepsilon(t)
\]

with \( \hat{\mu}(r, R) \) being the dipole operator yielding all dipole moments across all spatial coordinates when applied to a wave function. The electric field oscillating in time is given as \( \varepsilon(t) \) and can be written as

\[
\varepsilon(t) = p\varepsilon_0 \cos(\omega(t - t_0) + \eta) g(t, t_0)
\]

Here, the spatial polarization of the field is contained in the vector \( p \) and the amplitude of the field amounts to \( \varepsilon_0 \). The field itself is defined by the frequency \( \omega \) centered at a time \( t_0 \) and with a phase factor of \( \eta \) which will be set to zero throughout this thesis.
To limit the pulse in time, an envelope function $g(t, t_0)$ is multiplied to the electric field. In this work, either no envelope function ($g(t, t_0) = 1$) or Gaussian-shaped envelope functions defined by the full width at half maximum ($t_{\text{FWHM}}$) are used:

$$g(t, t_0) = \exp \left[ -4 \ln 2 \left( \frac{t - t_0}{t_{\text{FWHM}}} \right)^2 \right]$$  \hspace{1cm} (11)

Equipped with a formulation for $\hat{V}_{\text{ext}}(r, R, t)$, all terms of the Hamiltonian operator have been defined. Nevertheless, the task of actually solving any of the two Schrödinger equations for a number of particles remains nothing more than an Utopian ideal, out of reach without introducing further approximations.

2.1.3 Born-Oppenheimer Approximation

Driven by the inability to solve the Schrödinger equations for systems containing multiple particles, additional steps have been undertaken to simplify the problem at hand. With the time-dependence factored out from the TDSE to yield the TISE, the remaining crucial difficulty arises from the explicit coupling of nuclei and electrons, resulting in an intricate correlation between those particles. At the core of reducing the complexity of this issue lies a simple thought: Considering the differences in mass between nuclei and electrons, one obtains radically different scales of movement for both particles with electrons moving many orders of magnitude faster than even the lightest nuclei. Therefore, the electrons will respond almost instantaneously to any changes in $R$ while nuclei experience the interaction with an averaged field of electrons. This allows for a separation of $\Psi(r, R)$ into an electronic ($\Psi^{el}(r; R)$) wave function, depending only parametrically on $R$ (indicated via the preceding semicolon), and a nuclear ($\Psi^{nu}(R)$) wave function, forming one of the major steps in the Born-Oppenheimer approximation (BOA):

$$\Psi(r, R) = \Psi^{el}(r, R)\Psi^{nu}(R)$$  \hspace{1cm} (12)

Going one step further, the position of the nuclei can be assumed to be frozen in which case $\hat{T}_R(R)$ is rendered zero while $\hat{V}_{\text{RH}}(R)$ becomes constant. With this, an electronic Hamilton operator ($\hat{H}^{el}(r; R)$) is obtained that only is applied to $\Psi^{el}(r; R)$ and yields the electronic energy $E^{el}(R)$, forming the electronic Schrödinger equation:

$$\hat{H}^{el}(r; R)\Psi^{el}(r; R) = E^{el}(R)\Psi^{el}(r; R)$$  \hspace{1cm} (13)

The assumption of frozen nuclei and the respective parametrical dependence on $R$ means that Equation [13] can be solved for all possible nuclear arrangements, spanning an electronic potential energy surface (PES) comprised of all the instantaneous energies arising from the electrons adapting to a given conformation of nuclei.

We can use the particular solutions provided by Equation [13] to gain more insight on the nature of the BOA. For this, we first expand $\Psi(r, R)$ into a linear combination of states similar to Equation [6] just for a time-independent case and also perform the separation into nuclear and electronic wave functions introduced in the BOA:

$$\Psi(r, R) = \sum_{k=1}^{\infty} c_k \Psi_k^{el}(r; R)\Psi_k^{nu}(R)$$  \hspace{1cm} (14)
Inserting this formulation into the TDSE (Equation 1), using a split of the total Hamilton Operator into $\hat{H}^{el}(r; R)$ and $\hat{T}_R(R)$, and projecting onto a single electronic state $\langle \Psi_a^el (r; R) \rangle$ yields after some transformations:

$$\left( E_a^{el}(R) + \hat{T}_R(R) \right) |\Psi_a^{nu}(R)\rangle + \sum_{k=1}^{\infty} \hat{T}_{ka}^{nac} (r, R) |\Psi_k^{nu}(R)\rangle = i \frac{\partial}{\partial t} |\Psi_a^{nu}(R)\rangle \quad (15)$$

where

$$\hat{T}_{ka}^{nac} (r, R) = \sum_k^N \frac{1}{2m_K} \left[ \langle \Psi_k^{el}(r; R) | \nabla_K^2 | \Psi_a^{el}(r; R) \rangle + \langle \Psi_k^{el}(r; R) | \nabla_K | \Psi_a^{el}(r; R) \rangle \nabla_K \right] \quad (16)$$

includes the correlation of the nuclear movement to the electronic wavefunctions via the two terms listed within the bracket in Equation 16 called non-adiabatic couplings (NACs). It is exactly these terms that are neglected in the BOA where the electronic states are treated to be completely independent of the nuclear movement. Therefore, the BOA is sufficiently applicable as long as the electronic states are not changing fast with changes of the nuclear arrangement; therefore, encountered states are termed adiabatic within the BOA. Setting $\hat{T}_{ka}^{nac} (r, R)$ to zero, Equation 15 simplifies to the TDSE for a single state, describing the nuclear evolution on a single electronic state:

$$\left( E_a^{el}(R) + \hat{T}_R(R) \right) |\Psi_a^{nu}(R)\rangle = i \frac{\partial}{\partial t} |\Psi_a^{nu}(R)\rangle \quad (17)$$

However, in the manifold of electronic states, many situations arise, when this assumption does not hold, especially when electronic states come very close in energy and additional measures have to be considered to obtain a correct description at these points, going beyond the BOA. Methods capable of doing so and going beyond a simple adiabatic description are termed non-adiabatic and will be discussed in Section 2.3. Yet, since these methods rely on the availability of solutions for $E^{el}(R)$, the road for solutions to Equation 13 will be discussed in the upcoming section.

### 2.2 Calculating the Potential Energy Surfaces

The previous section provided a separation of the TDSE via the BOA into two steps: the calculation of the electronic PESs for each state and a propagation of the nuclei on the so-calculated surfaces. Computation of $E^{el}(R)$ is still a quantum problem and the field of electronic structure methods reviewed in the upcoming section focuses on providing exactly these solutions following some approximations, limiting the applicability and respective accuracy. As these calculations would need to be repeated for every set of $R$ to allow propagation on the PESs, a way of approximating these surfaces with only a handful of proper electronic structure calculations will be presented in Section 2.2.2.

#### 2.2.1 Electronic Structure Methods

Tasked with solving the electronic Schrödinger equation, two terms need to be considered: $\hat{H}^{el}(r; R)$ and $\Psi^{el}(r; R)$. The former of these terms still contains the explicit electron-electron interaction in $\hat{V}_{rr}(r)$ found to be the root of evil for solving
any of the Schrödinger equations. The latter demands a mathematical formulation for a many-particle wave function, including the indistinguishability of the electrons while retaining the antisymmetric nature of fermions. The Hartree-Fock method uses a set of approximations to mold both terms into a more simplistic form, rendering the evaluation of the electronic Schrödinger equation possible. The first ingredient to HF consists in using a single Slater determinant to approximate \( \Psi_{HF}(\mathbf{r}, \mathbf{R}) \approx \frac{1}{\sqrt{n!}} \begin{vmatrix} \phi_1(\mathbf{r}_1) & \phi_1(\mathbf{r}_2) & \cdots & \phi_1(\mathbf{r}_n) \\ \phi_2(\mathbf{r}_1) & \phi_2(\mathbf{r}_2) & \cdots & \phi_2(\mathbf{r}_n) \\ \vdots & \vdots & \ddots & \vdots \\ \phi_n(\mathbf{r}_1) & \phi_n(\mathbf{r}_2) & \cdots & \phi_n(\mathbf{r}_n) \end{vmatrix} \) (18)

Here, \( \mathbf{r}_k \) describes the spatial coordinates of the arbitrarily numbered electron number \( k \) while \( \phi_k(\mathbf{r}_k) \) is the one-electron wave function for electron number \( k \). Due to the use of a determinant, exchange of any two rows or columns reverses the overall sign of the wave function, hence adhering to the antisymmetric nature of the described system. The distribution of electrons into the different \( \phi_k(\mathbf{r}_k) \) is known as an electronic configuration.

With this, the initial many-body problem is separated into finding the energetically most favored electronic configuration composed of single-electron wave functions. This can be achieved by using the variational principle, stating that any approximate wave function will always yield an equal or higher energy than the exact wave function. Hence, finding the energetically most favored single electron wave functions is a simple minimization problem. Within HF, this boils down to solving the following equation for each one-electron wave function:

\[
\hat{f}_k(\mathbf{r}_k) |\phi(\mathbf{r}_k)\rangle = \epsilon_k |\phi(\mathbf{r}_k)\rangle
\] (19)

where \( \hat{f}_k(\mathbf{r}_k) \) is the Fock-operator including \( \hat{T}_r(\mathbf{r}_k), \hat{V}_R(\mathbf{r}_k) \), the interaction of electron \( k \) with all other electrons is taken into account in an average fashion, depending on all \( \phi(\mathbf{r}_k) \). This interaction term results in an interdependence of all calculated single-electron wave functions, necessitating an iterative solution of Equation 19 for all electrons. As soon as the iterative solutions converge, a self-consistent solution is reached coining the name for such an approach: self-consistent field (SCF).

Each \( \phi(\mathbf{r}_i) \) represents a molecular orbital, containing information of the distribution of the electron across the complete (molecular) system. Since no functional form for these molecular orbitals is known beforehand, each molecular orbital is commonly expressed as a linear combination of atomic orbitals \( \chi_k(\mathbf{r}) \), based on solutions obtained for the hydrogen atom for which the exact solutions can be obtained:

\[
\phi(\mathbf{r}_i) = \sum_{k=1}^{n} c_{ik}(\mathbf{r}_i) \chi_k(\mathbf{r}_i)
\] (20)

Using this expression, the expansion coefficients \( c_{ik}(\mathbf{r}_i) \) are then optimized via iteratively solving Equation 19. Due to the expansion of the \( n \) initial molecular orbitals into a larger set of atomic orbitals, more than \( n \) solutions will be found when solving the HF equations. Therefore, both occupied and unoccupied orbitals are calculated, a fact that will be important for methods that go beyond HF.

With this, the cornerstones of the HF method have been put into place, which represents the very foundation of most electronic structure methods.
where these other methods transcend their HF roots, the main shortcomings of the HF method will be recapped: First, the use of a limited expansion in atomic basis functions following Equation 20 limits the maximum accuracy that can be achieved. This use of limited basis sets will affect all used methods in a similar way, reducing the differences between methods to the upcoming points. Second, HF uses a single Slater determinant to approximate the complete electronic wave function although an infinite number of electronic configurations does exist. Truncating this manifold already to only the lowest energy term has been found to be a rather reasonable assumption for the ground state in a lot of molecules. Third, the replacement of the direct electron-electron interaction with the ensemble of interactions of a single electron with the average field of all the other electrons neglects the more explicit nature of electron-electron interaction. Fourth, the use of a single determinant allows only for the calculation of a single electronic state at a time and is therefore unsuited to provide the energies of multiple electronic states at a time. The first three of these shortcomings will result in an energy deviation between the total electronic energy calculated via HF and the exact electronic energy. In the following, the difference between any energy obtained via a variational method and the exact energy will be termed correlation energy.

A simple way to go beyond the HF method would simply be to not only keep one but also to include all electronic configurations in an approach termed configuration interaction (CI). The electronic wave function is then just written as

$$\Psi^{el}(\mathbf{r}; \mathbf{R}) = c_{HF}\Psi_{HF}(\mathbf{r}; \mathbf{R}) + \sum_{k}^{\#S} c_k \Psi_k^S(\mathbf{r}; \mathbf{R}) + \sum_{k}^{\#D} c_k \Psi_k^D(\mathbf{r}; \mathbf{R}) + \ldots$$ (21)

where the HF electronic configuration is taken as a basis for the construction of excited configurations where one, two or more electrons are promoted to formerly unoccupied orbitals, generating singly ($\Psi_k^S(\mathbf{r}; \mathbf{R})$), doubly ($\Psi_k^D(\mathbf{r}; \mathbf{R})$) or higher excited configurations. Here, $\#S$ is the number of all possible single excitations, promoting a single electron from an orbital $a$ to an orbital $k$ that has been formerly unoccupied, while $\#D$ is the number of all possible double excitations. Taking into account all possible configurations, each weighted by an expansion factor $c_k$ that is optimized using the variational principle, a wave function description can be constructed going far beyond HF, called full configuration interaction. In the case of an infinitely large basis set, the electrons are distributed across all possible positions in space, remedying all the shortcomings of HF and yielding the exact wave function within the BOA. However, the number of possible electronic configurations increases extremely fast, rendering almost all calculations using this method computationally infeasible. A simple solution to this consists in truncating the expansion in Equation 21, including singly, doubly, etc. excited determinants, in methods termed CIS and CISD, respectively. These methods directly build upon the HF determinant and therefore more and more correlation energy is recovered the more terms are included in the expansion.

Complete active space self-consistent field

A different way of including more than a single Slater determinant is realized in the multi-configurational SCF method (MCSCF) where $\Psi^{el}(\mathbf{r}; \mathbf{R})$ is expanded again in a basis of many electronic configurations:

$$\Psi^{el}(\mathbf{r}; \mathbf{R}) = \sum_{k} c_k \Psi_k^{SCF}(\mathbf{r}; \mathbf{R})$$ (22)
On a first glance, this approach seems almost identical with Equation 21 due to the fact that the real difference is hidden within $\Psi_k^{SCF}(r; R)$ which is not simply $\Psi_{HF}(r; R)$ with some orbital occupations being adjusted. Instead of using the HF orbitals as a basis, the respective orbitals shared in all Slater determinants are variationally optimized at the same time as the respective expansion coefficients $c_k$. While adjusting both sets of coefficients at the same time seems to be a good idea by providing more parameters to tune, it also does complicate Equation 21 greatly only to yield identical results in the limit of infinite basis functions. However, the beauty of this approach reemerges in realizing that the gained flexibility of the orbitals allows to obtain more accurate results for a limited number of electronic configurations than with original CI methods. A good use of the MCSCF methodology therefore benefits from a smart selection of which determinants to consider.

The most widespread use of a selection scheme for exactly this purpose is the complete active space SCF (CASSCF) method. Here, the orbital space is divided into three parts: an inactive part of doubly occupied orbitals, the eponymous active space consisting of both occupied and unoccupied orbitals, and a final virtual part made up of always unoccupied orbitals. In CASSCF all possible determinants formed by exchanging positions of electrons within the active space are then considered in the sum of Equation 22. With this, an exact solution within the active orbital subspace is obtained, yielding results where the accuracy depends on the capability of this subspace to represent the most important interactions that are of interest. The selection of this subspace is therefore crucial in CASSCF, a fact complicated by the notion of "chemical intuition" that is often invoked when it comes to this task, leaving the user with not much more than some occult and mysterious advice. Automated selection tools for the active space orbitals have gained prominence throughout the last years lending the user a hand in these matters.

The calculation of more than a single electronic state can easily be accomplished with CASSCF in a state-specific approach, yielding a different orbital basis for each electronic state. This complicates the calculation of properties between two states, which is the reason why in such cases a state-average approach (SA) is commonly chosen, where a shared set of orbitals is optimized for all states to yield the lowest average energy.

The downside of CASSCF is that the employed active spaces are commonly too small to obtain quantitative results, which is the reason why additional calculations can be employed on top of CASSCF calculations to retain some of the missing correlation energy. The two most prominent of those methods are the complete active space perturbation theory of second order (CASPT2) and multi-reference CI (MRCI). Both of these methods rely on expanding the accuracy of the underlying CASSCF calculation by including additional terms arising from the interaction of the inactive, active, and virtual subspaces with each other. In CASPT2, the interaction of all possible double excitations for all determinants between different subspaces is taken into account. In MRCI however, the CI formalism presented in Equation 21 is applied to all determinants created from CASSCF, yielding a huge number of new determinants which is the reason for truncating this expansion at either the only singles excitations or the singles and double excitation levels, yielding the MRCIS and MRCISD formalisms.
Density Functional Theory

A different route for solving the electronic Schrödinger equation has been formulated within the framework of density functional theory (DFT). Here, the wave function as a driving factor for all equations is replaced by the easier graspable electron density \( \rho(\mathbf{r}) \) which can be written as

\[
\rho(\mathbf{r}) = n \int d\mathbf{r}_2 \ldots d\mathbf{r}_n |\Psi(\mathbf{r}, \mathbf{r}_2, \ldots \mathbf{r}_n)|^2
\]

reducing the manifold of explicit electron coordinates into three-dimensional space. Since the wave function is the integral element of \( d(\mathbf{r}) \), it is possible to calculate the energy not as a function of \( d(\mathbf{r}) \) but as a functional thereof, yielding:

\[
E[\rho(\mathbf{r})] = T_e[\rho(\mathbf{r})] + V_{ee}[\rho(\mathbf{r})] + V_{er}[\rho(\mathbf{r})]
\]

with \( T_e[\rho(\mathbf{r})] \) containing the kinetic energy of the electrons, \( V_{ee}[\rho(\mathbf{r})] \) taking the electron-electron interaction into account, and \( V_{er}[\rho(\mathbf{r})] \) including the electron nucleus interactions.

Standard DFT has been shown to adhere to the variational principle and to uniquely link a density to the ground state Hamiltonian, meaning that no two ground state densities give rise to the same Hamiltonian. To actually solve Equation 24 and derive functional forms for the terms therein, the Kohn-Sham (KS) formalism is employed. Within the KS formalism, the real system of interacting electrons is replaced by a fictitious system of non-interacting electrons that still form the same density as the real system. This KS density is then constructed as a sum of contributions of one-electron KS orbitals \( \psi^{KS}(\mathbf{r}) \)

\[
\rho(\mathbf{r}) = \sum_k |\phi^{KS}_k(\mathbf{r}) \rangle \langle \phi^{KS}_k(\mathbf{r})|
\]

The needed Kohn-Sham orbitals fulfill a simple eigenvalue relation reminiscent of the HF equations (Equation 19):

\[
\hat{h}^{KS}_k |\phi^{KS}_k(\mathbf{r})\rangle = \epsilon^{KS}_k |\phi^{KS}_k(\mathbf{r})\rangle
\]

with the single electron operator \( \hat{h}^{KS}_k \) being defined as

\[
\hat{h}^{KS}_k = \frac{1}{2} \nabla^2 - \sum_k \frac{Z_k}{|\mathbf{r}_k - \mathbf{R}_k|} + \int \frac{\rho(\mathbf{r}')}{|\mathbf{r}_k - \mathbf{r}'|} d\mathbf{r}' + \frac{\partial E^{KS}_{XC}[\rho(\mathbf{r})]}{\partial \rho(\mathbf{r})}
\]

where the first two terms are identical to contributions already known from Equation 8 while the third term describes a classical coulomb term where \( \mathbf{r}' \) indicates the space of electronic coordinates. The final term is the derivative of the exchange-correlation energy \( E^{KS}_{XC}[\rho(\mathbf{r})] \) which includes all terms arising from the initial neglect of the interacting nature of electrons. The exact form of \( E^{KS}_{XC}[\rho(\mathbf{r})] \) is unknown and is approximated using one of many available exchange-correlation functionals – often the "exchange-correlation" is omitted and the term is shortened to just functionals – that are often fitted for specific classes of molecular systems.

DFT has been extended to describe not only the electronic ground state but also excited states using a formalism known as time-dependent DFT (TDDFT). Similar to DFT, TDDFT is built on two theorems – the Runge-Gross theorems – that are strikingly similar to the Hohenberg-Kohn theorems with the difference of the
use of time-dependent densities. First, a one-to-one relation between the time-dependent density \( \rho(r, t) \) and an time-dependent wave function derived from this density is established. Second, the time-dependent density is shown to be obtainable via minimization of the action integral \( A[\rho(r, t)] \) that includes the Dirac-Frenckel variational principle:

\[
A[\rho(r, t)] = \int_{t_0}^{t_1} \left( \frac{\partial}{\partial t} \Psi \left[ \rho(r, t) \right] \left\{ i \frac{\partial}{\partial t} - \hat{H}(r, t) \right\} \Psi \left[ \rho(r, t) \right] \right) dt
\]

where the first Runge-Gross theorem is used to describe the time-dependent wave function as a functional of the time-dependent electron density and \( t_0 \) or \( t_1 \) are just two different values of time. Equation 28 can be used to obtain \( \rho(r, t) \) by determining the stationary states.

To solve these equations, a new time-dependent KS framework is used to obtain \( \rho(r, t) \), reducing the problem again to a set of single particle equations satisfying the respective TDSE:

\[
\begin{align*}
\left( -\frac{1}{2} \nabla^2_k - \sum_k \frac{Z_k}{|r_k - R_k|} + \int \frac{\rho(r', t)}{|r_k - r'|} \, dr' + \frac{\partial E_{xc}^{KS}[\rho(r, t)]}{\partial \rho(r, t)} \right) |\psi_k^{KS}(r, t)\rangle &= i \frac{\partial}{\partial t} |\psi_k^{KS}(r, t)\rangle
\end{align*}
\]

with the use of single-electron time-dependent KS orbitals \( \psi_k^{KS}(r, t) \). The terms for the kinetic energy and the interaction with the nuclei can already be found in Equation 27, however, for the last two terms an explicit time-dependence is encountered. For the Coulomb-repulsion, it is sufficient to only consider the instantaneous density while the time-dependent exchange-correlation term has been found to depend on preceding time steps, therefore exhibiting a memory-effect of previously visited densities. Nevertheless, the correlation with earlier densities is commonly neglected with the use of the so-called adiabatic approximation, enabling the use of DFT exchange-correlation functionals in TDDFT.

Two roads to solve the time-dependent KS equations are commonly explored: real-time propagation and linear response, with the latter being the method that is used throughout this thesis. Here, information about excited states is obtained by evaluating the response of the system to a weak perturbation, truncating any expansion of the response after the linear term. After some lengthy algebra one ends up with a simple matrix formulation for the calculation of excited states in the linear response TDDFT framework:

\[
\begin{bmatrix} A & B \\ -B^* & -A^* \end{bmatrix} \begin{bmatrix} X \\ Y \end{bmatrix} = \omega_k \begin{bmatrix} X \\ Y \end{bmatrix}
\]

Here, \( \omega_k \) amounts to the energy difference between the lowest energy state and state \( k \) and the respective matrix elements are defined as

\[
\begin{align*}
A_{ia,bb} &= \delta_{ab} (\epsilon_a - \epsilon_i) + \langle ik|f_{xc}^{KS}|ab \rangle \\
B_{ia,bb} &= \langle ib|f_{xc}^{KS}|ak \rangle
\end{align*}
\]

with

\[
\langle ik|f_{xc}^{KS}|ab \rangle = \left( \frac{\phi^{KS}_k(r)}{|r - r'|} + \frac{\partial^2 E_{xc}^{KS}[\rho(r, t)]}{\partial \rho(r) \partial \rho(r')} \frac{\phi^{KS}_a(r)}{|r - r'|} \right) \].

\[
\langle ib|f_{xc}^{KS}|ak \rangle = \left( \frac{\phi^{KS}_a(r)}{|r - r'|} + \frac{\partial^2 E_{xc}^{KS}[\rho(r, t)]}{\partial \rho(r) \partial \rho(r')} \frac{\phi^{KS}_b(r)}{|r - r'|} \right)
\]

Here, \( a \) and \( b \) represent unoccupied orbitals while \( i \) and \( k \) are occupied in the reference configuration. It follows that \( A \) includes particle-hole excitations and \( B \) hole-particle excitations that are correlated via \( X \) and \( Y \). Within the Tamm-Dancoff approximation the hole-particle excitations are disregarded, reducing Equation 30 to

\[
AX = \omega_k X
\]

TDDFT is found to be the most competitive method to approximately solve the electronic Schrödinger equation in the manifold of states.

### 2.2.2 (Linear) Vibronic Coupling

A completely different approach to provide the needed PESs consists in not computing the complete PES with a given electronic structure method but instead to approximate the PES in the region of interest based on few or a single evaluation of the electronic Schrödinger equation. One method envisioned to do exactly this is the vibronic coupling model. These vibronic coupling models aim at providing a qualitative description of the PESs of multiple electronic states around a reference point \( R_0 \) in a diabatic basis where the coupling between states is projected onto the off-diagonal potential energy terms, yielding a diabatic Hamiltonian \( \hat{H}_{\text{diab}}(R_0) \). Often \( R_0 \) is chosen to be the minimum energy arrangement of nuclei but can be any point in coordinate space. This is achieved via a Taylor-expansion around \( R_0 \) yielding the following series

\[
\hat{H}_{\text{diab}}(R_0) = (V_0 + \hat{T}_R(R)) + \sum_{g=0}^{\infty} W^{(g)}(R_0) + \ldots
\]

where \( W^{(g)} \) is the \( g \)th term in the respective Taylor expansion. The ground state potential \( V_0 \) can be approximated as a combination of harmonic oscillators in the basis of the \( 3N - 5 \) or \( 3N - 6 \) vibrational normal modes \( Q_{\text{max}} \) of the system

\[
V_0 = \sum_{l} \frac{\omega_l}{2} Q_l^2
\]

The normal mode displacement \( Q_l \) in mass-weighted and frequency-scaled coordinates describes a potential energy term encountered when moving away from \( R_0 \).

It is important to note that within Equation the shape of all excited state PESs is assumed to resemble \( V_0 \) as a very first approximation. The zeroth order expansion term \( W^{(0)} \) contains no dependence on the chosen coordinate basis but instead contains only the excitation energies at the reference point and other static couplings like spin-orbit couplings (SOCs, see the upcoming Section) \( \eta \) and can be written as:

\[
W_{mk}^{(0)}(R_0) = E_{mk}(R_0)\delta_{mk} + \eta_{mk}(R_0)
\]

where \( m \) and \( k \) denote diabatic states. With \( W^{(1)} \) explicit coordinate dependence along \( Q_k \) is introduced giving rise to intra- and interstate couplings \( \kappa \) and \( \lambda \) respectively) capable of describing the change of the PES along this coordinate as well as the interaction with other states:

\[
W_{mk}^{(1)}(R_0) = \left( \sum_{l} \kappa_l^{(m)}(R_0) \delta_{mk} Q_l \right) + \left( \sum_{l} \lambda_l^{(mk)}(R_0)(1 - \delta_{mk}) Q_l \right)
\]
Truncating the expansion in Equation 34 after this term results in the linear vibronic coupling model (LVC), that can be used to describe the excited PESs close to $R_0$ and includes the most important coupling terms needed for dynamics in this region. Going beyond $W^{(1)}(R_0)$ introduces cross-coupling elements between different normal modes, increasing the flexibility of the Hamiltonian. Throughout the present work, the LVC model will be used and any higher order terms are discarded.

Owing to the extensive use of the LVC model throughout the remainder of this thesis, a few of the limitations and caveats of the LVC model are listed.

(i) The use of a harmonic normal mode basis breaks down in many cases including e.g. anharmonic PESs, dissociation, or rotations around molecular bonds that are wrongly described using a single linear normal mode displacement. To remedy this issue, different potential have been employed in the literature and even combined to fit the need of respective modes.

(ii) Using the ground state normal modes to describe the excited state movement will be sub-optimal in many cases. The terms included in $W^{(2)}(R_0)$ would be needed to include state-specific changes to the otherwise rigid ground state normal mode basis.

(iii) Moving away from $R_0$, a gradually worsening accuracy for the PESs is observed, indicating limiting investigations to the region around the initial reference point.

2.2.3 Spin-Orbit Couplings

Up to here, the non-relativistic time-dependent Schrödinger equation has formed the basis for all presented methods and the computation of electronic states. Within the employed derivation, the electronic spin ($s = \pm \frac{1}{2}$) – an additional quantum number that does not describe any spatial position – of each considered particle was never explicitly stated nor included in the used equations. Indeed the dependence of the wave function on the spin is added here as an *ad hoc* correction, giving an explicit spin-dependence to the electronic wave function $\Psi^{el}(r, s; R)$. Since the spin is not acted upon by $\hat{H}^{el}(r; R)$, the spin-dependent part ($\Theta(s)$) can be separated to form a product of the already known $\Psi^{el}(r; R)$ and $\Theta(s)$. With this, solutions for the electronic Schrödinger equation can be pursued as before with the limitation that the obtained $\Psi^{el}(r, s; R)$ are eigenfunctions of both $\hat{H}^{el}(r; R)$ and the spin-operators $\hat{s}_1(s)$ and $\hat{s}_2(s)$.

Since the spin functions $\Theta(s)$ are orthonormal, any properties calculated between states of different overall spin are zero, effectively uncoupling those states making any transitions between those states impossible. In many real-life occasions, this imposed prohibition on multiplicity changes has been found to be violated, indicating that important aspects in this non-relativistic description have been neglected.

When considering the Dirac equation – a relativistic equation to describe particles – the spin appears naturally together with terms describing the interaction of different spins, giving rise to terms known as spin-orbit couplings (SOCs). The interaction terms arising from this can be collected into a new coupling term $\hat{H}_S^{el}$, adding the respective SOCs as a perturbative correction to $\hat{H}^{el}(r; R)$. One of the most common general forms of $\hat{H}_S^{el}$ is the Breit-Pauli Hamiltonian:

$$\hat{H}_S^{el} = \frac{1}{2C} \left[ \sum_{k=1}^{n} \sum_{k=1}^{n} \frac{Z_k}{|r_k - R_X|^3} (\hat{r}_{kk} \times \hat{p}_k) \hat{s}_k - \sum_{k=1}^{n} \sum_{k=1}^{n} \frac{1}{|r_k - r_l|^3} (\hat{r}_{kl} \times \hat{p}_k) (\hat{s}_k + 2\hat{s}_l) \right]$$

(38)

Here, $C$ is the speed of light, $\hat{r}_{kk} \times \hat{p}_k$ is the angular momentum of electron $k$ with respect to particle $X$. The fundamental source of the SOCs therefore is the coupling of...
the angular momentum of the fast moving electrons with the electric field induced by orbiting around the nucleus. The first sum in Equation 38 includes the self interaction terms for each electron while the second sum includes the interaction due to the orbiting of all the other electrons, effectively shielding the nucleus. Applying $\hat{H}_{\text{SOC}}$ to the electronic wave functions obtained from $\hat{H}^{el}(r; R)$ yields off-diagonal elements in the matrix of electronic energies, effectively coupling states of different multiplicities. These couplings have been thought to be negligible for organic molecules and only to take considerable size for heavy elements due to the scaling with $Z_k$. However, throughout the last decade, considerable influence of SOCs on the excited state dynamics has been reported even for small molecules.\cite{83,84}

In practice, Equation 38 is often simplified for heavy elements by including the shielding of the nucleus in a mean-field fashion, similar to the two-electron terms in HF.\cite{85} Additionally, the explicit contributions can be collapsed into an effective charge ($Z_k^{\text{eff}}$) of the nucleus, reducing the computational load for obtaining the SOCs. This also allows the use of effective core potentials to describe the inner electronic shells of those molecules without interfering with the calculation of the respective SOCs.

### 2.3 Non-adiabatic Dynamics

The previous Section presented multiple pathways to approximately calculate $E^{el}(R)$ for many different states, on which the nuclear wave function can evolve on. With the PESs being known, Equation 17 can be solved via integration for an initial and a final time. In order to do this, a mathematical description of $\Psi_0^{nu}(R)$ is needed, realized in the so-called standard method of quantum dynamics by expanding it onto a basis of grid points ($g$) weighted by a time-dependent coefficient $c_k(R, t)$:

$$\Psi^{nu}_a(R) = \sum_{l}^{Q_{\text{max}}} \sum_{k}^{g_{\text{max}}} c_{lk}(R, t) g_{lk}$$

(39)

For an accurate description of the nuclear time evolution via the coefficients, a sufficiently dense grid needs to be present, resulting in an total of $g_{\text{max}}^Q$ grid points for an evenly spaced grid. The unfavorable scaling of this space-spanning grid-based approach is termed the curse of dimensionality, rendering all but the smallest systems to computational nightmares.\cite{86} Nevertheless, the standard method still sees some use either for benchmarking more approximate methods or to investigate systems in a reduced dimensionality, when nuclear quantum effects like tunneling and nuclear interference are of utmost importance. Different methods for reducing the dimensionality can be found employing either careful hand\cite{87} or automated selections\cite{85,89} of the modes of movement driving the investigated process.

Since a complete quantum description of the nuclear dynamics in full dimensionality remains out of reach for most applications, different ways to reduce the number of needed grid points have been envisioned. One way to do so consists in removing the rigidness of the static grid, substituting it with a moving grid, that follows the evolution of the wave packet, providing enough grid points exactly where it is needed. This can be put to the extreme by using a set of classical trajectories evolving on the manifold of states, each independently trying to track the movement of the real quantum wave packet. The former method is realized in the multi-configurational time-dependent Hartree approach (MCTDH)\cite{90} while the latter
is termed fewest-switches surface hopping (SH)\textsuperscript{22} both of which will be presented in the following.

\subsection*{2.3.1 Multi-Conﬁgurational Time-Dependent Hartree}

In MCTDH the static grid of basis function is replaced by a time-dependent set of nuclear conﬁgurations $\Phi(R, t)$ that consist of so-called single particle functions $\gamma(R, t)$ (SPFs), yielding again a complete basis in the limit of infinite basis functions. Using a total of $f$ degrees of freedom $x_f$ (DOF) to describe the nuclear coordinates instead of $R$, the wave function ansatz in MCTDH can be denoted as\textsuperscript{91}

$$\Psi^{nu}(R, t) = \sum_{k} A_K(t) \Phi_K(x_1, \ldots, x_f, t)$$

$$= \sum_{k_1=1}^{o_1} \cdots \sum_{k_f=1}^{n_f} A_{k_1 \ldots k_f}(t) \prod_{l=1}^{f} \gamma_{k_l}^{(l)}(x_l, t)$$

where $A_K$ is a complex coefficient for the conﬁgurations that themselves are Hartree products of SPFs. The number of basis functions for each considered degree of freedom enters via $o_\alpha$. Each degree of freedom can either consist of a single or many vibrational modes at once in a process termed \textit{mode combination} that allows pairing of similar behaving modes of movement into a single coordinate, lowering the computational burden.

Since the SPFs are not uniquely deﬁned, a set of SPFs is chosen to be orthonormal so that

$$\langle \gamma_{k_l}^{(l)} | \gamma_{m_l}^{(l)} \rangle = \delta_{km}$$

to simplify all upcoming calculations. With a mathematical description of the grid at hand, the time-evolution of both the coefficients and the SPF basis can be derived using the Dirac-Frenckel variational principle (dropping explicit dependencies for brevity) to obtain the best possible variation of the wave function ($\delta \Psi$) still adhering to the variational principle

$$\left\langle \delta \Psi \middle| i \frac{\partial}{\partial t} - \hat{H} \middle| \Psi \right\rangle$$

where

$$\delta \Psi = \sum_{K} \delta A_K \Phi_K + \sum_{l} \left( \sum_{m_l} \delta \gamma_{m_l}^{(l)} \kappa_{m_l}^{(l)} \right)$$

with $\kappa_{m_l}^{(l)}$ being a single hole function. Now, variations of both the coefficients and the SPFs can be inserted in Equation\textsuperscript{43} yielding the following equations of motions:

$$i \frac{\partial A_L}{\partial t} = \sum_{K} \langle \Phi_L | \hat{H} | \Phi_K \rangle A_K$$

$$i \frac{\partial \gamma_{m_l}^{(l)}}{\partial t} = (1 - \hat{p}^{(l)}) (\rho^{(l)})^{-1} \hat{H} \gamma_{m_l}^{(l)}$$

Hence, the coefficients are propagated depending on the Hamiltonian spanned by the nuclear conﬁgurations. The SPFs have been collected in a vector of SPFs $\gamma^{(l)}$
for the respective propagation, with \( \hat{P}^{(l)} \) being a projection operator to ensure the orthonormality constraint during the propagation. \( \rho^{(l)} \) contains the overlaps between single-hole functions as those are not orthonormal.

For integration of these equations of motion, the SPFs are expanded into a time-independent basis set using a discrete variable representation. The Hamilton operator employed in MCTDH calculations is in most cases diabatic and requires precomputed PESs. If the used Hamiltonian can be decomposed into a sum of products form, efficient integration MCTDH has been shown to include up to 50 DOFs going far beyond the up to 5-6 DOFs possible in the standard method. Inclusion of electronically excited states is straightforward via a separate degree of freedom where the respective SPFs can either be shared between or being optimized for each electronic state separately. The first case is termed single-set formalism that is suited if the nuclei move very similar on all populated electronic states. The second case is the multi-set formalism that in general results in faster converging results.

MCTDH has been been extended to use a basis of time-dependent Gaussian-functions, inspiring the implementation of the variational multi-configurational Gaussian (vMCG) method and its variation called direct-dynamics vMCG (DD-vMCG) features the capability to go beyond precomputed PES, relying only on a set of electronic structure properties that can be computed in every time step. The strength of MCTDH and all its derived methods is definitely found in the computational gain with respect to the standard wave packet dynamics method and the guarantee to converge to the real results given a sizeable enough basis, making those methods a widely used standard for investigations on the molecular level.

### 2.3.2 Surface Hopping Dynamics

MCTDH and its whole offspring of methods can be thought of as a well-mannered branch of the family tree emerging from the standard wave packet dynamics method, all retaining the basic principles and ideas with different sets of approximations that can always be traced back to the exact result. In this picture, SH is being conceived from ad hoc approximations and is therefore found far from the original roots of quantum dynamics. At the basis of SH lies a mixed quantum-classical description where the nuclei are propagated according to classical laws of motion, moving on a single PES at a time while the electronic dynamics is treated at a quantum level determining on which state the trajectory is evolving. In doing so, the nuclear wave packet is collapsed to a single point in phase space that moves classically, alleviating the need to have a tedious quantum propagation of nuclei. Therefore, simulations using many more degrees of freedom are made viable. To retain some of the quantum features, like the splitting of the wave packet, a swarm of trajectories is employed, where each trajectory moves independently. In this section, the framework of SH is presented first, followed by shortcomings of the basic algorithms and methods to correct those.

#### SH Methodology

The classical nature of the nuclear movement in SH replaces the explicit quantum nuclear propagation by simple movement governed by Newton’s second law:

\[
\frac{d^2}{dt^2} R_K(t) = - \frac{1}{M_K} \frac{\partial E_{el}(R)}{\partial R_K(t)}
\]  
(47)
Here the nuclear wave function is replaced with the explicit coordinates of the ensemble of atoms, that are time-dependent with the movement of each atom depending on its mass and the gradient of the potential energy surface of the state the trajectory evolves on (\(a\))\(^9\). The most prominent way to actually propagate each trajectory is the velocity-Verlet algorithm\(^94,95\) where both the positions and velocities are updated in each time step.

Up to here, the nuclear movement is dictated by the PES of the active state, raising the question how the active state can be changed throughout the dynamics to account for multiple PESs. The answer lies in the electronic wave function that is propagated simultaneously to the nuclei in each time step using an expansion into a set of electronic states that here are taken to be eigenfunctions of the electronic Hamiltonian weighted by a set of time-dependent coefficients \((c_k(t))\):

\[
\Psi^{el}(r, t; R) = \sum_{k=1}^{\infty} c_k(t)\Psi^{el}_k(r; R)
\]  

(48)

The propagation of \(c_k(t)\) can be obtained by inserting this expansion of the time-dependent electronic wave function in the time-dependent electronic Schrödinger equation after projecting onto a specific electronic state from the left

\[
\frac{\partial c_m(t)}{\partial t} = -\sum_k \left[ i \langle \psi^{el}_m | \hat{H}^{tot}(r, t; R) | \psi^{el}_k \rangle + \mathbf{v}_m \right] c_k(t)
\]  

(49)

where the first term in the sum contains matrix elements of a total Hamiltonian \((\hat{H}^{tot}(r, t; R))\) that can be written as

\[
\hat{H}^{tot}(r, t; R) = \hat{H}^{el}(r, R) - \hat{\mu}(r, R)e(t) + \hat{H}^{soc}(r, R)
\]  

(50)

Hence, this total Hamiltonian includes the electronic energies, the interaction of external laser pulses with those states, and the respective SOCs. The respective matrix with matrix elements \(H^{tot}_{mk}\) is diagonal in the basis of electronic eigenstates if no laser field and SOCs are present. The second term on the right-hand side in Equation \(49\) includes the nuclear velocities \(v\) and the NACs from now on defined as \(h^{\text{NAC}} = \langle \psi^{el}_m | \frac{\partial}{\partial R} | \psi^{el}_k \rangle\). With all these terms at hand, the electronic coefficients can be propagated and will be distributed across different states depending on the encountered couplings along the path of the trajectory. This distribution of the coefficients of the electronic wave function directly mimics how the nuclear wave packet should be distributed across the manifold of states, providing a target quantity to be exploited to determine the active state of each trajectory: The distribution of active states across the swarm of trajectories should match the distribution of the electronic coefficients. As each trajectory is independent of all the others, the selection of which state to follow is conducted stochastically via a hopping probability that is calculated in each time step. The probability to switch the active state \(\rho_{a\rightarrow b}\) is given as follows

\[
\rho_{a\rightarrow b} = \frac{2\Delta t}{|c_a(t)|^2} \Re \left( c^*_a(t) \sum_b \left[ i\hat{H}^{tot}_{ab} + \mathbf{v}_a \mathbf{k}_{ab} \right] c_b(t) \right)
\]  

(51)

with the newly populated state being determine via a random number using as a probability for each state the contribution of the respective state to the sum in Equation \(51\). To reduce the number of hops to a minimum – hence, fewest-switches – the active state is only changed if the population \((|c_a(t)|^2)\) of the active state
decreased in the current time step. After a new active state has been determined, the classical trajectory instantaneously switches to this new state and continues the nuclear propagation from this new surface, conducting no changes to the electronic coefficients. These hops between surfaces coined the name for SH, which has risen to be one of the most widely used methods for simulating non-adiabatic processes.\textsuperscript{[23,27]} Its success is owed to the low computational cost for the nuclear propagation while still providing qualitative results in most cases, allowing fast propagation of even thousands of atoms, almost completely eliminating the computational workload from the propagation itself, leaving only the computation of the needed PESs as the time-determining step. An additional benefit for SH can be found for the needed PESs: Since each trajectory only needs electronic structure properties like energies, gradients and couplings at the local position, it is possible to conduct SH on-the-fly without the need for precomputed potentials and to instead calculate the needed properties on each current position. However, all the benefits of SH come at a cost since SH is forever afflicted by the curse of \textit{ad hoc} approximations that heralded its birth. As it is hard to establish a link between SH and the standard wave packet dynamics method, it is often not clear how justified the various \textit{ad hoc} approximations are in SH. Nevertheless, recently the connection to the quantum-classical Liouville equation has been established\textsuperscript{[24,25]} and the use of the exact factorization method offers a promising avenue to investigate the very nature of SH in more detail.\textsuperscript{[25]} Some of the drawbacks and insufficiencies of SH will be discussed in the upcoming section together with different approaches to tackle the encountered issues, often introducing more \textit{ad hoc} corrections. In addition to the upcoming issues, SH is unable to describe tunneling and contain zero-point energy, resulting in zero-point energy leakage\textsuperscript{[98]} if this energy was initially sampled.

\textit{Velocity Adjustment}

One of the first critical points that has already be tackled in the original formulations of the fewest-switches surface hopping methodology is the issue of total energy conservation.\textsuperscript{[23]} Since an isolated system should retain its total energy throughout its dynamical evolution, the same should be the case for the ensemble of trajectories in SH. As each trajectory is independent of each other, the most straightforward way to ensure that criterion consists of enforcing energy conservation for each individual trajectory. Therefore, the instantaneous change in potential energy due to the switch of the active state has to be counteracted immediately by the respective trajectory, necessitating a change in the overall kinetic energy ($E_{\text{kin}}$). According to the original formulation of SH, the NAC vector between the two participating states plays a crucial role in this process, as adjusting the velocities along this vector has been found to resemble Pechukas force – a force encountered by classical nuclei while passing a crossing region between electronic states.\textsuperscript{[27,99]} From this, it follows that hops to lower energy surfaces are accompanied by an increase in $E_{\text{kin}}$ along the NAC vector and \textit{vice versa}. In the reverse case, where $E_{\text{kin}}$ is decreased, a situation might be encountered where adjusting $E_{\text{kin}}$ would reduce it below zero. Therefore, the amount of available $E_{\text{kin}}$ along the NAC vector has to be evaluated first:\textsuperscript{[27]}

$$\Delta = 4\alpha(E_b - E_a) + \beta^2$$  \hspace{1cm} (52)
with

\[ \alpha = \sum_{K}^{N} \frac{\mathbf{h}_{ab,K} \cdot \mathbf{h}_{ab,K}}{2m_K} \]  

(53)

\[ \beta = \sum_{K}^{N} \mathbf{v}_K \cdot \mathbf{h}_{ab,K} \]  

(54)

If \( \Delta \) is negative, then not enough energy is present along the NAC vector and the attempted hop is rejected and the dynamics continues on the old active state in a process termed frustrated hop that has been found to be important to retain detailed balance.\[^{100, 101}\] It is also possible to inverse the velocities along the NAC vector in case such a frustrated hop is encountered\[^{28, 102}\] although it is not clear that this is always a beneficial route to take.\[^{103}\] A way to introduce some more "quantumness" into the treatment of frustrated hops is the use of uncertainty for the hopping event, allowing each trajectory to jump not only at the time where a stochastic hop was encountered but a small time window around this event, smearing both the time and the needed energy gap according to the uncertainty principle.\[^{104, 105}\]

Once a jump is accepted (\( \Delta \) in Equation 52 is positive or zero), the velocities are adapted to obtain the new velocities \( \mathbf{v}' \):

\[ \mathbf{v}'_K = \mathbf{v}_K - f \frac{\mathbf{h}_{ab,K}}{m_K} \]  

(55)

with

\[ f = \begin{cases} 
\frac{\beta + \sqrt{\Delta}}{2a} & \text{if } \beta < 0 \\
\frac{\beta - \sqrt{\Delta}}{2a} & \text{if } \beta \geq 0 
\end{cases} \]  

(56)

Although the use of the NAC vectors is theoretically well justified, these vectors are not available for all electronic structure methods and come at a considerable computational cost. Therefore, simulations often use propagation methods that do not rely on the calculation of explicit NAC vectors\[^{106}\] making those unavailable for the velocity adjustment. Then other vectors can be chosen to rescale the velocities along like the full velocity vector or the gradient difference vector (\( \mathbf{g}_{ab} \))

\[ \mathbf{g}_{ab} = \frac{\partial E_{el}}{\partial \mathbf{R}} - \frac{\partial E_{el}}{\partial \mathbf{R}} \]  

(57)

Both of these vectors are simpler to calculate, coming at a lower cost but are found lacking in theoretical support. When using the full velocity vector, the amount of \( E_{kin} \) present will render almost all hops possible, especially for large systems. An alternate option would be to not adjust the \( E_{kin} \) at all during a hop, violating total energy conservation.

A special case for the velocity adjustment is the presence of external fields, as the total energy of the molecular system does not need to remain constant because energy can be absorbed or emitted as photons. Then a differentiation between field-induced hops and "standard" hops should be conducted, retaining the \( E_{kin} \) in the former case and rescaling it in the latter. The differentiation can be achieved by deducing the contribution of the field to the increase of population in the to-be-hopped-in state.\[^{109}\] A simpler way consists in assigning each hop to be field-induced if the energy difference between the two participating states falls within a specified energy range around the central frequency, therefore assuming that all hops close to resonance frequency are field-induced.\[^{57}\]
Overcoherence

The framework of SH allows for the description of transitions between electronic states, therefore bridging the chasm between electronic and nuclear movement introduced by the BOA. Indeed, SH has been shown to be capable of describing the passage through a single conical intersection – the form of the PES\cite{107} where two or more surfaces are degenerate within the BOA and where the NACs are non-negligible – quite well:\cite{22,23} The swarm of classical trajectories will branch close to the conical intersection, using the strength of the coupling via the electronic coefficients for a stochastic selection of states to propagate the nuclei in. However, the chimeric nature of SH is found to be at fault once the initial coupling region is surpassed: In a complete quantum description, the different parts of the wave packet will move apart from each other after branching, dephasing from one another. A similar picture is observed for the classical trajectories, that now move on different surfaces and will visit different parts of the phase space. The electronic coefficients inscribed to each trajectory, however, are distributed across many states, initially allowing for a correct stochastic selection at the branching region. After leaving the coupling region, these coefficients still resemble the original branching ratio, mimicking a scenario where the different parts of the electronic wave packet are moving at the same pace and visiting identical parts of the PES. Hence, every SH trajectory inherently carries overcoherent electronic coefficients along, resulting in a wrong description if another coupling region is encountered.\cite{108,109}

To alleviate the overcoherence in SH, various decoherence corrections have been proposed that aim at removing spurious electronic coefficients using various degrees of physical justification for the adaption of the coefficients.\cite{30,31,33,110,111} Some of those approaches try to track the explicit or approximate position and movement of wave packets that evolve on the non-active states. This can be realized with the help of auxiliary trajectories like in the augmented-fewest switches surface hopping approach (AFSSH).\cite{33} In AFSSH, deviation in phase space and direction of movement for the active and auxiliary trajectories is used to determine if dephasing of the auxiliary wave packet should have occurred in which case the respective electronic coefficient is reset to zero. More simple approaches rely on the placement of Gaussians at branching points or gradients on different states to determine when decoherence should take effect.\cite{31,111} Most decoherence methods rely on the calculation of additional properties, making these approaches inconvenient in cases where electronic structure evaluations are costly. Even simpler decoherence corrections have gained traction that do not rely on any additional properties, with the energy-based decoherence correction (EDC) proposed by Granucci and Persico being the most prominent.\cite{30} Here, an adjustment to all non-active electronic populations\cite{31} (\(p_k(t)\)) to yield decoherence corrected populations (\(p_k'(t)\)) is conducted in every single time step according to

\[
p_k'(t) = p_k(t) \cdot \exp\left(-\frac{|E_k^m - E_a^m| E_{\text{kin}}}{E_{\text{kin}} + B}\right)
\]

where \(B\) is a constant set to 0.1 a.u.\cite{30} The population of the active state is adapted to conserve the norm of the overall population. It has to be noted, that throughout this thesis, two different implementations of the EDC are used: earlier work applies the exponential decay in Equation\cite{58} not to the electronic populations but instead to the electronic coefficients. Which type of EDC correction is in use will be mentioned in the respective discussion sections. Following Equation\cite{58} the EDC therefore simply
depends on two parts: First, the energy difference to the active state with large differences yielding strong decoherence, indicating that the PES on very different states will look quite different as well. Second, $E_{\text{kin}}$ plays an important factor as faster moving wave packets can move away faster, resulting in stronger decoherence. The latter factor has been criticized due to the lack of size consistency, meaning that the addition of a non-interacting heavy atom that is moving but far apart from the actual photoreactive site will affect the decoherence rate.\textsuperscript{28}

Overall, the use of a decoherence correction has been found to be crucial in many SH calculations\textsuperscript{28,29,112} with only very limited exceptions where the choice of a incompatible decoherence correction has been found to be detrimental.\textsuperscript{90}

**Choice of Basis**

Until here, the eigenfunctions of the electronic Hamilton operator have served throughout all derivations as the basis for SH simulations. Nevertheless, SH can be performed regardless of the underlying basis, changing the respective elements in Equation 49 and shape of the PESs. In contrast to quantum dynamics, the resulting dynamics for two simulations using a different electronic basis will not be equivalent. This can be traced down to the classical propagation of the trajectories, forcing each trajectory to follow a single gradient at a time, allowing no linear combination of different gradients that could counteract the differently shaped PESs.\textsuperscript{91} Additionally, the classical barriers that would need to be overcome can be smaller or larger, depending on the chosen basis, opening up the way for potentially large deviations if a barrier rises to be larger than the total energy in a trajectory in one representation but not the other.

It has been argued that the preferred choice for propagation for SH is a fully diagonal $\hat{H}_{\text{tot}}(r, t; R)$ where all the additional couplings that are present are included in the definition of the basis, therefore localizing the coupling elements between states closely around the respective conical intersections.\textsuperscript{25,58,113} Such a basis that includes SOCs and additional laser fields is commonly not provided by electronic structure codes, making a basis of electronic eigenfunctions with additional SOC and laser coupling elements the easiest and also most common choice. This non-diagonal $\hat{H}_{\text{tot}}(r, t; R)$ (also termed molecular coulomb Hamiltonian, MCH) can be diagonalized in each time-step, providing a instantaneous diagonal basis.\textsuperscript{57,113} In the presence of strong laser fields, this instantaneous diagonal basis has been found to be needed to hinder averaging of the gradients when trajectories are switching states often.\textsuperscript{58}

At the same time, the fully diagonal basis has been found to be flawed in other systems\textsuperscript{29} where a Floquet Hamiltonian was able to give more satisfying agreement. A universally best performing basis has currently not been found, making the choice of an appropriate basis a system-dependent choice.
In this chapter, investigations on the excited state dynamics of pyrrole are presented, featuring high-level electronic structure calculations and no explicit laser pulses. This molecule and its photodynamics are well understood both from an experimental point of view \cite{114,121} and from a theoretical perspective, \cite{51,122,134}, making it a good system to try out laser control approaches. Therefore, the original intention for this work was to serve as the foundation for a subsequent study revolving around modification and control of the observed dynamics using external electric fields. During the exploration of the manifold of PESs, it quickly became clear that a high level of electronic structure theory is needed to correctly capture the shape of the PESs, which is discussed in more detail in Section 3.1. Since any desired control attempt using laser fields and SH would need multiple simulation runs – each featuring enough trajectories for statistical significance – to shape and design a good performing pulse, this original goal was abandoned and only the excited state dynamics in absence of external laser fields was studied. The resulting dynamics are presented in Section 3.2 and have been published together with the static calculations under the title “A XMS-CASPT2 non-adiabatic dynamics study on pyrrole” in Comput. Theor. Chem. 1155, 38-46 (find the respective reprint in Section A.1.1).

3.1 A TALE OF RYDBERG ORBITALS

After excitation with light, pyrrole has a very prominent deactivation channel at its disposal in the form of N–H bond cleavage, reminiscent of a whole range of planar heteroatomic organic compounds.\cite{135} A remarkable feature observed in pyrrole is, that depending on the wave length of the exciting light, different time scales for this process can be observed, shedding light on the underlying PESs.\cite{136} Three different excitation wave lengths (I, II, and III) are commonly used to probe the lowest-energy excited states: I) is shown in red in Figure 1 and corresponds to exciting in resonance to the lowest energy state, populates a dark \( \pi \sigma^* \) state of \( A_2 \) symmetry. Upon N–H bond elongation, this state has to overcome a small energy barrier due to extensive \( \pi \)-Rydberg mixing, rendering the otherwise repulsive \( A_2 \) state quasi-bound close to the equilibrium geometry where the mixing is strongest. The encountered barrier is small (around 0.08 eV\cite{136}) that can be tunneled through, yielding a time constant of 126 ± 28 fs for dissociation. II) Increasing the wave length to correspond to the violet arrow in Figure 1 results in population of the vibrationally excited \( A_2 \) state, lending enough energy to overcome the small barrier, therefore leading to faster dissociation within 46 ± 22 fs, indicating that the photoreaction is ballistic and occurs within a single or two bond vibrations.\cite{136,143} III) Increasing the wave length further (see the dark blue arrow in Figure 1) to be in resonance to the brightest state that is of \( \pi \pi^* \) character and \( B_2 \) symmetry also shows ultrafast dissociation (52 ± 12 fs).\cite{136} Therefore, a conical intersection to one of the close-lying \( \pi \sigma^* \) states is readily accessible from the initially excited state, facilitating this fast reaction.

Previous theoretical simulations conducted on pyrrole found that the correct description of both the low-lying \( \pi \sigma^* \) and the absorptive \( \pi \pi^* \) states at the same time is not possible for most electronic structure methods: TDDFT based SH simulations have been employed, resulting either in a large amount of time spent in Rydberg
Figure 1: Depiction of the excited states along the N-H bond vector (see below for computational details). The lowest energy state (black), the two lowest excited states (blue), and other excited states (gray) are shown. Three different excitation wavelengths are indicated with arrows: red, violet and, blue. The energy needed to overcome the barrier along the N–H coordinate is indicated with a gray dashed line.

states\(^\text{[285]}\) or the absence of the small barrier found in the lowest \(\pi \sigma^*\) states.\(^\text{[30]}\) Similar issues regarding Rydberg-valence mixing have been encountered using the algebraic diagrammatic construction of second order\(^\text{[137]}\) in combination with SH.\(^\text{[136]}\) These single-reference methods also suffer from the inability to correctly describe the \(S_0/S_1\) conical intersection that should be encountered along the dissociative coordinate.

Multi-reference methods have been employed to study the excited states of pyrrole as well in the form of MRCI\(^\text{[125]}\) CASSCF,\(^\text{[131]}\) and CASPT2.\(^\text{[122,129]}\) Both MRCI and CASPT2 have been shown to be viable options for describing the PESs for all experimentally considered wave lengths while CASSCF overestimates the energies of \(\pi \pi^*\) states. Based on these previous findings, the following conclusions are drawn and integrated into the methodological set of tools used for the present investigation of pyrrole: a) To be able to describe all relevant PESs qualitatively correctly, the extended multi state (XMS)\(^\text{[138–140]}\) CASPT2 method is chosen. b) Since the description of Rydberg orbitals and their mixing with valence orbitals, additional diffuse functions \((8s, 8p, 8d) \rightarrow [1s, 1p, 1d]\) are added, centered at the nitrogen atom. The exponents for the diffuse functions are obtained from the Kaufmann series.\(^\text{[141]}\)

Two different active spaces are explored, differing only in the number of included Rydberg orbitals: A large active space containing all \(\pi\) orbitals, the N–H \(\sigma\) bond and the \(3p\) Rydberg orbitals (8 electrons in 10 orbitals, denoted \((8,10)\) from now on) and a smaller active space, containing only one of the \(3p\) Rydberg orbitals. Both active spaces are depicted in Figure 2 where the strong mixing of the \(\sigma^*\) orbital of the N–H bond with the \(3s\) Rydberg orbital is evident. Additionally, it is found that the \(3p_x\) orbital mixes with the \(\pi^*_1\) orbital, participating in the bright \(B_2\) state. Removing this orbital from the active space results in an energy increase of 0.21 eV at the Franck-Condon geometry, explaining deviations in the calculated energies between previous CASPT2 investigations of pyrrole.\(^\text{[122,129]}\) The larger active space has been used to optimize minimum energy conical intersections between the \(S_0\) and the \(S_1\) and the linearly interpolated pathways towards those. To facilitate on-the-fly
computations and the associated gradient calculations, the smaller active space was used in SH simulations. The PESs along the dissociative N–H coordinate using the smaller active space are shown in Figure 3 where the small barrier for the two lowest excited states and the energetic closeness of the second excited state to the $\pi\pi^*$ states (light gray in Figure 3) is visible.

The computational cost of CASSCF/CASPT2 calculations increases drastically with the size of the active space, making this the main bottleneck in the current investigation. Another factor entering into the scaling of these methods is the number of considered states, where a system-specific issue is encountered: CASSCF severely overestimates the energy of the lowest $\pi\pi^*$ states, placing them higher than the lowest two $\pi 3p_o$ states (where $o = \{x, y, z\}$, see). Although the correlation retrieved via XMS-CASPT2 corrects the erroneous placement of the $\pi\pi$ states, many more states need to be included in both the CASSCF and XMS-CASPT2 computation than will be actually relevant later on (the second set of Rydberg states is found at about 7 eV, one eV above the first set of Rydberg states). To allow efficient computation of the XMS-CASPT2 calculations for the SH dynamics, the program BAGEL was interfaced during this project to the surface hopping code SHARC. Although the parallelization provided by BAGEL allowed for the simulation of the excited state dynamics of pyrrole, the inclusion of laser fields would require the full interstate matrix of non-adiabatic coupling elements to provide correct XMS-CASPT2 transition

Figure 2: CASSCF orbitals comprising the (8,10) active space and their respective labels as obtained from a calculation averaging over 11 states [SA(11)]. The orbitals included in the smaller SA(7)-CAS(8,8)SCF active space are inside the black border. All calculations used the ANO-L basis set at double zeta quality plus the added diffuse functions (from now on denoted ANO-L+).
dipole moments in every time step. As this would increase the computational effort immensely, the idea of performing laser control on this system was discarded.
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**Figure 3:** Rigid potential energy scan along the N-H bond vector at the XMS(7)-CASPT2(8,8)/ANO-L+ level of theory. The lowest energy state (black), the two lowest excited states (blue), and other excited states (ππ* and Rydberg states, gray) are shown.

### 3.2 Ultrafast Dissociation: Dynamics Starting from ππ* States

Having determined a suitable computational framework to calculate the electronic PESs of pyrrole, the respective excited state dynamics has been simulated using SH. A set of geometries and velocities has been sampled based on a Wigner distribution of the lowest vibrational state to cast the original quantum distribution into a set of classical snapshots. In the absence of an explicit laser pulse to initiate the dynamics, a number of these initial conditions has been determined to start in a given excited state based on a stochastic procedure, taking into account the corresponding oscillator strength if the excitation energy falls within a predetermined window. An energy window of 6.1 to 6.3 eV was chosen for this, reminiscent of excitation into the ππ* states. This type of excitation mimics interaction with an infinitely short optical δ-pulse with a well defined wavelength – such pulse cannot be realized in an experimental setup but is often employed in theoretical simulations. Due to the high computational cost, only a small number of only 23 trajectories was propagated, adding statistical noise to the observed results.
Figure 4: N–H dissociation dynamics of pyrrole simulated with SH using XMS(7)-CASPT2(8,8)/ANO-L+ to evaluate the electronic structure. The N–H bond length for each trajectory is given with light gray lines. The accumulated percentage of dissociated trajectories is given as a solid black line and a fit thereof is found in blue. Experimental dissociation measurements are (black circles) can be compared to black dashed line representing a convolution of the δ-pulse dissociation with the envelope functions of the experimental laser pulses.

An overview of the resulting simulations, focusing on the N–H bond dissociation can be found in Figure 4. As can be seen there, the excited state dynamics of pyrrole is dominated by ultrafast N–H bond cleavage, placing most observed dissociation events well within the first 50 fs after excitation of the respective trajectories. To quantify this process, an arbitrary N–H bond length value of 2.00 Å was taken as a cutoff value to verify whether dissociation had occurred. A fit of the so-obtained dissociation curve yielded a time constant and associated uncertainty of $64 \pm 13$ fs using bootstrapping of the set of trajectories. Experimental measurements of the N–H abstraction showed an associated time constant of $52 \pm 12$ agreeing very well with the present simulations. To allow for a better visual comparison between the simulations and the experimental results, the dissociation events have been smeared in time using the envelope functions of both the pump and the probe pulse used in experiment. In doing so, the time-delayed onset of the excited state dynamics can be taken into account to give a more realistic description. Nevertheless, such a posteriori approaches to include the influence of laser pulses neglect all the finer interactions explicit excitation with a laser pulse introduces. One of the main differences encountered with no explicit laser pulse is that each trajectory is initialized with all electronic coefficients set to 0 except for the active state, where 100% of the population resides. An explicit laser pulse, however, would see partial population of other electronic states as well for each trajectory, therefore introducing potential differences at the onset of the dynamics.

Although N–H bond cleavage is the primary dissociation channel with 91% of trajectories following this pathway, different deactivation channels have been observed in the current and previous simulations: Ring-puckering or ring-opening. The remaining simulated trajectories deactivated via ring-puckering, forming a hot ground state from where it is assumed that additional fragmentations or C–H bond cleavage can occur. Ring-opening was not observed for the set of simulated trajecto-
3.3 Insight gained and place in the larger picture

In conclusion: The excited state dynamics of pyrrole have been investigated in full dimensionality, employing high level electronic structure computations. A very good agreement with experimental observations for the time scale for N–H dissociation is obtained, highlighting the importance for the use of multi-reference methods even in the case of rather small molecules. Although the mingling of Rydberg and valence states that poses a serious problem in many computational setups can be overcome with diffuse basis sets and advanced computational methods, a serious toll in computational time is collected in return. This high cost for the use of state-of-the-art electronic structure methods prevents the use of such a computational setup for the original goal of laser control, which would need a large number of dynamics simulations with sufficient statistical significance. Additionally, the extra cost of calculating the transition dipole matrix at XMS-CASPT2 level in every time step would make such laser control approaches essentially not affordable, since this would raise the cost of the present dynamics by a factor of about 20 for each single trajectory. Therefore, the work on pyrrole initiated a rethinking regarding the approach to be used in this thesis: The use of lower-cost electronic energy evaluations would allow a more focused approach on the actual laser interaction and control aspect, which has always been the idealistic centerpiece of the thesis. As a consequence, in Chapter 4, the expensive on-the-fly evaluations are substituted by precomputed and approximated potentials.
SIMPLER SURFACES TO INVESTIGATE MORE COMPLEX DYNAMICS

The previous Chapter demonstrated the difficulties that can be encountered when describing the electronic states of molecules, sometimes necessitating a high level method to obtain qualitatively correct PESs. The high computational effort accompanying these methods paired with the still rather limited robustness of those surfaces makes investigations that revolve around the dynamical aspect as opposed to a highly accurate static description challenging. A simple remedy for these problems is to switch to precomputed surfaces that – once obtained – are nothing more than analytical functions that can be evaluated in less than a second and will be robust throughout the parametrized space. In doing so, the computational workload for the dynamic and the static part is essentially separated, opening up the road not only for the desired focus on the dynamical interaction with a laser pulse but also for a potential comparison of dynamics methods on the same set of PESs.

The route followed in this thesis to define and parametrize analytical potentials is the vibronic coupling model truncated at first order. A detailed description of this framework including strong points and weaknesses thereof is given in Section 2.2.2. So obtained PESs are diabatic by construction and have seen a lot of use in the context of MCTDH simulations, where the complete PES needs to be known before running dynamics. Recently, the LVC model has been used in our group in combination with SH to yield an extremely efficient simulation setup where both the static and the dynamical calculations are extremely cheap, scaling very well with the size of the investigated system, especially for the dynamical part. Therefore, economical full-dimensional investigations of the excited state dynamics are made viable for transition metal complexes and other rigid systems of similar or even larger sizes that previously could only be simulated at very high computational cost. With the detailed theoretical exploration of a range of transition metal complexes becoming reality, the boundaries of what can possibly be investigated are pushed towards larger and larger systems with a pioneering spirit at heart. At the same time, expansion towards larger systems should always be supplemented by introspection, questioning the limitations and restrictions of the very approach that granted said expansion: On the one hand, the applicability and accuracy of SH is still a much debated topic, a fact that only gets more blurred when systems far beyond the capabilities of higher-level dynamics methods are simulated. This seems to be even more severe in the presence of laser fields, where strong deviations between SH and higher-level methods can be encountered already for one-dimensional test systems, making the blind use of LVC/SH for large molecular systems in the presence of laser fields questionable. On the other hand, these limitations are imposed by the approximate nature of the LVC model and its inability to go beyond the harmonic basis used to construct the respective PESs, rendering specific molecular movements and relaxation processes impossible.

The implications and difficulties encountered due to the approximation of the PESs with an LVC model will be touched upon in Chapter 5. In this chapter, the issue of the accuracy of SH will be treated in detail, putting special emphasis on the use of explicit laser fields within SH, going beyond the commonly employed one-dimensional test systems used to assess the validity. In a first step towards a comparison on an equal
footing between SH and MCTDH, an iterative scheme is developed allowing for the automated reduction of the complete molecular Hamiltonian to the most important degrees of freedom and electronic states. This scheme is termed the SHARC-gym and makes use of the efficiency of the LVC/SH setup and the accuracy of MCTDH to provide the best of both worlds. The development of the SHARC-gym and the application thereof on the \([\text{PtBr}_6]^2−\) complex is presented in Section 4.1 and also published in *J. Phys. Chem. A* with the title "From surface hopping to quantum dynamics and back. Finding essential electronic and nuclear degrees of freedom and optimal surface hopping parameters" (reprinted in Section A.2). The SHARC-gym is subsequently employed in Section 4.2 to enable the comparison of SH in the presence of external laser fields to MCTDH and vMCG dynamics, benchmarking the validity of various SH protocols. The results of this benchmark on the \(\text{SO}_2\) molecule and a 10-dimensional model system of 2-thiocytosine are published in *J. Chem. Phys.* titled "Validating fewest-switches surface hopping in the presence of laser fields" (see Section A.2 for a reprint). Here it is found that SH fails to quantitatively reproduce the interaction with the employed laser pulses, but nevertheless gives qualitative agreement for most SH protocols. With this knowledge at hand, the strengths of LVC/SH will be capitalized on in Chapter 5 to investigate and modify the excited state dynamics of a transition metal complex in 161 vibrational degrees of freedom.

### 4.1 The Advent of the SHARC-gym

Often, MCTDH and SH are treated as two different tools, each useful in its respective area with clearly defined strengths and weaknesses: MCTDH can be rigorously derived from exact propagations, converges to the exact solution given enough basis functions and is therefore capable of describing the whole plethora of nuclear quantum effects. This drawback is the need for a set of precomputed PESs and the unfavourable scaling of the computational effort with the number of included degrees of freedom. Contrary to this, SH has an extremely favorable scaling with the considered system size and only needs locally computed properties. The price to pay for this efficiency is paid in accuracy as most nuclear quantum effects are absent. Some of the deficiencies in SH are compensated by the use of ad hoc protocols that are useful in some cases but detrimental in others.

In most cases, either SH or MCTDH is chosen to investigate a given system, making use of the strength of the used method. Rarely though, SH and MCTDH are used in tandem to either determine the applicability of a new type of SH protocol or to use SH dynamics to trim a Hamiltonian down to the most reactive degrees of freedom that can then be used for MCTDH simulations. In the spirit of the latter symbiotic approaches, a new way to intertwine SH and MCTDH is presented in this thesis that covers up the weak spots of both sides by utilizing the complementing strengths of the respective other method: the SHARC-gym. The SHARC-gym is an iterative procedure to obtain a reduced Hamiltonian on which high-level dynamics methods can be used on the one hand and a set of appropriate SH protocols on the other hand.
4.1.1 An Iterative Scheme to Form a Symbiotic Relationship between Surface Hopping and MCTDH

The SHARC-gym is a very general procedure that can be used to pair SH with any higher-level dynamics method using precomputed PESs or on-the-fly simulations if the higher-level dynamics allows to do so. For simplicity, from now on, only the specific case of pairing SH with MCTDH on PESs derived from an LVC model will be discussed since only this combination is used throughout this thesis.

To initialize the SHARC-gym, two ingredients are needed: a full-dimensional LVC Hamiltonian of the investigated system and an initial SH protocol containing a number of desired \( \hbar \) corrections that can be optimized at a later stage. The subsequent workflow is depicted in Figure 5 and includes the following steps:

1) SH simulations are computed on the full-dimensional Hamiltonian using the initial SH protocol to yield a reference dynamics.
2) The Hamiltonian loop is entered that aims at reducing the size of the Hamiltonian by identifying superfluous electronic states and vibrational degrees of freedom. Having identified such states or modes via any method imaginable (excited state gradients, symmetry, principal component analysis of the reference dynamics, etc.), the respective degrees of freedom are removed and new SH dynamics with the same protocol calculated. If the new dynamics is in good agreement with the reference dynamics (using any numbers of measures to define the agreement), no important degrees of freedom have been cut and the reduction process can continue. If the new dynamics substantially deviates from the reference, the Hamiltonian prior to this reduction step is taken to either reduce some other states/modes or taken as the finally reduced Hamiltonian, which is when the Hamiltonian loop is exited.

3) The obtained reduced Hamiltonian is then used to run a MCTDH simulation, that should now be viable due to the reduce in considered system size. This MCTDH reference simulation is then used in the so-called parameter loop where the agreement between MCTDH and SH is scrutinized. If both methods agree to a certain threshold, no further steps need to be taken. However, the more probable case is that depending on the chosen ad hoc corrections, the agreement will vary, necessitating a screening of those corrections to find the best suited one. With a well-fitting SH protocol at hand, the parameter loop is exited.

4) If the SH protocol was changed in the parameter loop to increase the agreement with MCTDH, the overall process needs to be repeated starting again from step 1) using the newly obtained SH protocol from the beginning to reduce the Hamiltonian. If the protocol did not change, a self-consistent cycle has been reached that provides a reduced Hamiltonian for MCTDH and a set of ad hoc corrections for SH that are benchmarked against MCTDH on the reduced model of the investigated system, concluding the SHARC-gym.

This method is of course not without its flaws, as there is no guarantee that a reduction down to only a few degrees of freedom is possible and it might therefore be either impossible to perform MCTDH calculations or degrees of freedom important only in MCTDH are cut away. Even if a reduced Hamiltonian is found, it might turn out that MCTDH and SH give qualitatively different pictures, questioning the accuracy and validity of the selection via SH.

The simple beauty of the SHARC-gym lies in the very fast calculation of all the LVC/SH simulations, making a single cycle of the SHARC-gym even for a mode-by-mode reduction in the Hamiltonian loop or a screening of many different SH protocols in the parameter loop viable while still using a large number of trajectories for representative statistics. Obtaining both a reduced model system and an “optimal” protocol that can be used for the full-dimensional Hamiltonian is only made possible by interconnecting the strengths of both SH and MCTDH, showcasing how easily both methods can be bridged. As such, the SHARC-gym is the perfect device to devise low-dimensional test systems based on real molecules to benchmark SH against MCTDH. In the following, the SHARC-gym will be used to determine the most important electronic states and degrees of freedom for the [PtBr₆]²⁻ complex.

4.1.2 The First Member of the SHARC-gym: [PtBr₆]²⁻

Recently, the highly symmetrical [PtBr₆]²⁻ complex has been shown to undergo ultrafast ISC in aqueous solution followed by a dissociation of a Br⁻ [157][158]. Although the number of participating atoms is very small, the density of electronic states is
extremely high due to the heavy elements involved, placing more than 50 singlet and 50 triplet states within 7 eV from the electronic ground state. Such a high number of considered states is necessary to guarantee the inclusion of relevant states in the diabatic description of the LVC model. The presence of these heavy atoms also results in very strong SOCs, leading to the splitting of each triplet state into its respective components, effectively tripling the number of states for the triplet states. This high number of states makes the simulation of excited state dynamics in the full dimensionality of the molecule computational very expensive, even when considering the influence of the surrounding water on these dynamics only implicitly. Therefore, the SHARC-gym was employed to reduce the computational workload for MCTDH simulations and to identify suitable SH protocols for the dynamics of [PtBr₆]²⁻.

The PESs of [PtBr₆]²⁻ are described using an LVC model based on TDDFT calculations with the B3LYP functional and the TZP basis set in ADF2017. Relativistic effects have been included via the zero-order regular approximation and the octahedral symmetry of the molecule is neglected. The disregard of symmetry culminates in a different sorting of formally triply degenerate sets of states for calculations on different displaced geometries needed for a numerical differentiation of the LVC parameters. Wave function overlaps are exploited to correctly map the states in these cases and then obtain meaningful gradients and coupling parameters for all 50 singlet and 50 triplet states. When simulating the absorption spectrum of [PtBr₆]²⁻ using a nuclear ensemble method we noted that the agreement with the experimental reference was poor, almost completely missing the experimental absorption peak at 4 eV. Although this indicates that the employed electronic structure setup is not capable of fully describing all excited states and therefore might be of limited predictive capacity, the Hamiltonian is used in the following as a proof of principle since the main main goal of the SHARC-gym revolves around selectively minimizing a given Hamiltonian.

With a full-dimensional LVC model at hand, a initial reference SH simulation is conducted using the following SH protocol (see Section 2.3.2 for details) that will be labelled SH⁺ in this section: Due to the strong SOCs, a diagonal basis for propagation is chosen initially, the total energy at a transition between surfaces is conserved by adapting the overall velocity vector of the molecule, and if insufficient energy is present to counteract the change in potential energy, the hop is rejected without any adjustments being made. The SH dynamics are initialized following instantaneous excitation of an Wigner ensemble of structures within an 0.2 eV window centered at 3.0 eV in a block-diagonal set of states, where all singlet and all triplet states are diagonal, respectively, and SOCs being off-diagonal elements (MCH). With singlet-triplet excitations being formally forbidden, only singlet states are populated at the onset of the dynamics. After only a few femtoseconds of evolution, ISC is visible due to the strong SOCs and energetic closeness of the states (see Figure 6a). A rapidly oscillating behavior of the singlet and triplet populations is observed before levelling off after about 40 fs with 72% of the electronic population being of singlet and 28% thereof being of triplet character. When comparing the time scale of the ultrafast ISC to the slow motion of the internal vibrational degrees of freedom, the ISC emerges as being driven almost exclusively by static coupling via the SOCs with nuclear relaxation playing only a minor role.

With the reference dynamics being conducted, the Hamiltonian loop of the SHARC-gym is entered, where the size of the Hamiltonian is reduced. The quantity chosen to determine if a diabatic excited state is important for the observed excited state
Figure 6: Sum of electronic singlet (solid lines) and triplet populations (dashed lines) throughout the first 100 fs of the excited state dynamics of $[\text{PtBr}_6]^2^-$. The number of considered excited states for each Hamiltonian is denoted by the number of singlet (S) and triplet (T) states. The initial reference SH populations are shown in black, the SH populations for the derived and reduced Hamiltonian in orange while MCTDH populations using the reduced Hamiltonians are given in blue. Two different SH protocols have been used differing in one point: the EDC has been used (indicated by SH*) in panel a) while no decoherence correction has been used in panel b).

dynamics is the maximum population of a given state throughout the simulation. This way, all excited states could be sorted according to their maximum population throughout the dynamics and cutoff values for the maximum population be defined, which represent different truncation levels of the Hamiltonian. A drawback of this selection method is the possible neglect of states that are only transiently populated. Repeating the SH* simulations with these reduced Hamiltonians showed that the number of states can be reduced from 50 singlet and 50 triplet states down to 6 singlet states (S) and 11 triplet states (T) without considerable loss of accuracy. The obtained electronic populations are shown in Figure 6a, where small differences for the first 30 fs of the dynamics and an almost identical final ratio for the singlet and triplet populations is observed. More severe reductions of the Hamiltonian leads to substantial deviations from the reference populations, hence, the Hamiltonian loop was exited with this 6S/11T Hamiltonian, having cut the number of total states that need to be simulated from 200 to only 39, which can be efficiently be transferred to MCTDH.

When running MCTDH dynamics using the 6S/11T Hamiltonian and initializing the same populations as in the SH* setup, a more pronounced oscillatory behavior of the singlet-triple populations is observed that is damped for longer simulation times but seems to approach a 50:50 ratio between both multiplicities. This observation is in stark contrast to the SH* results, illustrating that the employed SH* protocol is
insufficient to describe the ensuing dynamics. The parameter loop of the SHARC-gym is then entered. Cycling through different SH protocols for dynamics, always changing only a single parameter with respect to the original SH\* setup, with the 6S/11T Hamiltonian revealed the following:

(i) Switching the EDC for either AFSSH or no decoherence correction at all gives an almost perfect agreement with the MCTDH populations with no difference between AFSSH and no decoherence correction. This behavior can be traced back to a very coherent movement of the excited wave packet on the mainly involved excited states, where the different parts of the wave packet can interact with each other for a prolonged period of time. Contrary to this, the EDC acts in every time step to reduce coherence between parts of the wave packet, assuming that these should be moving apart oblivious of the similarly shaped PESs that are actually involved.

(ii) Changing the fully diagonal basis in the propagation for the MCH basis results in almost quantitative population of triplet states in stark contrast of only 30% seen in the SH\* setup using the diagonal basis. It is found that the decisive factor for the differences is located at the synergy of the EDC paired with the MCH basis in this metal complex featuring strong SOCs: The extensive SOCs result in singlet-triplet hops between states with strongly differing potential energy. The strength of the EDC depends amongst others on the energy gap between the active state at the currently populated state, therefore acting strongly between largely separated states. Due to the diagonalization, smoother transitions between states occur, involving smaller energy gaps between populated states, resulting in a more consistent effect of the EDC on non-active states.

(iii) All other changes showed little to no impact on the electronic singlet and triplet populations.

Having determined a new set of SH parameters where no decoherence correction is used instead of the EDC (termed SH instead of SH\*) that is capable of describing the evolution of the MCTDH populations in more detail, the parameter loop of the SHARC-gym is exited. Since a change in SH protocol was needed to better match the MCTDH results, the whole SHARC-gym needs to be repeated using the new SH protocol, starting from a new reference SH simulation. The new 50S/50T reference populations as well as the populations for the newly reduced 16S/20T Hamiltonian are shown in Figure 5b. Both Hamiltonians result in almost identical results, showing fast oscillations in the very first time steps before converging towards a population of 60% singlet and 40% triplet character. Running MCTDH dynamics on this Hamiltonian gives a very similar picture to the SH simulations, therefore no further changes to the SH setup have been conducted, therefore finishing both the Hamiltonian and parameter loops with success, concluding the SHARC-gym for the reduction of states.

The SHARC-gym succeeded in identifying a weakness of the initially employed SH\* protocol and managed to trim the number of considered electronic states with almost no loss in accuracy.

In a final step, the 16S/20T Hamiltonian was used to investigate which vibrational degrees of freedom can be omitted while not affecting the ISC and population dynamics. For this, MCTDH was used as a reference, since this calculation was already available. In the Hamiltonian loop a new criterion was used to select more important modes: The sum of $\kappa$ and $\lambda$ values has been taken to single out modes that contain a large amount of interstate couplings, feature strong gradients or have both of these features. While the intent of this criterion is plainly apparent, in hindsight a more appropriate mode of selection should have been chosen. As it stands, this criterion does treat couplings between weakly populated states on the same level as couplings
between strongly populated states although the latter are more important for the overall course of the dynamics. Nevertheless, this criterion was able to identify the following most important modes: the totally symmetric mode $q_{12}$ that contains a non-zero gradient in all excited states is found to be the highest ranking mode with this criterion followed by the Jahn-Teller modes $q_{11}$ and $q_{12}$ that contain the most and strongest interstate coupling elements. Using only these three modes, the ISC dynamics of $[\text{PtBr}_6]^2-$ can be simulated quite well, with the main difference being an oscillation of the populations around the full-dimensional values. Inclusion of more vibrational normal modes reduces this oscillations.

4.1.3 Insights Gained and Place in the Larger Picture

The SHARC-gym represents a simple and intuitive framework to use the strengths of SH while at the same time revealing its weaknesses by providing simplified models of realistic test systems. Although the SHARC-gym itself is a simple and quite natural procedure, it was conceived by mere chance at the time, being born from the general euphoria surrounding the realization of the vast potential that was tapped when restricting SH dynamics to LVC PESs: While LVC/SH allows to reach for the stars by investigating bigger and bigger systems, the SHARC-gym also establishes a link between SH and higher-level methods for a harmonic cooperation, allowing for a comparison of both methods. The basics of the SHARC-gym and a first proof of concept thereof in the form of the $[\text{PtBr}_6]^2-$ complex have been presented. For this complex, a possible reduction from 200 excited states and 15 vibrational modes down to 76 electronic states in 3 vibrational modes has been explored while at the same time identifying that the use of the EDC correction for this system leads to a systematic error as the evolution of the excited state wave packet is highly coherent.

In the following, the link between SH and higher-level methods that can be established with the SHARC-gym will be utilized to validate the capability of SH for a correct treatment of the interaction with a laser field, using multi-dimensional test systems. This comparison represents the basis for the final part of this thesis where a laser is used to excite and modify the excited state dynamics of a large transition metal complex.

4.2 Putting Laser-Induced SH to the Test

Since the very first formulations of field-induced SH the accuracy of this methodology has been estimated by comparison with exact quantum dynamics simulations. These initial successes that show extremely good agreement with the reference method in the investigated one-dimensional test systems have been complemented by more critical studies that show partial or large deviations from reference calculations, often showcasing a dependence on the used SH protocol: Sometimes choosing an adequate SH protocol is enough to recover most of the deviations, while in other cases, long laser pulses or low kinetic energies of the trajectories are found to still present a problem. All of these comparisons - that were exclusively restricted to one-dimensional test systems - shine unfavourable light on field-induced SH, compromising any use of this method without further inspection. Therefore, the LVC/SH framework coupled to the SHARC-gym will be used to provide further insights into the deviations of field-induced SH from an exact reference method, supplementing previous investigations by going beyond.
one-dimensional to multi-mode test systems reminiscent of small molecules that are
closer related to academic questions that are commonly tackled with SH.

4.2.1 Setting the Stage: The Model Systems

Two molecules are chosen as a reference for benchmarking the light-matter interac-
tion in SH: SO$_2$ and 2-thiocytosine. A considerable number of studies employing both
SH and MCTDH have been conducted on SO$_2$, uncovering the complex
and interwoven dynamics of close-lying singlet states accompanied by population
of triplet states within a few hundred femtoseconds. This transfer to the triplet
multiplicity is facilitated by the presence of the heavy sulfur atom, increasing the
SOCs to a considerable amount in this molecule. Similarly, replacing a single oxygen
in cytosine by a sulfur atom alters the dynamics of the molecule by enhancing the ISC
rate as has been observed for 2-thiocytosine. Both systems have previously been
parametrized using an LVC model and SH simulations subsequently been conducted,
revealing good agreement between the LVC-restricted approach and on-the-fly SH
dynamics, especially for the first few hundred femtoseconds. The biggest encoun-
tered difference to the on-the-fly dynamics is a slower population of the triplet states
for both molecules, which can be attributed to the use of static SOCs that are only
computed at the reference geometry, therefore neglecting any dynamical changes to
these properties.

Outfitted with these LVC models, comparisons of the excited state dynamics in
the absence of external laser fields are conducted first to be able to better separate
deviations between SH and MCTDH due to the explicit light-matter interaction and
the excited state dynamics following excitation. In the case of SO$_2$, this comparison
is straightforward since the three vibrational modes present in SO$_2$ can readily be
simulated using MCTDH. The populations obtained after starting in the brightest
diabatic state are depicted in Figure 7a together with a combination of electronic and
classical populations from a SH simulation using the EDC, rescaling along the
velocity vector, a completely diagonal representation and no adjusting or reflection
of velocities if a frustrated hop is encountered. It can be seen that both methods
predict a strong oscillatory behavior of the $^1B_1$ and the $^1A_2$ states that is found to
be more pronounced in MCTDH than with this SH protocol. For longer time scales,
a almost linear increase in population of the $^3B_2$ state is observed while MCTDH
predicts a stagnation in the population of this triplet state after around 250 fs. To
quantify the differences between SH and MCTDH, the deviation for each individual
state is summed up and averaged over all time step, yielding an error $\epsilon$ between
0 and 2, amounting to $\epsilon = 0.248$ for this SH protocol. In a next step, not only one
but many different SH protocols, differing in the treatment of overcoherence and
frustrated hops, velocity rescaling and the basis for propagation are employed, and
the respective $\epsilon$ values collected, providing a broader picture of the accuracy of
SH and the influence of these options. For SO$_2$, the $\epsilon$ ranges from 0.240 to 0.384,
where most of the error is amassed from having less pronounced oscillations of the
two participating singlet states. The remainder of the error is found in differing
population of triplet states, where SH protocols showed the largest deviations when
combining the diagonal basis with a rescaling along the NAC or gradient difference
vectors.

Performing the same analysis with 2-thiocytosine demands an additional step to
trim the 33 vibrational degrees of freedom to be treatable with MCTDH. For this, the
Figure 7: a) SH (dashed) and MCTDH (solid) populations for the excited state dynamics of SO$_2$ starting from the diabatic $^1B_1$ state. b) SH populations for a 33- (thick) and 10-dimensional (thin) LVC model of 2-thiocytosine starting from the diabatic $S_2$ state. c) SH (dashed) and MCTDH (solid) populations for the excited state dynamics of the 10-dimensional LVC Hamiltonian of 2-thiocytosine.

SHARC-gym was invoked. A new procedure was applied to assess the importance of a specific normal mode: For each normal mode, a separate SH dynamics was simulated with only this specific mode being deactivated, revealing the importance this mode had on the overall population dynamics. The differences to the reference dynamics are again quantified with the $\epsilon$ measure, providing a importance-weighted list of all normal modes. The populations obtained when using the top ten of these most important normal modes in a SH simulation are shown together with the data from the full-dimensional Hamiltonian in Figure 7b. In both cases, the dynamics is dominated by a decay from the initially populated $S_2$ state to a multitude of other diabatic states including the two triplet states. The observed differences amount to an $\epsilon$ value of 0.219.

With a suitable Hamiltonian available, MCTDH dynamics have been conducted, showing a decay of the $S_2$ population identical to the respective SH population but also differences in the ISC dynamics with SH overestimating the transfer to the $T_2$ state. The respective populations are plotted in Figure 7c. Iterating through the set of considered SH protocols provides an error range of 0.164 to 0.488 for this
ten mode system, already showing a stronger dependency on the chosen protocol than SO$_2$. Rescaling along the gradient difference vector was found to result in large deviations for the singlet populations while using the NAC vector to adjust the velocities was again observed to yield unfavorable triplet populations when paired with the diagonal representation.

It has to be noted that not all possible combinations of SH options can be simulated, since NAC vectors between singlet and triplet states are not defined. Therefore, these quantities are unavailable for adjustments of the velocities if a block-diagonal basis is used for propagation. The unavailability of these quantities is especially intriguing since choosing the NAC vector for rescaling in the completely diagonal basis where singlet and triplet states as well as the respective NAC vectors are mixed was found to give large errors for the triplet populations. This suggests that the energy available along these mixed NAC vectors is often insufficient to accommodate a hop to a higher-lying state of a different multiplicity.

The excited state dynamics of the two model systems in the absence of explicit laser pulses has been analyzed, showing notable differences for changes in the SH protocol, some of them seeming to be systematic. Being equipped with the needed model systems and an overview of the accuracy of different SH protocols for the field-free non-adiabatic dynamics, explicit laser pulses are used in the following to initiate these dynamics.

4.2.2 Dynamics Initiated by Explicit Laser Pulses

Similar to the previous section, first the SO$_2$ model system is investigated and analyzed before moving to the larger 2-thiocytosine model.

To investigate the behavior of SH to model light-matter interaction in various scenarios, different pulse lengths have been employed to excite the SO$_2$ ground state population to the $^1B_1$ state. All these pulses are in resonance with the energy of the $^1B_1$ and have a normalized intensity so that in an ideal case, the same amount of population will be excited regardless of the pulse duration. The decline in the ground state population for three different laser lengths is shown in Figure 8a for three different propagation methods: SH, MCTDH and vMCG. For the full width at half maximum (FWHM) laser pulses of 17 and 50 fs, MCTDH and vMCG agree very well, both ending up with almost 60% of excited population. For the chosen SH protocol, only around 50% of population are excited at the end of the pulse for these pulses, with a slightly better agreement for the longer pulse.

When going to the longest considered pulse with a FWHM of 200 fs, MCTDH shows a diverging behavior compared to the previous pulses as population is transferred back to the ground state towards the end of the pulse, resulting in a final share of 21% excited state population. This peculiar behavior is found to be rooted in the return of excited population into the Franck-Condon region while the laser pulse is still active, introducing additional couplings between the still not excited and the returning excited population. The time needed for the excited state wave packet to traverse the excited state PESs until it enters the region around the ground state geometry again is found to amount to around 85 fs. Therefore this recurring wave packet does not affect the dynamics initiated by shorter laser pulses that cease to show intensity once the wave packet reappears. In the SH simulations that feature only independent trajectories, the interplay of the returning excited wave packet with the ground state population is completely absent and slightly more population than with the shorter
4.2 Putting Laser-Induced SH to the Test

Pulses is excited. Therefore, a first conclusion from the SO$_2$ model can already be drawn: SH is capable to qualitatively capture the interaction with short pump pulses, but long pulses pose the threat of additional interactions with recurring parts of the wave packet that cannot be recovered with SH. In passing, it is noted that vMCG needs more than 100 Gaussian basis functions to qualitatively capture the returning wave packets for the FWHM = 200 fs pulse due to the permanent excitation of small portions of the ground state wave packet throughout the pulse duration, spreading the basis functions across a large part of configurational space.
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**Figure 8:** a) Ground state population of SO$_2$ for three different pulse lengths. For each of these pulse lengths populations obtained with SH (dashed), MCTDH (solid), and vMCG with 75 Gaussian basis functions (dotted) are shown. MCTDH populations for the FWHM = 200 fs pulse with complex absorbing potentials in the excited states are plotted with circles. b) renormalized excited state populations of SO$_2$ after excitation with a FWHM = 17 fs pump pulse for SH (dashed) and MCTDH (solid).

With this first analysis of the influence of the pulse length on the amount of excited population being finalized, in a next step a short pulse length of 17 fs is taken that is then used to compare the different SH protocols to the MCTDH reference. When comparing the influence of the SH protocols on the ground state population during the dynamics, it is found that not using a decoherence correction gives the largest deviations from the MCTDH; This can be attributed to the overcoherent dragging of $S_0$ population away from the Franck-Condon region. Fast convergence towards a pure state that does not retain ground state character therefore seems to be required to not be trapped in a cycle of excitation followed by deexcitation.

For the quantification of the $\epsilon$ values for the excited states, the difference in the total amount of excited population between MCTDH and SH is factored out, by renormalizing the excited state population in every time step for each method. An example for these renormalized populations is given in Figure 8b. The so-obtained error values are then found at similar values than without the initial laser excitation, sometimes even at lower values than before due to the loss of the fine structure of
the rapid MCTDH oscillations caused by the delayed excitation for parts of the wave packet by the pulse. Combining all deviations, the neglect of decoherence is found to have the largest impact on the overall error followed by the use of the diagonal representation. For the former, the driving factor for the error is the description of the laser-trajectory interaction while the latter gives rise to the largest deviations in the triplet states.

For the 2-thiocytosine, the same set of analyses has been conducted, first treating the effect on the amount of the excited population followed by the dynamics within the excited states. The impact of the pulse duration on the transfer from the $S_0$ population is shown in Figure 9a for three different pulse lengths that each feature adapted amplitudes to yield the same intensity over the complete pulse duration. Depending on the duration of the pulse, MCTDH predicts a decrease down to 10-30% with longer pulses exciting more population and the 50 and 200 fs FWHM pulses exciting the same amount of population. Therefore, the anomalous behavior observed for the longer pulses in $SO_2$ is not found in this model system of 2-thiocytosine, indicating the following: Either the excited state wave packet does not return in the Franck-Condon region within the duration of the pump pulse or the returning parts of the wave packet populate states of different energies that are not in resonance with the initial pump pulse, therefore minimizing additional coupling terms or a combination of both effects.
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**Figure 9:** a) Ground state population of 2-thiocytosine for three different pulse lengths. For each of these pulse lengths populations obtained with SH (dashed) and MCTDH (solid) are shown. b) renormalized excited state populations of 2-thiocytosine after excitation with a FWHM= 17 fs pump pulse for SH (dashed) and MCTDH (solid). c) Ground state populations of truncated models of 2-thiocytosine ranging from containing only one to ten vibrational modes during excitation with a FWHM= 200 fs pulse, calculated with MCTDH.
The behavior of the $S_0$ population in the presence of the 200 fs FWHM pulse is investigated in more detail by repeating these MCTDH simulations for model systems of 2-thiocytosine containing different numbers of normal modes. To do so, the most important $v$ vibrational modes have been taken to form new LVC Hamiltonians, with $v$ ranging from one to ten. The obtained $S_0$ populations for these ten model systems are shown in Figure 9b. For very low-dimensional systems, almost all of the population that is excited throughout the dynamics is transferred back to the $S_0$ towards the end of the pulse duration. Increasing the number of vibrational modes opens up additional molecular movements in the excited states as well as increasing the interaction to other states, therefore increasing the time needed for a revival of the excited state wave packet. It is found that this increase in the revival time is not a step-wise increase where each added normal mode will finally result in a larger amount of excited population after the pulse but instead seems to be mostly bound to specific normal modes. Nevertheless, the overall trend is clear: The larger the investigated molecular system, the longer the time needed for a coherent revival of the excited state wave packet, therefore quenching the influence of this nuclear quantum effect.

When comparing the MCTDH populations to the respective SH simulations in Figure 9a to estimate the capability of SH to mimic the excitation process, a much less pronounced excitation for the SH dynamics is seen, exciting between 40 to 50% of $S_0$ population. Therefore the same trend as in $SO_2$ is found with SH underestimating the amount of excited population for all employed pulses. When inspecting the influence the choice of SH protocol has on the excitation of population for the FWHM= 17 fs pulse, it is found that the only considered choice that shows a systematic negative effect is neglect of a decoherence correction. It has to be noted that the large deviation between the SH and MCTDH populations in this work can partially be attributed to the large field strengths employed that were chosen so that around 50% of the SH population are excited to provide good statistics for the SH simulations. Since the amount of excited population is found to be higher in the MCTDH simulations, additional interference terms during the excitation process due to the strong laser field might be at work that are missed out on in SH.

Finally, the differences in the excited state dynamics following excitation have been investigated. Again, the differences due to the different amount of excited populations are removed by renormalizing the excited state populations in each time step. A depiction of the renormalized excited state populations for dynamics on the 2-thiocytosine model system for both MCTDH and a single SH protocol is shown in Figure 9c. Repeating these dynamics for a set of SH protocols, it is found that rescaling of the kinetic energy along the gradient difference vector has moved from being one of the worst choices to being the best available option. The MCH picture was found to be slightly favored to the completely diagonal representation. All other protocols where found with very similar deviations from the MCTDH results.

4.2.3 Insights Gained and Place in the Larger Picture

Using simple analytical PESs constructed from a mapping of the full molecular configuration spaces onto LVC Hamiltonians allows for the side-by-side comparison of SH with higher-level reference methods for non-adiabatic dynamics in the absence and presence of external laser fields. The so-enabled benchmark of various SH protocols on the many-mode model potentials of $SO_2$ and 2-thiocytosine aims at
estimating the accuracy of SH to describe the light-matter interaction in molecules, going beyond the commonly employed one-dimensional test systems where some of the deficiencies of SH have been highlighted. Performing this benchmark revealed an underestimation of the amount of excited population for SH when compared to MCTDH dynamics for both systems. A driving factor for the deviations observed from the reference quantum results was the neglect of a treatment for the overcoherence inherent to SH. Furthermore, it was found to be problematic for SH when combining low-dimensional molecular systems with laser pulses long enough that they persist until parts of the excited state wave packet return to the Franck-Condon region. Apart from these issues, most SH protocols are able to at least qualitatively describe the evolution of the populations throughout the pump pulse and the subsequent excited state dynamics. The differences in deviations from the reference MCTDH results for good and bad performing SH protocols is found to be rather high, with good sets yielding only up to half the amount of the deviation of bad sets. Unfortunately, no overall best performing set can be identified but instead options have been identified that more often than not increase the agreement with reference simulations when compared to standard SH. Overall, the choice of the most appropriate SH protocol remains a system- and problem-dependent choice with some guidelines as to where some of the strengths and weaknesses of different options may be found and estimations on how large the deviation from the reference can be.

Although serving as a first benchmark of the laser-matter interaction for larger molecules, the current investigation is far from complete and should be expanded on in the future. Routes that should be considered in the future include the use of more test systems as well as the evaluation and comparison of additional electronic and nuclear observables to avoid the pitfall of coincidental good agreement in the one considered observable. Finally, the current set of considered SH protocols is missing the Floquet representation, which has recently been found to be a promising basis for SH, providing the closest match to quantum results. Nevertheless, the presented investigation provides a reference for the simulation of SH dynamics in the presence of laser pulses for realistic molecular systems. While no clear conclusion on the best use of SH protocols can be drawn, an estimate on the shortcomings of SH can be made when treating systems too large to be treated with methods that include more nuclear quantum effects. As such, this work lays the foundation for the investigation of a large transition metal complex that will be the focal point of the next chapter of this thesis, making full use of the already successfully employed LVC potentials and the insights gained in this benchmark to use a meaningful SH protocol to simulate and modify the respective excited state dynamics.
Having been confronted in Chapter 3 with an almost insurmountable obstacle in the form of computational cost to provide the PESs necessary for propagation thereon, the original goal of performing on-the-fly laser control simulations on pyrrole has been abandoned. This triggered the search for a simpler way to represent the PESs in order to focus on the aspect of simulating the interaction of matter with laser pulses. Such a method was found in the form of LVC potentials where the possibility to utilize these analytical expressions to compare SH to reference methods was explored extensively in Chapter 4. Being supplied after this detour from the original goals with both the LVC potentials for fast evaluations of the PESs and estimates of the issues encountered in SH when including laser fields in the simulation, the final Chapter now returns to the original roots of this thesis: The excited state dynamics of the transition metal photosensitizer $[\text{Ru}^{(5-\text{S})\text{bpy}}(\text{bpy})_2]^{2+}$ (bpy=2,2'-bipyridine) featuring a sulfur-bridged ligand$[166]$ are investigated in detail and control pulses are proposed to slow down or even halt the prevalent relaxation mechanism. All these detailed simulations are made possible by the use of the combined LVC/SH approach, allowing for remarkably fast calculations even for systems as large as $[\text{Ru}^{(5-\text{S})\text{bpy}}(\text{bpy})_2]^{2+}$.

The initial characterization of $[\text{Ru}^{(5-\text{S})\text{bpy}}(\text{bpy})_2]^{2+}$ has been conducted in close collaboration with experimental collaborators and is published in *Inorg. Chem.* with the title "Electrochemical and photophysical properties of ruthenium(II) complexes equipped with sulfurated bipyridine ligands". For this investigation of the properties of the complex around the ground state minimum energy geometry, only static calculations have been employed. This endeavour is followed by a parametrization of a LVC model that is subsequently used to perform SH dynamics starting from excited states of two different excitation windows without explicit laser pulses. These excitation windows represent excitation into two contrasting initial states where the excited electron is either located at one of the bpy or the $5-\text{S}$bpy ligand. The details and results to these simulations are also published in *Inorg. Chem.* titled "Excited-state dynamics of $[\text{Ru}^{(5-\text{S})\text{bpy}}(\text{bpy})_2]^{2+}$ to form long-lived localized triplet states". With the natural non-adiabatic dynamics of the complex being known, explicit laser pulses are employed to excite the ground state population and to design pulse schemes capable of driving the excited state dynamics away from their natural evolution. The employed pulses are able to trap the excited state population in a pump-relaxation-pump circle as long as the laser pulse is acting on the system. These findings are currently submitted to *J. Phys. Chem. Lett.* and represent the final culmination of this work in presenting the tools to steer the excited state dynamics of a transition metal complex in 161 vibrational degrees of freedom and a set of 79 electronic states.

5.1 $[\text{Ru}^{(5-\text{bpY})}(\text{bpy})_2]^{2+}$, A NOVEL PHOTOSENSITIZER

One of the archetypical photosensitizers extensively used is $[\text{Ru(bpy)}_3]^{2+}$, capable of absorbing light in the blue part of the visible spectrum of light and subsequently transferring the energy from a long-lived triplet state to other molecules.$[167][172]$
Due to this long ancestry, \([\text{Ru(bpy)}_3]^{2+}\) serves as a prototype for many derived photosensitizers that try to either enhance or supplement the functionality already found in the unmodified transition metal complex. One such modification is the addition of a disulfide bridge to the backbone of one of the bpy ligands, thereby introducing the possibility to harbor electrons and protons on the new functionality by cleavage of the disulfide bond.\(^{[109]}\)

To assess the properties of this \([\text{Ru}(\text{S}^-\text{S} bpy)(\text{bpy})]^{2+}\) complex, a combined experimental and theoretical study has been conducted. Here, two features are investigated: On the one hand, the absorptive features are elucidated in detail using both experimental and theoretical data. On the other hand, the capabilities to store additional electrons on the modified ligand are determined using electrochemical measurements. The electrochemical data provided by a research team of the University of Göttingen showed that a reversible uptake of up to two electrons on the newly introduced \(\text{S}^-\text{S} bpy\) ligand can be achieved to form the neutral \([\text{Ru}(\text{S}^-\text{S} bpy)(\text{bpy})]^{2+}\) complex. However, this neutral complex decomposes at room temperature in the used acetonitrile solvent by extrusion of a sulfide ion (\(\text{S}^2^-\)) to form \([\text{Ru}(\text{S} bpy)(\text{bpy})]^{2+}\) where the single sulfur now connects to both pyridine rings. At lower temperatures, this decay path was no longer observed and the neutral complex was found to be stable.

5.1.1 The Dual Nature of the Absorption of \([\text{Ru}(\text{S}^-\text{S} bpy)(\text{bpy})]^{2+}\)

When measuring absorption spectra of \([\text{Ru}(\text{S}^-\text{S} bpy)(\text{bpy})]^{2+}\) and \([\text{Ru}(\text{S} bpy)(\text{bpy})]^{2+}\), an interesting observation was made: The absorption of the new \([\text{Ru}(\text{S}^-\text{S} bpy)(\text{bpy})]^{2+}\) complex in acetonitrile shows an additional low energy shoulder when compared to the absorption spectrum of the parent \([\text{Ru}(\text{bpy})_3]^{2+}\) complex. This shoulder is absent for the electrochemical decomposition product \([\text{Ru}(\text{S} bpy)(\text{bpy})]^{2+}\) that is found with an absorption spectrum that is essentially identical to the one of \([\text{Ru}(\text{bpy})_3]^{2+}\).

Theoretical calculations at the TDDFT level have been carried out investigate the processes leading to the changes in the absorption spectra. The calculated excited states are analysed based on the distribution of the electron that is excited with respect to the ground state configuration, taking into account both from where (labelled \(\text{hole}\)) and to where (labelled \(\text{electron}\)) the electron is excited. For this, four fragments are defined and a short-hand notation introduced that will see use throughout this whole chapter: The central ruthenium atom (M), each bpy ligand (L), and the modified ligand (S) being either \(\text{S}^-\text{S} bpy\) or \((\text{bpy}\) ligands. If an excitation has both the electron and the hole on the same fragment, this is a fragment-centered excitation (C), e.g. a ruthenium-centered excitation will be written as MC. The opposite case, where the electron is transferred from one fragment to another is a charge-transfer excitation (CT). Here, the hole-fragment will be written in front followed by the electron-fragment which is then followed by CT, giving rise to labels like MSCT to indicate a transfer of an electron from the ruthenium to the \(\text{S}^-\text{S} bpy\) or \(\text{S} bpy\) ligands.

A depiction of all 10 possibilities to characterize an excitation using this scheme is given in Figure \(\textbf{10}\). The absorption spectrum of the two transition metal complexes has been calculated by generating an ensemble of geometries based on a Wigner distribution and calculating the excited states for each of these structures. Using the scheme presented above, analysis of all excited states based on the type of excitation allows for dividing the total absorption onto the different types of states. The simulated absorption spectrum including this separation into different contributions is shown.
Figure 10: The different fragments used for the analysis of the possible excitations present in \([\text{Ru} (\text{S}^2\text{bpy})(\text{bpy})_2]^{2+}\) and \([\text{Ru} (\text{bpy})(\text{bpy})_2]^{2+}\) are shown with their respective labels and colors that will be used in this chapter. Arrows indicate excitations with the base of the arrow being the hole fragment and the tip of the arrow pointing to the electron fragment. a) Definition of the fragments. b) All possible excitations where the excited electron ends up on the central metal atom. c) All possible excitations where the excited electron ends up on the \([\text{Ru} (\text{S}^2\text{bpy})(\text{bpy})_2]^{2+}\) or \([\text{Ru} (\text{bpy})(\text{bpy})_2]^{2+}\) ligand. d) All possible excitations where the excited electron ends up on one of the two bpy ligands.

in Figure [11] Here it can be seen that the shape of the calculated spectrum closely matches the experimental reference, predicting the shoulder at low energy as well as the main absorption peak and the high energy shoulder located at 400 nm. The biggest deviation from the experiment is a slightly larger absorbance of the low energy shoulder which in the theoretical calculations is predicted as a separate peak. When decomposing the spectrum with respect to the character of the absorbing states, it is found that the low energy shoulder consists almost exclusively of SC and MSCT states with a small contribution of MLCT states. The reverse is true for the main absorptive feature that almost exclusively consists of absorption into MLCT states with a small participation of LC and MSCT states. Therefore, it can be concluded that the low energy shoulder is due to the presence of the disulfide bridge at the backbone of the \(\text{S}^2\text{bpy}\) ligand, locating the absorptive excited states of this ligand at lower energies than the corresponding states at the bare bpy ligands. The absorptive properties of the other bpy ligands are not affected by the modification of
Figure 11: Experimental (black dashed) and simulated absorption spectrum (filled) of [Ru(\(S\text{-bpy}\))(bpy)]\(^2+\). The theoretical spectrum is subdivided into the contribution of the different types of excitations towards the total spectrum (see Figure 10 for the different possibilities) that are stacked on top of each other in the plot. In addition, the energy ranges that are later used to initialize excited trajectories are indicated in gray and labelled as EW-I (excitation window 1) and EW-II (excitation window 2).

a single bpy ligand and are found to still absorb at similar wave lengths as for the unmodified [Ru(bpy)]\(^3+\) complex.

Interestingly, the low energy shoulder almost completely vanishes if the calculations are repeated in gas phase. Hence, the lowering of the energy of absorptive states that locate the excited electron at the \(S\text{-bpy}\) ligand is due to interactions with the polar solvent. Similar to the experimental observations, no redshifted shoulder is observed for [Ru(\(^6\text{bpy}\))(bpy)]\(^2+\), indicating that the energy-lowering feature observed before is solely due to the disulfide bridge and its interactions with the surrounding solvent. On a side note, these calculations have been repeated using ORCA 4.2\(^{173}\) instead of Gaussian09\(^{174}\) to test the influence of the different implicit solvent models in these programs on the observed results. Here it has been found that the low energy shoulder was less pronounced when using ORCA, highlighting how small differences in how the implicit solvent is modelled can change the energetic shift of the states involving the \(S\text{-bpy}\) ligand.

Overall, for the photophysical properties it is found that addition of a bridging disulfide to one of the bpy ligands extends the absorptive range towards lower energies. This feature is solvent dependent and lost upon loss of a sulfur atom. Disentangling the absorption spectrum into different classes of states depending on the location of the excited electron before and after the excitation shows that both the main absorption feature as well as the low energy shoulder are dominated by specific types of excited states. The distinct spectral separation between states that locate the excited electron either at the sulfurrated or the default bpy ligand opens up the possibility for selective excitation into one of both sets of states, potentially triggering different excited state dynamics. Since different possible pathways for dynamics could limit or even enhance the applicability of the investigated photosensitizer, this possibility needs to be explored in more detail. To gain insight into the dynamics
initiated by excitation into the two differing sets of states, the subsequent excited state dynamics needs to be simulated. Since this separation between the states was not found in $[\text{Ru}^{5}\text{bpy})(\text{bpy})_{2}]^{2+}$, this complex is not investigated further.

5.1.2 Parametrizing a Giant: LVC Model for $[\text{Ru}^{5-5}\text{bpy})(\text{bpy})_{2}]^{2+}$

The full-dimensional simulation of the excited state dynamics of a system as large as $[\text{Ru}^{5-5}\text{bpy})(\text{bpy})_{2}]^{2+}$ poses a serious challenge, straining both the limits of the electronic structure method and the dynamics method employed. As shown in the previous chapter, the workload for such an endeavor can be drastically reduced by precomputing a set of PESs. Following suit with the previous chapter, we use the LVC model for the approximation of the complete PESs, an approach that is often used for similar rigid complexes. Since the previously employed TDDFT protocol is able to correctly predict the shape of the absorptive features between 600 and 400 nm and places the absorption energies close to experimental values, the same level of theory is used to parametrize the LVC model. Nevertheless, it should be noted that a good agreement for the description of the bright singlet states is probably not sufficient when ISC dynamics will be simulated especially since different TDDFT functionals can give quite different results for the singlet-triplet energy gaps, hence influencing the observed ISC rates.

The parametrized full-dimensional LVC model features 177 normal modes and 21 singlet plus 20 triplet states. With this LVC model it was possible to reproduce the main features of the absorption spectrum apart from a shift to higher energies for the absorption peak associated with excitation into MLCT states. When investigating the excited state PESs in more detail - prior to dynamics simulations - it became evident that the full LVC template is flawed in its description of the expected photodynamics: When optimizing the lowest energy structure of the lowest energy triplet state ($T_{1}$) using TDDFT, it was found that the S–S bond is drastically weakened in the final structure, increasing from 2.11 Å to 2.57 Å. Since the LVC model only guarantees a reasonable description of the PESs close to the reference point (in this case the ground state equilibrium geometry), the LVC PESs will most likely be unable to describe structures further away from the reference point like the observed $T_{1}$ minimum energy structure. As the strong SOCs in the $[\text{Ru}^{5-5}\text{bpy})(\text{bpy})_{2}]^{2+}$ complex will result in a fast population of triplet states including the $T_{1}$, extra measures have been taken to identify the normal modes responsible for the largest deviations from the expected $T_{1}$ minimum structure and the TDDFT $S_{0}$-$T_{1}$ energy difference between the respective optimized structures. For this, the lowest frequency normal modes have been successively deactivated (i.e. first deactivating only the lowest energy mode, then deactivating the lowest two and so on) and the $T_{1}$ minimum energy structure optimized, keeping track of the $S_{0}$-$T_{1}$ energy gap, the final S–S bond length and other geometrical deviations from the TDDFT structure. The reason to specifically target low-energy modes is that these modes often describe rotations around bonds that cannot be described properly with the employed harmonic potentials, therefore introducing potentially large errors. In the light of this analysis, 16 vibrational modes and one triplet state have been removed from the LVC model. With this reduced LVC model featuring 166 vibrational normal modes, 21 singlet and 19 triplet states, the $T_{1}$ minimum energy structure features a S–S bond length of 2.34 Å and a energy difference of 1.57 eV to the $S_{0}$ energy at the equilibrium geometry compared to a disulfide bond of 2.57 Å and an energy of 1.41 eV for the $T_{1}$ geometry directly mini-
mized with TDDFT. Although this agreement is more qualitative than quantitative, it represents the best compromise between being able to describe the encountered structural change and not cutting away too many modes that could be relevant for other pathways.

5.1.3 Selective Excitation - Initiating Dynamics from Two Different Sets of States

To investigate the possibly different excited state dynamics after exciting into different parts of the low energy absorptive feature of \( [\text{Ru}^{5-\text{S-bpy}}(\text{bpy})_2]^{2+} \), SH dynamics are employed using the LVC model that has been adjusted in the previous section. Initial conditions for the dynamics are generated from a set of 10,000 nuclear geometries taken from a ground state Wigner distribution. No explicit laser was used in this part of the thesis to excite the molecule; instead instantaneous excitation using a stochastic selection based on the oscillator strength of excited states that fall within a given energy range was employed. Two of those excitation windows (EW) were chosen that are also depicted in Figure 11: A high energy window (EW-I) between 2.85-3.05 eV that includes the absorption peak and mostly excites into MLCT states. A lower energy window (EW-II) that excites into the red shoulder consisting mostly of excitation into either SC or MSCT states. Using this excitation scheme, a total of 5125 trajectories are excited for EW-I and 3838 in EW-II. All excited trajectories are used in the subsequent SH dynamics, hence providing way more trajectories and statistical significance than would be possible if one would not use precomputed PESs. The simulated evolution from these two different starting points is analyzed considering three main aspects to shed light onto the excited state pathways of \( [\text{Ru}^{5-\text{S-bpy}}(\text{bpy})_2]^{2+} \): First, the singlet to triplet crossing rate is inspected. Second, the progression of the different excited state characters is considered to gain insight into the location of both the hole and the excited electron throughout the dynamics. Lastly, the dynamical structural relaxation into the \( T_1 \) minimum energy structure is studied.

A graphical overview of the ISC dynamics starting from both EWs is shown in Figure 12a and 12b. Here it can be seen that initially, all population resides in singlet states. This is due to the chosen mode of excitation as only singlet states have a non-vanishing oscillator strength with the singlet ground state and spin-mixing due to the SOCs was neglected throughout the excitation process. Once the dynamics starts, the singlet population declines rapidly throughout the first few femtoseconds before slowing down a bit after around 50 fs. Overall, both dynamics show a very similar behavior for the ISC evolution and end up with very similar final triplet populations of 80% (EW-I) and 86% (EW-II) after 250 fs of simulated dynamics. The transfer to the triplet manifold therefore occurs on an ultrafast timescale with an almost quantitative yield. The obtained singlet and triplet populations have been fitted using a kinetic model involving three species: A fast (\( \text{fast}_S \)) and a slow reacting singlet component (\( \text{slow}_S \)), and the triplet states. It was assumed that \( \text{fast}_S \) is interconnected via internal conversion to \( \text{slow}_S \) with a time constant \( k_{IC} \). The triplet states can be accessed via ISC from both singlet components with the time constants \( k_{\text{ISC,fast}} \) and \( k_{\text{ISC,slow}} \). Using this scheme, ISC from \( \text{fast}_S \) was observed with 46 fs (EW-I) and 43 fs (EW-II) while \( k_{\text{ISC,slow}} \) amounts to 337 fs (EW-I) and 256 fs (EW-II). In an attempt to understand the two singlet components and their respective transfer towards the triplet in greater detail, the SH simulations were repeated but this time the geometries were frozen, preventing any movement away from the initial Wigner-sampled geometry. In this
way, the original Gaussian-shape of the Wigner distribution in all normal modes is kept while the electronic wave function evolves for each geometry. The resulting singlet and triplet populations are fitted using the same three-component scheme as before, yielding $k_{\text{ISC, fast}}$ values of 49 fs (EW-I) and 44 fs (EW-II), very much in agreement with the unfrozen dynamics. For the ISC rate from the $S_{\text{slow}}$ component, however, time constants of -3189 fs (EW-I) and -4377 fs (EW-II) are found, indicating a very slow repopulation of $S_{\text{slow}}$. Since restraining any nuclear movement did not affect the transfer due to the fast ISC component blocks the ISC from $S_{\text{slow}}$, $k_{\text{ISC, fast}}$ is caused exclusively by electronic mixing of the states due to the strong SOCs and the presence of triplet states in the close vicinity of the initially excited states. Therefore, $k_{\text{ISC, slow}}$ represents ISC due to structural relaxation that is absent in the frozen dynamics. With this realization, the spotlight can be moved away from the finer details of the ISC dynamics towards a comparison of the obtained speed for ISC: A collaboration with experimental partners in Göttingen using femtosecond transient absorption spectroscopy to measure the time scale of relaxation processes in $[\text{Ru}(\delta^{5-}\text{bpy})(\text{bpy})_{2}]^{2+}$ in acetonitrile revealed that the population of triplet states occurs within less than 80 fs, therefore agreeing very well with the theoretical simulations. These numbers can then be compared to the ISC dynamics of the parent compound $[\text{Ru(bpy)}_{3}]^{2+}$. Previous experimental and other theoretical investigations on this compound locate the time needed for ISC below 100 fs,
most of them even below 50 fs. Therefore, the ISC occurs for both complexes at very similar time scales with limited influence of the modified ligand.

Next, the nature of the excited states is investigated. For this, the evolution of the swarm of trajectories is cast into the CT description introduced in Section 5.1.1 analyzing each populated state based on the fragments where the excited electron is transferred from and to. The initial distribution of populated states for EW-I locates almost 90% of the excited electron on one of the two bpy ligands with most of the contribution coming from MLCT states. With the onset of the dynamics a rapid transfer towards SC and MSCT states is observed, leaving only around 20% of the population in MLCT or LC states after 250 fs of simulation. After its initial increase, the SC population stagnates at around 20% after 100 fs leaving only the MSCT character to increase considerably afterwards. At the end of the simulation time, no equilibrium for the CT characters is reached, but most of the transfer seems to have concluded. A completely different starting setup is found for EW-II since this window excites into the low energy shoulder, harboring mainly states where the excited electron is located on the \(S^-\text{S}bpy\) ligand: A large portion of the excited electron is already located in SC and MSCT states with only 25% being found on the bpy ligands. The first few femtoseconds of dynamics see a short increase in MLCT and LC states, followed by a slow decline of these contributions starting after 20 fs. Similar to EW-I, the SC population increases and stagnates already after only 50 fs, the MSCT contribution increases until the end of the simulation. When comparing the final distribution of the hole and the excited electron, almost identical values are found for both EWs. Therefore, it can be concluded that predominantly MSCT and SC states are populated throughout the dynamics, indicating that the lower energy associated with these states leads to a fast population of those states. The reversibility of the population transfer is decreased due to nuclear relaxation in the low-lying MSCT and SC states. Finally, it should be noted that the changes in population within the very first tens of femtoseconds are due only to electronic coupling of the states without any additional nuclear relaxation and happen on almost the same timescale as the previously observed \(k^{\text{ISC,fast}}\). The high density of states - layering state upon state like in a Dobos cake - therefore allows for an almost immediate mixing of states once SOC\(_s\) are included.

Having investigated the evolution of the electronic wave function by itself, the electronic character will now be linked to the most important nuclear rearrangement that is observed throughout the dynamics: the elongation of the \(S\text{--S}\) bond at the \(S^-\text{S}bpy\) ligand. As elongation of this bond is the defining geometrical feature of the \(T_1\) minimum energy structure, such an analysis will reveal how fast the \(T_1\) structure can be accessed. A depiction of a few snapshots of the combined dynamics starting from EW-I and EW-II is shown in Figure 13 where the swarms of trajectories are plotted against the \(S\text{--S}\) bond length and the energy gap defined by the energetic difference of the currently active state and the ground state. From this analysis it can be seen that the initial \(S\text{--S}\) bond length at \(t = 0\) fs gets elongated during the dynamics for almost all trajectories due to slightly elongated equilibrium \(S\text{--S}\) bond lengths in most excited states. After around 100 fs, a few trajectories are found with a disulfide bond length that matches the \(T_1\) minimum energy structure. These trajectories are found with a very small energy gap to the ground state due to the destabilization of the ground state upon elongation of the \(S\text{--S}\) bond. A few trajectories even undergo hops to the ground state that are labelled erroneous since the respective non-adiabatic couplings to the ground state are not included in the used LVC model. When going to later simulation times, the amount of trajectories revolving around the \(T_1\) equilibrium \(S\text{--S}\)
bond length increases until it is the most abundant molecular configuration. Pairing this analysis with the distribution of the different CT characters shows that there seem to exist different minima that can be accessed throughout the dynamics each characterized by a specific mix of wave function character and a specific energy gap to the lowest energy state: A high-energy minimum located at an energy gap of around 3.3 eV that consists of an almost equal mixture of MLCT, MSCT, SC and MC states that sees some population throughout the complete dynamics that only slowly drains towards lower energy structures. Two minima at intermediate energy gaps of 2.6 and 2.0 eV with the former being of predominantly MLCT and the latter of MSCT and SC character. The $T_1$ associated minimum that is located at an energy gap of 0.7 eV in the dynamics with the excited electron residing on the $S^\rightarrow S$ bpy ligand. The same analysis for both EWs predicts very similar results, which was the reason why only the combined analysis was plotted here.

Figure 13: Analysis of the excited state dynamics of $[\text{Ru}^{2+}\text{(bpy)}(\text{bpy})]^{2+}$ starting from both EWs. Left-hand side panels show the distribution of the wave function character against the energy gap between the classical active state and the lowest singlet state. The density is normalized in every time-step. On the right-hand side, a convoluted scatter plot of the SS bond length with the corresponding energy gaps to the lowest state is given.
5.1.4 Insights Gained and Place in the Larger Picture

[Ru(S−Sbpy)(bpy)2]2+ showed two distinctly different excited state compositions within its first absorption band: At wave lengths very close to the first absorption maximum of the parent [Ru(bpy)3]2+ complex, this absorption is dominated by MLCT states. The low-energy shoulder to this absorption peak is found to consist of excitation into states that locate the excited electron at the S−Sbpy ligand. Combining the results from the three analyses conducted in the previous Section, it can be gathered that [Ru(S−Sbpy)(bpy)2]2+ undergoes ultrafast ISC within less than 50 fs, resulting in almost quantitative population of the T1 minimum within 250 fs. These processes are observed regardless of the used wavelength for excitation, showing only slight differences in the ISC rates and how fast the excited electron will be located at the S−Sbpy ligand. From a practical point of view, this means that the excited electron will always be located on the sulfurated ligand, reaching the same T1 minimum energy structure from where the energy can be transferred towards other species. The introduction of the S−Sbpy ligand therefore just extends the absorptive range towards the red part of the spectrum when compared to the parent [Ru(bpy)3]2+ without introducing additional wavelength dependent deactivation channels that could possibly interfere with its use as a photosensitizer. The presented dynamics highlights the strengths of the LVC/SH approach in making these dynamics accessible while at the same time show the drawbacks associated with this methodology in the form of the manual reduction of the model to be able to describe the T1 minimum energy structure and how to tackle these obstacles.

The parametrization and evaluation of the LVC model for [Ru(S−Sbpy)(bpy)2]2+ provides the key ingredients for the final part of this thesis. Being equipped both with a LVC Hamiltonian and knowledge of the natural excited state dynamics of this complex, an in depth study of the excited state dynamics under the influence of explicit external fields can be conducted. Similar to Section 4.2.2, the LVC model enables such investigations that would require a large number of trajectories and a plethora of electronic structure evaluations to treat the rapidly oscillating fields correctly.

5.2 Explicit Fields: Excitation and Control of the Photodynamics of [Ru(S−Sbpy)(bpy)2]2+

The previous section laid out and traversed the path to simulate the excited state dynamics of [Ru(S−Sbpy)(bpy)2]2+ starting from a set of excited states mimicking excitation into two different parts of the low-energy absorption peak. Ultrafast ISC was observed followed by a relaxation towards states that feature the excited electron on the S−Sbpy ligand, resulting in a weakening of the S–S bond, further stabilizing the corresponding states, yielding the lowest energy geometry of the T1 state. Comparison with experimental measurements showed a general agreement with the simulations for the observed time scales, however the details of the ultrafast dynamics largely remained hidden in the time-resolution of the experimental setup.

An important next step is modelling the external fields that are involved explicitly. In doing so, observables that can be directly compared to experiment are obtained since the spectral and temporal broadening introduced by the use of non-infintesimal pulses is then also included in the theoretical estimations. In addition to this, laser fields allow for modification of the observed excited state dynamics. In the follow-
ing, both of these avenues are explored, discussing first the influence of including explicit pump pulses for the excitation of [Ru(\(5-5\)bpy)(bpy)]\(^{2+}\). Later, different pulse sequences to modify the prevalent excited state relaxation pathway therein are discussed and put to the test. The focus for the latter task was put on finding very simple pulse shapes and sequences to achieve this task. On the one hand this allows for an easy reproduction in an experimental setup. On the other hand, the employed LVC/SH setup contains inaccuracies in both the electronic structure as well as the dynamical propagation parts, rendering any over-detailed fitting of laser pulses based on LVC/SH probably useless in a potential experimental setup.

5.2.1 Excitation using Explicit Laser Fields

For the explicit excitation process of [Ru(\(5-5\)bpy)(bpy)]\(^{2+}\), a pump pulse was defined with a Gaussian envelope function following Equation 10. Since the previous section revealed that initial excitation into EW-I and EW-II yield almost identical final states after 250 fs, this section focuses solely on excitation into EW-I with a central frequency of 2.95 eV. The temporal width of the pulse is defined by \(\tau_{\text{FWHM}} = 50\) fs and the center of the pulse set to \(t_0 = 75\) fs. For the polarization of the pulse the coordinate axis along which the transition dipole moments from the ground state are the largest has been chosen. For the parametrized LVC model this axis is along \(x\), pointing from the central ruthenium towards \(5-5\)bpy. Different values for the amplitude of the pulse have been tested before settling on a field strength that corresponds to a peak intensity of 75 GW/cm\(^2\) (corresponds to \(1.46 \times 10^{-3}\) a.u. maximum amplitude of the electric field). With this field strength, 41% of the trajectories could be excited in test calculations. Although a lower ratio of excited trajectories would be sufficient to investigate the results of explicit excitation on the excited state dynamics, the higher ratio is preferred to provide more potential targets for the subsequent control laser that will be introduced later.

With the pump pulse defined above, SH simulations using the same LVC Hamiltonian as in the previous section have been conducted with a set of 4000 initial conditions from a Wigner sampling of the vibrational ground state. The following SH protocol has been applied: nuclear and electronic propagation was performed in the completely diagonal basis where both the off-diagonal coupling terms of the transition dipole moments with the external field and the spin-orbit couplings are projected onto the diagonal of the Hamiltonian, forming a set of spin-mixed states. In the context of laser fields, such a procedure is known as instantaneous adiabatic representation or instantaneous Born-Oppenheimer representation. Such a basis has been found to be beneficial compared to keeping the laser interactions as off-diagonal elements in the presence of strong external fields, but has also been shown to give unphysical results in other cases where a Floquet basis was found to be superior. In the current case - similar to the previous section - this diagonal picture is chosen to better account for the strong SOCs in the present complex. A time step of 0.25 fs has been employed for the nuclear propagation while the electronic wave function was propagated using time steps of 0.01 fs in a locally diabatic basis. The size of the nuclear time step has been chosen based on a set of simulations employing differently sized time steps ranging from 0.5 fs to 0.1 fs, finding essentially identical populations for time steps of 0.25 and 0.1 fs with some small deviations for the largest considered time step. With the chosen time step, a maximum simulation time of 350 fs is propagated, equating to 1400 nuclear and 35,000 electronic time
steps per trajectory. Following the results obtained in Section 4.2, decoherence of the electronic wave function on different states has been accounted for using an energy-based criterion acting in every time step with a decoherence parameter of 0.1 Hartree. For the conservation of the total energy, a special situation is encountered: In the presence of laser fields, energy conservation within a trajectory is complicated by the fact that energy uptake or dissipation in the form of photon absorption or stimulated emission is now possible and will result in changes to the total energy. As discussed before, a differentiation into field-induced and "standard" hops would be needed to decide if velocity adjustment should be conducted or not. However, different possibilities that have been proposed for this purpose were found unsuited for the investigated transition metal complex using the diagonal representation and the sets of pulses employed: i) Using a criterion that defines all hops between surfaces where the energy-gap is close to the employed pulse  runs into issues when low energy pulses are used as a lot of "standard" surface hops will fall into this energy range. Since the control pulses employed later will use very low energies, this option is unsuited in the current investigation. ii) Another route would consist in looking at the population transfer induced by the field and comparing to the field-free transfer. The larger of these two contributions then decides if a hop would be field-induced or not. Due to the use of the fully diagonal representation in which the basis of states is field-dependent, such a separation is made impossible. Due to these complications, the kinetic energy at a transition between states is not adapted although this decision has been found to result in larger deviations from quantum simulations and is in general a very undesirable choice. All dynamics simulations have been run using SHARC 2.1.

Figure 14: Evolution of the CT character in [Ru(6−5-bpy)(bpy)2]2+ after being subject to a pump pulse resonant to the center of EW-I. All the contributions to the CT character are stacked on top of each other. The pump pulse is shown in gray with the corresponding y-axis containing the amplitude being located to the right.

The electronic localization obtained from simulating the LVC/SH dynamics of [Ru(6−5-bpy)(bpy)2]2+ starting from the lowest energy state in the presence of an explicit pump pulse exciting into EW-I is shown in Figure 14. As expected, most population is excited around the center of the pulse where the intensity is highest, exciting a total of 41% of trajectories. A difference to the dynamics using instanta-
neous excitation that have been discussed in Section 5.1.3 is found when looking at the very onset of the dynamics. When using instantaneous excitation, the initial distribution of CT states is almost exclusively dominated by MLCT states which then undergo ultrafast transfer into MSCT states. In the field-induced dynamics, an almost equal mixture of MSCT+SC and MLCT states is present and the peak of the pulse. The difference in the distribution of population at the beginning of the simulations can be explained by the delayed excitation present in the dynamics using a pump pulse: Any excited trajectory will already start the ultrafast relaxation towards MSCT states while other trajectories are only excited later, resulting in a mixture of population at the peak maximum of the pulse. Towards the end of the dynamics a distribution reminiscent of the final mixture of states obtained from the dynamics using instantaneous excitation is found.

![Figure 15: Average S–S bond length of all excited trajectories of [Ru(\(S\^\text{2-}S\)bpy)(bpy)]\(2^+\) (black) using a single pump pulse for excitation. The intensity of the laser field is plotted in blue with the envelope thereof being depicted as a thick blue line. This envelope line is then used to match the approximate local maxima of the average disulfide bond length. The temporal displacement between the centers of the envelope functions (marked by vertical lines) is indicated with arrows.](image)

The field-free investigation of [Ru(\(S\^\text{2-}S\)bpy)(bpy)]\(2^+\) presented in Section 5.1.3 revealed that the most important nuclear motion occurring within the excited states is the elongation of the S–S bond at the \(S\^\text{2-}S\)bpy ligand. Tracking this movement for the average of all excited trajectories gives the curve shown in Figure 15. As soon as the pump pulse starts to excite a statistically significant amount of trajectories, the bond length starts to increase from the equilibrium bond length of 2.11 Å. Throughout the dynamics, the average of the S–S bond length undergoes a few oscillatory motions that are found at more and more extended S–S bond lengths. The first of these local maxima in the evolution of the bond length is found at 104.5 fs after which they seem to occur roughly every 73 fs. When investigating this oscillatory behavior, it is found that the first oscillation of the average bond length almost exactly coincides with the shape of the applied intensity \(I (I \propto \epsilon(t)^2)\). A two-fold mechanism is at work here: 1) The amount of excited trajectories is changing in every time step during the duration of the pump pulse. Each excited trajectory therefore initiates the excited state dynamics at a different point in time, resulting in different absolute time scales until when the T\(_1\) minimum can be reached. The more trajectories get excited in a
single time step, the stronger the influence of these coherently excited trajectories on the average S–S bond length, resulting in an intensity shaped oscillation. II) Coherent movement of the S–S bond length in the initially excited states also contributes to this behavior, inducing a coherent motion of the disulfide bond in the beginning of the dynamics in those states. The oscillation is found to have a recurrence time of around 73 fs which is very close to experimentally determined disulfide bridge bond vibrations which are commonly found in a range between 65-77 fs. For prolonged dynamics, the oscillations are flattening out as more and more trajectories follow different excited state pathways, resulting in slightly shorter or longer bond oscillations with more trajectories showing longer bond oscillations as the S–S bond is weakened in most of the trajectories. Finally, the reader is reminded that the employed setup is not well suited to describe this bond elongation in full detail as the LVC model is harmonic by construction, therefore obfuscating any potential excited state pathways that include a complete cleavage thereof (see Sections 2.2.2 for the theory of the LVC model and Section 5.1.1 for the obstacles encountered in describing the $T_1$ minimum energy structure).

With the electronic evolution being discussed in terms of CT character and the nuclear evolution being investigated in the form of the disulfide bond length, it can be concluded that the dynamics initiated by an explicit laser pulse undergo very similar pathways to the field-free case. The main difference to the dynamics starting from instantaneous excitation is the temporal broadening of the onset of the dynamics for each trajectory. A first important step towards the simulation of a close-to-experiment pulse sequence in $[\text{Ru}(S-S\text{bpy})(bpy)_2]^{2+}$, including both the pump pulse and any additional control pulses has been undertaken. Thus, this thesis finally is able to reach into the depths of laser control, representing the initially set goal.

5.2.2 Control using Explicit Laser Fields

This section is dedicated to finding pulses capable of introducing changes to the excited-state dynamics of $[\text{Ru}(S-S\text{bpy})(bpy)_2]^{2+}$ after excitation with an explicit laser pulse. Control of chemical or physical processes via a single or a sequence of laser pulses is a rather delicate matter, requiring to take into account the delicate interplay of the used laser pulse with the wave packet evolving on the set of excited states. A classification into weak- and strong-field effects is commonly undertaken where weak-field pulses induce transitions between states but do not change the shape of the respective PESs while strong-field pulses influence the dynamics by introducing a time-dependence in the PESs. Numerous successful applications for both types of pulses have been demonstrated although both effects cannot be strictly separated.

Regarding how to design suitable control pulses for simulations, two main schools of thought do exist: On the one hand, knowledge of the respective potential energy surfaces can be exploited to pinpoint sites where specific laser pulses can promote desired transition effectively. On the other hand automated control theories can be applied in the form of optimal or local control theory. In optimal control theory, a desired product state or property is maximized over the course of the complete dynamics, relying on a multitude of runs, resulting in an iteratively adapting pulse. Contrary to this, local control theory tries to maximize the chosen state or property in each time step, requiring only a single simulation to yield a locally optimized
A downside of the use of these forms of control theory is the non-analytical shape of the resulting fine-tuned pulses oftentimes hindering physical interpretation of the excited state mechanisms at work and complicating experimental realization of these pulses. The fine-tuning of these optimal or local control pulses poses another problem in the form of likely incompatibility between theory and experiment: Any fine-tuned laser pulse obtained from theoretical simulations will not result in a similarly good control rate in experiment, due to the approximations introduced via the electronic structure description or the propagation method chosen or environmental factors that have not been included in the simulations. To circumvent this issue, only very simple forms of control pulses will be used that will most likely achieve very similar results in experimental setups.

An important question not raised so far is: What should be the goal of the modification in the current application? The natural excited state dynamics indicates that given enough simulation time, all the population ends up in the $T_1$ minimum energy structure from where phosphorescence occurs. Therefore, the following goal is set for the control via additional pulses: The employed control pulse(s) should be capable of slowing down or even completely hindering the population of the $T_1$ minimum energy structure.

![Figure 16: Potential energy plot for all considered states of $[\text{Ru}^{5\rightarrow 5}\text{bpy})(\text{bpy})_2]^{2+}$ along the interpolation of internal coordinates from the $S_0$ to the $T_1$ minimum energy geometry. The potential energy surfaces are shown in the block-diagonal form, keeping the SOCs as off-diagonal elements between the singlet and triplet blocks. The $T_1$ state is marked in black. Note that the ground state is outside of the shown energetic window.](image)

With the aim of the control being defined, the search for a suitable control sequence is started by investigating in detail the transition of the initial $S_0$ structure to the $T_1$ minimum energy structure. The PESs for all excited states in the employed LVC model are shown for a linear interpolation of internal coordinates between those two structures (using the LVC optimized structures as start and end points) in Figure 16. It can be seen that once the $T_1$ state is populated, barrierless access to the $T_1$ state is granted, explaining the very fast population of this minimum. All other states are destabilized when going towards the $T_1$ minimum, rendering any repopulation of other states rather unlikely due to a separation of at least 0.9 eV from higher-lying states. A way to hinder quantitative population of the $T_1$ minimum would be to employ control lasers capable of exciting trajectories moving along the $T_1$ state to higher-lying states from where the structural relaxation will be reversed. This could in principle be achieved at any point throughout the $T_1$ relaxation by excitation to
any higher-lying state. To obtain more control about the dynamics following such a transient excitation, the available excited states are analyzed: At the $T_1$ minimum, a lower- and a higher-lying band of states can be observed. Closer inspection reveals that the lower-lying band of states consists mainly of MSCT and SC states while the higher-lying band is comprised of mainly MLCT states. Transient excitation from the $T_1$ state to an MLCT state would induce a drastic change in the localization of the excited electron that could be easily followed using the CT analysis that has already been employed for this complex, allowing for an easy verification if the control pulse works as intended. In addition, it would be desirable to try to act on the still relaxing trajectories since the LVC model struggles with the description of largely elongated bond lengths as would be the case in the $T_1$ minimum. Therefore, the choice was made to employ control pulses that transiently excite population from the $T_1$ or other low-lying states to MLCT states, preferably before reaching the $T_1$ structure. Such a goal is complicated due to the high number of states, different onset times and possible routes of the relaxation dynamics. Therefore, a procedure based on running non-controlled dynamics was employed to come up with a suitable pulse – borrowing from the idea of local control theory. First, a target quantity $p(L(E_{ab}, t))$ was defined as

$$p_L(E_{ab}, t) = |\mu_{x,ab}| \cdot \text{MLCT}_b^2$$  \hfill (59)

with $a$ being the active excited state in current surface hopping trajectory and $b$ being another excited state with the respective percentage of MLCT character in this state (MLCT$_b$). The transition dipole element between $a$ and $b$ ($\mu_{x,ab}$) along $x$ is proportional to the ease of transition between both states and $E_{ab}$ is the energy difference between the active state and state $a$ and therefore reminiscent of the frequency needed for resonance between $a$ and $b$. This time-dependent measure can be evaluated for each state and each time step for all trajectories to obtain a time-dependent map showcasing which energy for a laser pulses are the most likely to excite population to the MLCT band. To further increase selectivity between MLCT and MSCT or SC states, the quantity $p_L(E_{ab}, t)$ is expanded to $p(E_{ab}, t)$ defined as:

$$p(E_{ab}, t) = |\mu_{x,ab}| \cdot (\text{MLCT}_b^2 - \text{MSCT}_b^2 - \text{SC}_b^2)$$  \hfill (60)

where MSCT$_b$ and SC$_b$ are the contributions of MSCT and SC character to excited state $b$. Using this formulation, the probability to excite towards states that are mainly MSCT or SC states contributes negatively to the overall target quantity.

With the target quantity $p(E_{ab}, t)$ being defined, a set of 1000 trajectories has been run for 250 fs, starting in the $S_0$, using the simulation setup described in the previous section including the pump pulse that excites into EW-I. The resulting values have been convoluted in energy with Gaussian functions featuring a $\Delta_{FWHM}$ of 0.3 eV, yielding Figure 17. Right at the beginning of the dynamics in the excited states (close to the center of the pump pulse), MLCT bands that are located 0.5 eV above and below the currently active states are observed that could be transiently excited. MSCT+SC states are found at even lower energies (1.2 eV below the active states), highlighting the overall lower energy of MSCT+SC states when compared to the initially excited MLCT states. Throughout the dynamics, these lower energy MLCT and MSCT+SC bands stay present, fading out slowly towards the end of the dynamics as they represent lower energy states accessible from rather high energy states. These higher energy states get more and more depleted the longer the dynamics continues due to non-adiabatic relaxation to lower energy states. An additional MSCT+SC band
appears at the same energy as the active states throughout the dynamics, due to the fact that the MSCT+SC band gets more and more populated, with other MSCT+SC states in close vicinity. A MLCT band appears towards the end of the dynamics 2 eV higher than the active states. This additional band represents trajectories that are very close to the T$_1$ minimum energy geometry from where the MLCT band is far away in energy.

Two pulses for controlling the excited state dynamics of [Ru($S$-S-bpy)(bpy)$_2$]$^{2+}$ can be deduced from Figure 17. A pulse with frequency of 2 eV could be used to excite trajectories close to the T$_1$ minimum geometry back to MLCT states, from where the S–S bond would contract. The second pulse would act at a much lower frequency (0.5 eV) and target trajectories which are in the process of descending down the ladder of states towards the low-lying MSCT+SC states. The 2 eV pulse was discarded and the infrared 0.5 eV pulse will be used throughout the remainder of the work based on the following reasons: First, a 2 eV pulse would also act as a pump pulse for the S$_0$ population, further complicating the ensuing dynamics by exciting more trajectories from the ground state population. Second, the use of a control pulse with about 2 eV would also allow trajectories currently not residing in the T$_1$ minimum to be excited to higher-lying states with the problem arising that only the lowest 21 singlet and 19 triplet states are considered in the current model. Therefore, possible interactions with higher-lying states will be neglected. With the low-energy pulse, a much smaller span of states can be bridged, minimizing the influence of omitting those high-energy states.

Being equipped now with a frequency to adapt the excited state dynamics in the desired way, a two pulse setup is used: The same pump pulse used previously to excite population from the S$_0$ is used, followed by a second pulse which uses again a $t_{\text{FWHM}}$ 50 fs gaussian envelope and a maximum intensity of 75 GW/cm$^2$ (corresponds...
to $1.46 \times 10^{-3}$ a.u. maximum amplitude of the electric field). It has to be noted that the involved transition dipole moments for the investigated transition metal complex are very large compared to the systems investigated in Section 4.2 and paired with an intense laser field. Hence, any observed modification of the dynamics will be a combination of weak- and strong-field effects.

Figure 18: a-e) Charge-transfer characters for all simulated trajectories for LVC/SH dynamics using pulse sequences that are depicted in the respective pictures. f) Average S–S bond length for all excited trajectories simulated using the pulse sequences depicted in a)-e). The equilibrium bond length in the $S_0$ state is indicated by a black dashed line.

Different delays $\tau$ between the centers of the pump and the control pulse have been tested (95, 115, and 135 fs) with a smaller set of 300 trajectories before setting $\tau$ to 115 fs. For all considered delay times, a sizeable effect on the average disulfide bond length is seen, resulting in a reduction thereof during the control pulse. Using this delay between both pulses, LVC/SH dynamics have been run with the complete set of 4000 trajectories, the results of which are shown in Figure 18b. During the duration of the control pulse, an increase of MLCT character is visible accompanied by a decrease of MSCT character, resulting in a distribution of MLCT to MSCT+SC characters similar to the distribution at the end of the first pump pulse. The employed control pulse therefore successfully couples MSCT and SC states to MLCT states, allowing the desired transient excitation. When looking at the average S–S bond length of excited trajectories (shown in Figure 18f), a strong reduction of the average S–S bond length is observed during the time the second pulse acts on the system.
Transient excitation by the control pulse therefore leads to S–S bond hardening, pushing the wave packet away from the T\textsubscript{1} minimum energy structure. However, the moment the second pulse subsides, the already known excited state dynamics prevails, and a repopulation of MSCT states is observed paired with an increase in the average S–S bond length. The latter observation comes at no surprise since none of the other accessible excited state minima can compete with the relaxation towards the T\textsubscript{1} minimum, leading to an efficient transfer towards the T\textsubscript{1} minimum after the control pulse fades away.

To verify if the decay towards the T\textsubscript{1} state can be halted completely, the second pump pulse was substituted with a continuous wave of frequency 0.5 eV providing a permanent source of MSCT to MLCT transitions. The resulting excited state evolution can be seen in Figure 18c with the influences on the disulfide bond being shown in Figure 18f. The infrared wave acts throughout the whole simulation time, resulting in the excitation of a few trajectories at times earlier than for the dynamics in Figure 18a and 18b. Additionally, after the pump pulse fades out, slowly, more and more trajectories are excited with a total of 51% of trajectories being excited at the end of the simulations. When looking at the character of the excited states, it is seen that the decay of the MLCT character is completely halted and the ratio of all charge-transfer contributions stays constant after the maximum of the initial pump pulse due to the permanent coupling introduced by the continous wave. Furthermore, the S–S bond length for excited trajectories oscillates around a value of 2.145 Å, a much lower value than for the other dynamics and only slightly elongated with respect to the ground state value (2.11 Å) and far away from the T\textsubscript{1} equilibrium bond length that with the current LVC model amounts to 2.34 Å. Applying a permanent control pulse therefore traps the excited population effectively in a mixture of states where the electron is located at any of the three ligands without relaxing quantitatively to the T\textsubscript{1} minimum structure, achieving the set goal for the control of the excited state dynamics.

Having achieved the desired success with a simple continuous wave, the continuous wave was replaced by a sequence of short pulses, allowing for a more targeted modulation of the excited state dynamics. Each single infrared pulse would then promote population of MLCT states accompanied by a reduction of the S–S bond, which would between pulses be reverted back to MSCT states and possible weakening of the sulfur to sulfur bond. For the placement of the position of the individual control pulses, the oscillations of the average of the S–S bond length in the control-free case were used as a basis and pump pulses placed at the respective maxima (remember Figure 15 where the different maxima and their placement is shown in more detail). Therefore, three infrared pulses with a FWHM of 20 fs were used, separated from each other by 73 fs with the first pulse acting with a \tau of 102 fs between the center of the pump pulse and the center of the first infrared pulse. The resulting dynamics are shown in Figure 18d where it can be seen that the MLCT character increases during the duration of all three laser pulses at the expense of MSCT contribution. When considering the S–S bond elongation, a strong decrease is observed during the time each pulse is acting on the system. However, each decrease in the average S–S bond length is followed by a stronger increase of the average, resulting in a build up of an even stronger coherent oscillation after each pulse. This can be explained by two effects: for one there is the timing of the pulses, which act at the maximum of the S–S bond length for most trajectories, promoting them to MLCT states. First, the accompanying hardening of the bond will result in a gain of kinetic energy along the S–S bond vibration, resulting in a situation best compared to a swing on a playground.
where extra force is best applied when the maximum height is reached. Second, the strong infrared pulses can increase the synchronization between more and more trajectories as the PESs are varying with the time-dependent slow oscillations of the pulse. The employed pulse sequence is found to be unfit to preserve a shorter S–S bond length in the excited wave packet and modifications need to be performed to provide a suitable pulse sequence. A simple adaption would be to set the centers of the short pulses asynchronous to the S–S bond oscillation to obtain the opposite of the swing-effect described above by applying the pushing force while the swing is still trying to reach the maximum amplitude. To see the effect of such an approach, another pulse sequence was simulated, starting from the same first infrared pulse with all subsequent laser pulses acting with a τ of only 50 fs. This way, the first infrared pulse still initiates this swing like behavior which is then damped by the next pulse acting before a full oscillation of the S–S bond can be completed, effectively removing kinetic energy from the vibration. Using such a setup of control pulses, the effect on the distribution of charge-transfer character (see Figure 18c) of each pulse is still similar to the other pulse, resulting in a larger proportion of MLCT states during the pulse duration. For the average S–S bond length, a decrease of the average S–S bond length is observed when compared to the previous pulse sequence as soon as the second infrared pulse influences the system. Using this asynchronous timing of the control pulses, the average S–S bond length for the excited trajectories seems to oscillate around a value of around 2.16 Å, showing only a very minor elongation when compared to the equilibrium S<sub>0</sub> bond length.

![Figure 19](image-url)

**Figure 19:** a)-d) Charge-transfer characters for all simulated trajectories for LVC/SH dynamics using pulse sequences that are depicted in the respective pictures. The polarization of the complete pulse sequence is always along G in a) (Only pump<sub>x</sub>) and b) (τ<sub>x</sub> = 115 fs), making these two panels identical to Figure 18a and 18b. c) (Only pump<sub>xyz</sub>) and d) (τ<sub>xyz</sub> = 115 fs) use a different random polarization for each trajectory. e) Average S–S bond length for all excited trajectories simulated using the pulse sequences depicted in a)-d). The equilibrium bond length in the S<sub>0</sub> state is indicated by a black dashed line.
The desired goal of finding control pulses capable of slowing and reversing the prevalent relaxation towards the $T_1$ minimum in $[\text{Ru}(5\text{−S}bpy)(bpy)]^{2+}$ has been achieved using a single control pulse, a continuous wave, and a sequence of ultra-short few-cycle pulses. All employed control pulses could in principle be used in experimental setups with one important caveat: Every one of these simulations assume that the laser polarization always points along the same molecular axis (the $x$-axis in the used LVC model). In an experimental environment this would necessitate that all $[\text{Ru}(5\text{−S}bpy)(bpy)]^{2+}$ would need to be pre-aligned, imposing the same spatial orientation on all complexes. A more straightforward comparison between theory and experiment would be enabled if a random orientation of each molecule at the start of the simulations is assumed. Therefore, as a final step to estimate how big of a difference between the previously shown results and an experimental setup is to be expected if no pre-alignment is conducted, two additional simulations have been run, including this factor: A simulation in the presence of just the pump pulse and a simulation also including a single pump and a single control pulse. For simplicity, the molecules have not been rotated in space but instead the polarization vector of the complete pulse sequence for each trajectory has been randomized, achieving the same effect without the need to remap the normal modes of the LVC model for each trajectory. The polarization vector has been normalized so that the peak intensity still amounts to $75 \text{ GW/cm}^2$ as in the previous simulations. Apart from this, the two simulations use the same SH protocol as the previous dynamics, again employing 4000 trajectories. The resulting charge transfer characters can be found in Figure 19 where panels a and b show the dynamics obtained for similar setups using only electric fields polarized along $x$ (these panels are identical to Figure 18a and 18b) while panels c and d are obtained in the presence of randomly polarized pulses. For the simulations just featuring the pump laser, a reduction in the amount of excited population is observed with randomly polarized light ($26\%$ compared to $41\%$), demonstrating what has been known before: The largest transition dipole moments are located along $x$ and a reduction in intensity along this direction results in a drop in the amount of excited trajectories. The charge-transfer character between both simulations (polarized along $x$ or randomly) are very similar, therefore no distinctly different sets of states are initially excited and visited throughout the dynamics. When looking at the S–S bond length for the excited trajectories in Figure 19e, a slightly larger average is found for simulations using a randomly orientated electric field but overall, very similar dynamics are observed.

For the simulations using both a pulse for excitation and a pulse for subsequent modification of the excited state dynamics, the following observations can be made:

i) The amount of excited trajectories is reduced when using randomized polarization vectors when compared to an electric field that acts exclusively from $x$.

ii) The infrared pulse which is now also randomized in its polarization vector, results in a smaller increase of MLCT character than for a similar pulse exclusively along $x$, showing therefore a little less of the desired quality to excite population from MSCT and SC states towards MLCT states.

iii) The average S–S bond length of excited trajectories is also less influenced by the acting infrared pulse but still yields qualitatively similar results as during the control pulse the average disulfide bond length is decreasing.

Overall, the previously taken choice of the $x$ direction for the electric field in this investigation results in a more quantitative interaction with the ruthenium complex that allows for a better control of the dynamics. Nevertheless, the used pulses with randomized polarization are also able to induce very similar changes.
as the x polarized pulses but just to a weaker extent. Therefore it can be concluded that the found pulse sequences will be able to modify the excited state dynamics of $[\text{Ru}^{(5-\text{S-bpy})(\text{bpy})_2}]^{2+}$ regardless of the molecular alignment albeit at various degrees of effectiveness.

5.2.3 Insights Gained and Place in the Larger Picture

The excited state dynamics of $[\text{Ru}^{(5-\text{S-bpy})(\text{bpy})_2}]^{2+}$ in the presence of laser fields to both initiate and to modify the excited state dynamics have been investigated. It has been shown that it is possible to slow down and reverse the dominant relaxation pathway towards the $T_1$ state using low-energy control pulses that transiently excite population from MSCT and SC states towards higher-lying MLCT states. In doing so, the disulfide bond weakening that occurs in low-lying MSCT and SC states is halted due to the lower equilibrium S–S bond lengths in the so-excited MLCT states. However, since no MLCT minimum can compete with the deactivation pathway available in the form of relaxation towards the $T_1$, any progress to reverse this relaxation process via a control pulse will be made undone the moment the laser subsides. Employing a sequence of control pulses or a continuous wave has been shown to be circumvent this issue by effectively trapping the excited state population in a never-ending cycle of relaxing towards the $T_1$ minimum, being transiently excited, and starting the whole journey again. A slight bias in the simulations has been revealed when moving away from a picture of pre-aligned $[\text{Ru}^{(5-\text{S-bpy})(\text{bpy})_2}]^{2+}$ complexes towards randomly oriented ones: Using a set of randomly oriented complexes, the ability of the pulse sequence to excite and modify the excited state dynamics is reduced but still clearly visible.

The presented results have only been attainable through a gradual build up using all previous parts: Chapter 3 revealed the obstacles one needs to face when trying to run dynamics using a high level of electronic structure method, inducing the search for a faster and more robust way of simulation. This would allow for a more explicit focus on the inclusion with external fields and the treatment thereof in SH. Such a methodology was found in the form of the LVC model capable of running very fast dynamics, opening up the route for the investigation of large systems as shown in Section 4.1. A small benchmark of the ability of different SH protocols to handle the interaction with laser fields against MCTDH dynamics has been conducted in Section 4.2 showcasing some of the deficiencies of SH. Being equipped with this knowledge and a suitable LVC model plus the field free dynamics both obtained in Section 5.1 this Section finally achieves the goal this thesis originally set out to tackle: Using laser pulses in SH dynamics to control the excited state dynamics of a system. With the finally investigated system being a 161-mode behemoth featuring a set of 79 excited states in the diagonal representation, the initial expectations for the tackled system size have been exceeded by far due to the usage of the efficient LVC/SH methodology.
Chemical and physical processes initiated by absorption of photons span a are numerous in number and unrivaled in potential. To gain insight into and to allow deliberate modification of the mechanisms at work in such light-induced processes, theoretical simulations can be conducted in the multitude of excited states. Currently, such non-adiabatic dynamics simulations are mostly conducted without the inclusion of the explicit light source, therefore neglecting possible interactions and missing out on the ability to actively reshape the excited state dynamics using control pulses. In addition, such investigations are commonly restrained to small molecules or a subset of modes of movement of larger systems due to computational restraints.

The current thesis set out to use approximate surface hopping (SH) dynamics in combination with laser pump and control pulses to validate the ability of SH to describe the interaction with a laser in more detail than has been done previously with a special emphasis on going to realistically sized molecules.

The route to achieve the stated goal has not been without obstacles and detours that in the end resulted in a much more concise and straightforward way to achieve the stated goal. The very first step along this journey is the investigation of pyrrole where it was found that the on-the-fly computation of electronic properties for each trajectory posed a serious problem due to a set of Rydberg states requiring a high-level method to get a correct description. Here, first simulations without any explicit laser pulses that were intended to be a precursor to a laser control study showed excellent agreement with experimental measurements from the literature. However, the computational cost such a large-scale investigation using multiple laser pulses would bring resulted in a drastic rethinking of how to tackle the initial goal of the thesis.

A solution to this problem has been found in the use of approximate and precomputed potential energy surfaces (PESs) via linear vibronic coupling (LVC) models. The so-obtained PESs are robust and consistent throughout the dynamics while at the same time amounting to almost no computational power to evaluate, therefore allowing to investigate much larger systems. An additional benefit of such precomputed surfaces consists in the now available comparison to high-level dynamics simulation methods using the same set of precomputed PESs. This aspect has been exploited to the fullest in the development and use of the SHARC-gym in the context of the thesis. The SHARC-gym is an iterative scheme coupling SH and more accurate simulations simulations in a symbiotic fashion, profiting from the computational speed of SH to trim larger systems down to the most important degrees of freedom while using the accuracy of the other method to validate SH. This methodology has been employed as a proof of concept to determine the most relevant excited states and normal modes of [PtBr₆]²⁻, showing that the excited state dynamics using a full set of 200 electronic states in 15 vibrational normal modes can be reasonably well reproduced using 76 electronic states and three normal modes. At the same time, the SHARC-gym revealed that the excited state motion is very coherent, therefore the use of decoherence corrections that do not take into account the gradients in the different excited states will give wrong results.

With a tried and tested tool to compare the validity of SH dynamics at hand, the ability of SH to capture the influence of a laser pulse is put to the test using LVC
models that were parametrized on SO$_2$ and 2-thiacytosine the latter of which has been reduced to a 10-mode system based on an automatic reduction. An extensive set of different SH protocols and combinations thereof has been used and benchmarked against multi-configurational time-dependent Hartree results, giving at least qualitative agreement with the reference dynamics for most SH protocols. While the achieved qualitative agreement is a rather pleasant result, none of the used protocols was able to achieve quantitative agreement for the treatment of the laser interaction, highlighting the need for additional investigations. One such avenue would be the inclusion of the Floquet representation in this benchmark.

Having established the usefulness of a combined LVC and SH approach as well as the at least qualitative agreement of SH with reference dynamics when it comes to laser pulses, the *magnum opus* of this thesis consists in a detailed dynamics study of the [Ru($^{3}$S-bpy)(bpy)$_2$]$^{2+}$ (bpy=2,2'-bipyridine). Here, computations revealed that the two types of ligands present can be specifically excited into using slightly different excitation wave lengths. Subsequent field-free dynamics on a LVC model containing a total of 161 normal modes and 79 electronic states starting from both excitation windows showed ultrafast intersystem crossing into the triplet manifold. When following the evolution of the excited electron, it is found that the localization of the electron on the ligand featuring a disulfide bond increases throughout the dynamics, where finally a state is populated where the S–S bond is considerably weakened, resulting in a strong stabilization of the T$_1$ state. All these observations have been made irrespective of which of the two excitation windows has been used, showcasing the speed of the internal conversions and intersystem crossings involved. Finally, explicit laser pulses have been used to initiate the excited state dynamics followed by a single or a set of control pulses that have been designed to counteract the ultrafast population of the T$_1$ state. These control pulses use very simple analytical forms to allow easy reproduction in experiment and are designed to relocate the excited electron from the S$^{3}$-Sbpy to a common bpy ligand, therefore hindering the S–S bond elongation. All employed control pulse sequences have been shown to have the desired effect therefore achieving laser control using SH. Therefore, this work hopefully raises awareness for both the issues surrounding SH due to the many available protocols and the strengths thereof to simulate the control of systems out of reach for most other simulation methods.
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APPENDIX: REPRINTED PUBLICATIONS

Reprints of the various publications that are the foundations of the current thesis are listed in this appendix. The single paper discussing the on-the-fly excited state dynamics on pyrrole is found in Appendix A.1.1. Appendix A.2 then shows the first use of the LVC model both in the absence and presence of laser pulses to provide a playing ground for the comparison of different dynamics simulation methods. Finally, Appendix A.3 shows the step-by-step analysis and simulation of a ruthenium photosensitizer, demonstrating the strength of the LVC model for simulation of large molecules in the manifold of states.
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ABSTRACT

The photoinduced dynamics of pyrrole is revisited employing the independent trajectory surface hopping methodology based on extended multi-state second order perturbation theory (XMS-CASPT2). Excitation at 200 nm into a high density of states region gives rise to ultrafast deactivation via internal conversion. The primary dissociation channel was found to be N–H hydrogen abstraction, resulting in pyrrolidyl radical formation. The associated time constant for hydrogen dissociation was determined to be \( \tau = 64 \pm 13 \) fs, in good agreement with the experimental value of \( 52 \pm 12 \) fs (Roberts et al., 2013). A total kinetic energy spectrum was also computed, that is in qualitative agreement with experiment. Radiationless decay via the ring-packing crossing seam was identified as a minor deactivation channel.

1. Introduction

The role of pyrrole was found to be more than just one of a mere bystander in the quest of unraveling the intricate interactions and properties of biomolecules, leading to a better understanding of life itself. While pyrrole is no biomolecule itself, this five-membered ring is a important sub-unit of chlorophyll a, tryptophane and the porphyrine ring found in heme. In an attempt to gain insight into the mechanisms at work in these larger molecules, pyrrole has been the subject of extensive investigations [1–25]. Moreover, with the discovery of an easily accessible conical intersection between the ground state and \( \pi\pi^* \) states along elongation of the heteroatom-hydrogen bond in pyrrole, as well as in other aromatic heterocycles [11], its photoinduced dynamics became the center of attention. Experimental [1,3–10] and theoretical investigations [12–24] provided a comprehensive understanding of the dynamics of the system after photoexcitation to the lowest-lying electronically excited state (\( S_1 \)), which is of \( \pi\sigma^* \) character. In agreement with the general mechanism proposed by Sobolewski and Domcke [11], ultrafast N–H bond dissociation was determined to be the main deactivation mechanism in gas phase.

Time-resolved pump-probe experiments by Roberts et al. [6] yielded a time constant of \( \tau = 126 \pm 28 \) fs for the deactivation via hydrogen abstraction after resonant excitation to the \( S_1 \) at 250 nm. In their paper, 2 + 1 resonance-enhanced multi photon ionization was used to measure the time-dependent rise of the amount of dissociated hydrogen atoms, which was then used to obtain the given time constant. Deuterating the hydrogen atom of the N–H bond resulted in a large primary kinetic isotope effect, indicating that the \( S_1 \) is not completely repulsive upon N–H bond elongation. By increasing the excitation energy to 238 nm the \( S_1 \) is populated in a vibrational excited state, lending enough energy to overcome the barrier encountered upon dissociation. The corresponding dissociation time constant of \( \tau = 46 \pm 22 \) fs [6] represents an almost instantaneous deactivation. When instead, higher-lying \( \pi\pi^* \) states are excited at 200 nm, two types of dissociated hydrogen atoms were differentiated based on the kinetic energy in each of the detected hydrogen atoms. The high kinetic energy hydrogen atoms yielded an associated time constant of \( \tau = 52 \pm 12 \) fs [6] while two time constants were fitted for the low-energy hydrogen atoms. The first of these low-energy time constants with a value of \( \tau = 108 \pm 20 \) fs [6] was assigned to undesired multiphoton ionization while the second time constant of \( \tau = 1.0 \pm 0.4 \) ns [6] was attributed to C–H bond cleavage from hot ground state molecules.

In an attempt to describe the photodynamics starting from the \( \pi\pi^* \) states, a number of dynamical simulations have been carried out employing mixed quantum-classical methods via fewest switches surface hopping [26] paired with various electronic structure methods. Vazdar et al. [16] obtained an average dissociation time of 54 fs by using multi-reference configuration interaction singles-doubles (MR-CISD) and starting all trajectories in the adiabatic \( S_1 \) state. This value is in very good agreement with the experimental measured time constant but the authors state that due to the mode of excitation, the amount of trajectories already starting in a \( \pi\sigma^* \) state is overestimated. Time-dependent density functional theory (TDDFT) has been also used for dynamics at the PBE0 [18] and B3LYP [20] levels of theory, after excitation to 211/193 nm and 200 nm, respectively. PB0 predicted time constants for dissociation of 166/184 fs [18] while B3LYP resulted...
in a dissociation time of 48 fs [20], PBE0 drastically overestimates the time needed for dissociation, due to tripping in Rydberg states [18]. In contrast, the B3LYP dynamics are able to reproduce the experimental time constant for dissociation, albeit the same setup could not describe the dynamics after excitation into lower-lying states due to the absence of the dissociation barrier that should be present in the \( \pi^* \) states. To alleviate the presence of intruder states, Sapunar et al. [20] also performed dynamical simulations using the algebraic diagrammatic construction scheme of second order (ADC(2)). However, ADC(2) is prone to Rydberg-valence mixing and they obtained a large overestimation (\( \tau > 150 \) fs) of the time needed for N–H bond dissociation, which was attributed to erroneous mixing between the \( \pi^* \) and \( 3p_\pi \) states. One should furthermore note that, both, ADC(2) and TDDFT, are single-reference methods and therefore unable to formally describe conical intersections with the ground state. Hence, these methods are incapable of describing the final product formation and branching ratio of the dissociative pathway.

One method capable of treating Rydberg and valence states on an equal footing while being multireference in character, is multi-state complete active space self-consistent field second-order perturbation theory (MS-CASPT2) [27–29] as well as its extended formulation XMS-CASPT2 [30]. Indeed, CASPT2 calculations have been done on pyrrole, both statically [12] and within the framework of multi-configuration time-dependent Hartree (MCTDH) wavepacket dynamics [19]. For MCTDH simulations a vibronic coupling Hamiltonian based upon CASPT2 potential energies was employed in reduced dimensionality using up to 10 normal modes. These MCTDH dynamics were employed to calculate an absorption spectrum that resulted in excellent agreement with the experimental one [2]. This made that over the last few years, this CASPT2 model Hamiltonian has been employed successfully to interpret a range of combined experimental-theoretical studies on pyrrole, investigating dissociation in the low-lying \( \pi^* \) states, photoelectron spectra and excited state populations after excitation into the \( \pi^* \) states [8–10]. However, the reduced set of normal modes included in this model prevents one to describe properly the dynamics of pyrrole after few femtoseconds and relaxation mechanisms triggered by strong molecular deformations, which are beyond the reach of the fitted potential energy surfaces (PES) obtained. Hence, energy dissipation via internal relaxation mechanisms like ring-puckering and ring-opening mechanisms that do not include N–H bond fission cannot be treated in this model. These deactivation pathways, however, open up the road to HCN dissociation and \( \text{C}_2\text{H}_2 \) formation, as it was observed in photofragment translational spectroscopy [1].

On-the-fly dynamics in full dimensionality at the CASPT2 level of theory should be able to overcome these limitations and this is the motivation behind the present work. Given the large computational expense of the required nuclear gradients, the number of on-the-fly dynamical studies performed at CASPT2 level of theory is rather limited [31–33]. However, the recent development of efficient nuclear gradient routines for XMS-CASPT2 [34,35] and the implementation of these in BAGEL [36,37] hold promises for the field for trajectory-based CASPT2 dynamics with medium sized molecules, employing several electronic states and not very large active spaces. The present paper aims at proving the versatility of this approach by performing surface-hopping dynamics simulations of pyrrole at the XMS-CASPT2 level of theory, also extending the active space as well as the number of calculated states in comparison with those previously employed in previous stationary CASPT2 studies [33]. Pyrrole itself is an ideal testbed for this purpose, as there exists a large number of surface-hopping simulations performed with different methods providing different results, and CASPT2 is one method that provides a robust description of the associated electronic structure [19].

Fig. 1. The black box indicates orbitals included in the \((8,8)\) active space while the complete set forms the \((8,10)\) active space. An isovalue of 0.05 is shown for the \( \sigma^* \), \( \pi^* \) and the \( \sigma \) orbital. The isovalue was set to 0.005 for the \( \sigma^*/3s \) and \( 3p_\sigma \) orbitals in order to visualize the Rydberg character. A strong Rydberg mixing between the \( 3s \) and the \( 3p_\sigma \) orbitals that are of the same symmetry is visible.

2. Computational details

2.1. Electronic structure calculations

Multi-state complete active space second-order perturbation theory (MS-CASPT2) [27–29] calculations have been performed on pyrrole, using the extended multi-state (XMS-CASPT2) [30,35,33] formalism that is based on extended quasi-degenerate perturbation theory [38] using the BAGEL [36,37] program package. State-specific first order interaction spaces were constructed in the CASPT2 calculations to reduce the computational cost as implemented in BAGEL via the single-state single-reference scheme [35].

The complete active space self consistent field (CASSCF) [27] method was used as a multiconfigurational basis for subsequent correlated calculations. An active space of 8 electrons in 10 orbitals has been used as a reference and for the optimization of minimum energy conical intersections (MECIs). The absorption spectrum and the dynamics calculations have been carried out with a smaller active space, that only includes 8 electrons in 8 orbitals (see Fig. 1), for computational reasons. Both active spaces contained the \( 3 \pi \) orbitals, the bonding and antibonding orbitals of the N–H bond, 2 \( \pi^* \) orbitals and the Rydberg-3p orbital. The antibonding N–H orbital is strongly mixed with the Rydberg-3s orbital in the Franck-Condon (FC) region. The larger CAS(8,10) also includes the 3p and 3s orbitals. This set of orbitals was chosen based on the character of the excited states that contribute to the lowest-energy part of the absorption spectrum (4–6 eV).

Using the \((8,8)\) active space, state averaging with equal weight was performed over seven states, that included the ground state, two \( \pi^* \), two \( \pi^* \) and two \( 3p_\sigma \) states. To alleviate the presence of intruder states, a level shift [39] of 0.5 \( \text{E}_\text{h} \) was necessary. Even with this high value, some intruder states are inevitable during the dynamics and the calculation of high-lying electronic states, as it will be evident in the next section.

The ANO-L [40] basis set was used with double zeta quality for all atoms. Diffuse functions \((8s,8p,8d)=(1s,1p,1d)\) were added to the
nitrogen to describe the Rydberg orbitals. The additional diffuse functions were obtained using exponents from the Kaufmann series \[41\] and coefficients obtained from the genano module in MOLCAS \[42\]. This basis set will be denoted as ANO-L+ throughout this paper.

The ground state geometry of pyrrole was optimized at the MP2/aug-cc-pVTZ level of theory and frequency calculations confirm the structure to be a minimum have been carried out at the same level of theory.

2.2. Non-adiabatic molecular dynamics

Molecular dynamics including excited states were simulated in the mixed quantum-classical framework of fewest switches trajectory surface hopping \[26\] using the SHARC \[43,44\] program package. A set of 1000 initial conditions was generated using an uncorrelated Wigner sampling \[45,46\] of the vibrational ground state of pyrrole using the Hessian obtained at the MP2/aug-cc-pVTZ level of theory. This ensemble was used to calculate an absorption spectrum of the lowest energy part, as described in Ref. \[47\], performing single point XMS(7)-CASPT2(8,8) calculations at every geometry of the initial conditions. The obtained pairs of oscillator strengths and excitation energies for every geometry were then convoluted with a gaussian function with a FWHM of 0.05. For the initial excitation, an energy window ranging from 6.1 to 6.3 eV was chosen. This energy window corresponds to a broad pulse excitation at 200 nm. For the determination of the initially excited state in every trajectory, an algorithm stochastically selected trajectories to start in a specific excited state \[48\] according to the relative oscillator strength in the chosen energy window. This selection resulted in 97 active trajectories, from which 23 were propagated using SHARC at the XMS(7)-CASPT2(8,8) level of theory. Of the 23 simulated trajectories, 6 were started in the adiabatic S\(_3\), 14 in the S\(_4\) and 3 in the S\(_5\). At this point it should be noted that this excitation procedure formally equates to a delta-pulse excitation in a limited energy window. This chimera between a long pulse with a defined energy and a delta-pulse accompanied by an undefined energy is an often invoked \textit{ad hoc} assumption in the setup of trajectory-based non-adiabatic dynamics. The interested reader is referred to recent publications \[23,24\], where the laser field is included in the non-adiabatic dynamics of pyrrole. The classical nuclei were propagated using the velocity-Verlet algorithm employing a 0.25 fs time step, which was found to result in more robust dynamics with regard to intruder states than the usually employed time step of 0.5 fs \[44\]. The electronic wavefunctions were propagated using a local diabatization scheme \[49,50\] in interpolated sub-time steps of 0.01 fs. At each nuclear step, energies and analytical gradients were calculated by BAGEL, while non-adiabatic couplings were approximated using wavefunction overlaps, as described in Ref. \[50\]. The energy-based decoherence scheme of Granucci and Persico \[51\] with a value \(\alpha = 0.1\) \(H_t\) was used to account for the effects of overcoherence. Trajectories were terminated after either 300 fs total runtime, or 25 fs in the lowest energy state or after a N–H separation of more than 3 Å.

3. Results and discussion

3.1. Single point calculations

The simplicity of pyrrole is deceptive. Pyrrole exhibits a set of features that make the computation of its low-lying excited states nonstraightforward, especially when employing methods based on active spaces. The most striking of these features is the interlacing of the two lowest \(\pi^*\) states in the first band of \(\pi\)-Rydberg transitions, resulting in a high density of states around 6 eV at the FC geometry that generates controversies about the ordering of the states.

Within the CASSCF method, inclusion of Rydberg orbitals in the active space is accompanied by a twofold rise in computational cost. First, extension of the active space leads to an factorial increase in the number of determinants that need to be considered. Second, inclusion of any of the 3rd row-Rydberg orbitals gives rise to two \(\pi\)-Rydberg states that are lower in energy at the CASSCF level of theory than the \(\pi\pi^*\) states, which are the states of interest. This is due to an overestimation of the energy of the \(\pi\pi^*\) states at the CASSCF level. Within the subsequent CASPT2, the \(\pi\pi^*\) states retain more correlation energy than the Rydberg states, shifting the \(\pi\pi^*\) states at the or below the level of the first Rydberg band. Thus, as the \(\pi\pi^*\) states can obviously only be affected by CASPT2 if they are present in the state-averaged CASSCF calculation, for every Rydberg orbital included in the active space, two additional states need to be calculated. This makes the calculation quickly computationally expensive. At the same time, it is desirable to keep the minimum of Rydberg orbitals in the CAS space if dynamics calculations are going to be performed. Therefore, some compromises are necessary in the composition of the CAS space.

In order to estimate the value and cost of including different Rydberg orbitals, a reference calculation including all 3p-Rydberg orbitals is compared to one with a smaller active space that only includes the 3p_\(_r\) orbital. The choice of the 3p_\(_r\) orbital is based on previous assignments \[19\] that clearly associate a \(\pi \pi^*\) state to a distinct peak in the absorption spectrum at 5.85 eV.

Table 1 collects the excited states obtained with XMS(7)-CASPT2(8,8) compared with the reference XMS(11)-CASPT2(8,10) calculation. As it can be appreciated, the influence of the two additional 3p Rydberg orbitals in the CAS(8,10) space is small on the states S\(_3\), S\(_4\) and S\(_5\), as deviations in the excitation energies lie in the range of 0.03–0.07 eV (well below the accepted error range of CASPT2 methods of 0.2 eV \[52\]), and oscillator strengths remain almost the same. The bright S\(_3\) state of \(\pi\pi^*\) character, however, is found to be stabilized by 0.21 eV in the larger active space via mixing with a \(\pi \pi^*\) Rydberg state, which is now included in the calculation. Compared to the CAS(8,8) calculation, the oscillator strength is found to be 20% lower, which can also be attributed to the gain in Rydberg-character.

In the light of these results, previous CASPT2 calculations from Roos et al. \[12\] and Neville and Worth \[19\] that resulted in vertical excitation energies for the bright S\(_3\) of 5.87 and 6.24 eV, respectively, can be better understood: the work of Roos et al. \[12\] included the 3p_\(_r\) orbital and corresponding state in the active space, allowing for the mixing of the two states, while this orbital was omitted in the potential energy calculations of Neville and Worth \[19\], resulting in a pure \(\pi \pi^*\) state located higher in energy than the Rydberg-mixed \(\pi \pi^*\) state. Curiously, the absorption spectrum obtained by Neville and Worth is nevertheless in unmatched agreement with the experimental reference. As this spectrum was obtained from a Fourier transform of the wavepacket autocorrelation function in the corresponding states, in this work we assume that the influence of the Rydberg-3p_\(_r\) state mixing with the S\(_3\) can be safely neglected for the dynamics simulations with CASPT2 (as implied in the work of Neville and Worth \[19\]). It is fair to note, however, that this very same mixing was proposed to be the source of
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Table 2
Comparison of various vertical excitation energies [eV] of pyrrole in the current work and previous studies. The first four entries represent CASPT2 calculations denoted by the active space employed. Current excitation energies have been obtained at the XMS(7)-CASPT2(8,8)/ANO-L+ and XMS(11)-CASPT2(8,10)/ANO-L+ levels of theory.

<table>
<thead>
<tr>
<th>State</th>
<th>(8,8)</th>
<th>(8,10)</th>
<th>(6,14)</th>
<th>(8,8)</th>
<th>ADC(2)</th>
<th>PBE0</th>
</tr>
</thead>
<tbody>
<tr>
<td>S₁/A(π**2)</td>
<td>5.23</td>
<td>5.27</td>
<td>5.22</td>
<td>5.06</td>
<td>5.13</td>
<td>5.04</td>
</tr>
<tr>
<td>S₂/B(π**2)</td>
<td>5.95</td>
<td>6.00</td>
<td>5.85</td>
<td>5.75</td>
<td>5.75</td>
<td></td>
</tr>
<tr>
<td>S₃/B(πσ³)</td>
<td>6.16</td>
<td>6.21</td>
<td>5.87</td>
<td>6.00</td>
<td>5.89</td>
<td>5.92</td>
</tr>
<tr>
<td>S₄/A(π**4)</td>
<td>6.18</td>
<td>6.15</td>
<td>5.82</td>
<td>6.01</td>
<td>6.49</td>
<td>5.81</td>
</tr>
<tr>
<td>S₅/B(π**4)</td>
<td>6.29</td>
<td>6.08</td>
<td>5.87</td>
<td>6.24</td>
<td>6.35</td>
<td>5.99</td>
</tr>
<tr>
<td>S₆/A(π**6)</td>
<td>6.96</td>
<td>7.03</td>
<td></td>
<td></td>
<td></td>
<td>6.65</td>
</tr>
</tbody>
</table>

a Present work.  
b Ref. [12].  
c Ref. [19].  
d Ref. [20].  
e Ref. [18].  
f This value was obtained via EOM-CSCD.

The overestimation of the dissociation time constant obtained by Sarpunar et al. [20] but using ADC(2).

Given the plethora of calculated vertical excitation energies available in pyrrole, we consider it useful to collect the most relevant ones in Table 2. The broad range of excitation energies illustrates the sensitivity of the excited states of pyrrole with respect to the chosen method, basis set and active space. The excitation energies of the present work adhere to the general trends and energy ranges attributed to specific states in pyrrole except for the S₅ state, which is overestimated by around 0.2 eV with respect to the other methods presented.

Another peculiarity of the excited states of pyrrole is the strong mixing of the anti-bonding σ* orbital and the 3p Rydberg orbital at the FC geometry. The effects of this mixing can be visualized in a scan along the N–H bond (see the top part of Fig. 2). Upon elongation of the N–H bond, the bonding σ character decreases until the orbital is purely antibonding. This behavior results in quasi-bound σ** states that exhibit a small barrier at a slightly elongated N–H bond distance (1.3 Å) before dissociating downhill on the repulsive surface. This barrier is experimentally accessible for the S₅ state, where it was determined to be in the order of 0.08 eV [6]. Such a small barrier towards hydrogen dissociation can be readily overcome via tunneling.

The N–H bond scan also reveals a difficulty of dealing with state-averaged methods: At r = 1.25 Å a change in the set of averaged states occurs as another state of π** character intrudes in the calculation, resulting in a drastic increase of the energy of the highest-lying state, i.e. the state has changed character. As at this point, there is one state of π** character more, their weight increases in the optimization of the state-averaged orbitals, and the energy of the two low-lying dissociative states that are also mainly of π** character decreases, thereby slightly modifying the barrier height.

A further complication is that the character of the 3p Rydberg orbital included into the active space was found to change from the 3pₓ to the 3p₂ and 3p₃ orbitals along N–H bond elongation coordinate. Gratefully, despite the included 3pₓ-Rydberg orbital (and therefore the states involved) is often exchanged by another Rydberg orbital, the corresponding N–H dissociating potential energy curves behave smoothly. This interchange between Rydberg orbital character is also observed during the dynamics simulations (vide infra), indicating that the Rydberg orbitals are adapting themselves within the active space as necessary. Based on the aforementioned observation that an interchange of Rydberg orbitals did hardly affect the PES, we assumed that excluding the 3pₓ and 3p₃-Rydberg states from the active space would have a limited effect on the dynamics, at least as long as 3pᵧ-Rydberg states are not heavily involved during the dynamics. According to Geng et al. [9], Rydberg states can be visited only for a short amount of time during photodynamics in pyrrole. Therefore, we contented to keep only the 3pᵧ-Rydberg orbital in the CAS space that is used for the SHARC dynamical simulations. We are certainly aware that it would have been more desirable to include the complete set of 3p Rydberg orbitals in the active space during the dynamics. However, the computational workload of adding the two remaining 3pᵧ-Rydberg orbitals makes the analytical CASPT2 gradient calculation far too expensive to run dynamics feasibly.

The absorption spectrum computed using XMS(7)-CASPT2(8,8)/ANO-L+ on the set of 1000 initial conditions is shown in Fig. 3 together with the experimental absorption spectrum of Palmer and coworkers [2]. The low energy absorption band is in qualitative agreement with the experiment, albeit a blue-shift of 0.2 eV is visible. This energy shift can be attributed to the missing mixing of the bright ππ* state with the π3pᵧ state in the CAS(8,8). Furthermore, the π3pᵧ state, which is the source of the sharp absorption located at 5.85 eV in the experimental spectrum, is overestimated in our calculations by about 0.2 eV.

Fig. 2. Rigid energy scan along the N–H bond length, showing the adiabatic states at the XMS(7)-CASPT2(8,8)/ANO-L+ level of theory. The black circles denote N–H bond lengths for which the σ*/3s orbital is depicted in the top panel with the corresponding number. The circles are placed on the blue-labeled S₁ and S₂ states which are of π** character. The depicted demixing of the 3s-Rydberg and the σ* orbital is the cause for the small barrier observed in these two states.

Fig. 3. Simulated absorption spectrum of pyrrole at the XMS(7)-CASPT2(8,8)/ANO-L+ level of theory (solid) and shifted by 0.2 eV (dashed). The spectrum is decomposed in the contributions of the different adiabatic states (shaded areas).

The experimental spectrum [2] (black) is shown as a reference. The excitation window for the sampling of initial states of the trajectories is shown in gray and corresponds to a 200 nm (6.2 eV) excitation wavelength.
3.2. Reaction pathways

The mechanisms behind the S0/S1 internal conversion deactivation in pyrrole are known to involve N–H bond dissociation as well as ring-puckering and ring-opening [16,18]. The three MECI geometries associated with these distortions and the potential energy surfaces connecting the equilibrium (FC) and the three MECI points are presented in Fig. 4. The MECI_{puck} (panel 4a) was optimized from the geometry with the smallest S0–S1 energy gap in the rigid energy scan of Fig. 2. The MECI_{puck} (panel 4b) corresponding to the ring-puckering was optimized starting from an initial guess of the dynamics simulation while the MECI_{open} geometry (panel 4c) was started using a C–N bond distance obtained from Ref. [16].

In the dissociative deactivation mechanism, deactivation can occur in any of the two low-lying \( \pi^* \) states that get stabilized upon N–H bond elongation. At the FC geometry, the \( S_2 \) is interwoven in the band of states while the \( S_1 \) is separated by 0.8 eV from other states. Hence, for population transfer to occur towards the \( S_1 \), a coupling via other molecular movements is needed. The \( S_0 \) on the other hand can be populated right away due to the energetic proximity to initially excited states. Once the small exit barrier in one of the two \( \pi^* \) states is overcome, rapid dissociation will occur as all other states increase in energy. This pathway is in agreement with previous characterizations of the N–H dissociation at the PBE0 [18] and MR-CISD + Q [16] levels of theory. During the scan, two intruder states of \( \pi^* \) character are observed.

The ring-puckering mechanism consists in a crossing of the \( \pi^* \) state of \( B_2 \) symmetry with the lower-lying \( \pi^* \) states. Such a crossing facilitates population transfer towards one of these \( \pi^* \) states, impeding deactivation through the ring-puckering mechanism. Once the last of the \( \pi^* \) states is crossed, the \( \pi^* \) state is the first excited state which proceeds downhill towards the MECI. This final part of the deactivation pathway is different from the flat surface obtained by the PBE0 calculations, [18] while the MR-CISD + Q calculations [16] also show this repulsive behavior. This scan was found to suffer from a surprising large amount of spurious irregularities. The underlying CASSCF potentials (not shown) are smooth except for two intruder states that are encountered close to the MECI_{puck} (the first one being clearly visible due to the small jump in the ground state PES and almost all excited state PES). The reference weights in the CASPT2 calculations do not indicate anything unusual though.

Characterization of the mechanism towards the MECI_{open} is not straightforward. For this C–N bond cleavage to occur, rearrangements of the active space are needed to include the anti-bonding \( \pi^*(C=N) \) orbital. The active space, however, is found to adapt correspondingly to allow description of such a process. As can be seen in Fig. 4c, a total of 6 new states are intruding along the scanned set of internal coordinates, resulting in a set of spikes in the PESs. These states can be identified by their strong energy lowering when approaching the MECI_{open}. Comparison of the potential energy surfaces in the ring-opening mechanism with the ring-puckering ones reveals the presence of much steeper potentials in the initial steps towards the corresponding MECIs. Based upon this, it is assumed that the ring-opening mechanism is less readily activated.

3.3. Excited state dynamics

All the trajectories simulated deactivated to the electronic ground state or underwent N–H dissociation below 250 fs, so that none of the launched trajectories reached the maximum simulation time of 300 fs. Specifically, the analysis of the classical populations (see Fig. 5a) shows that 83% of trajectories end in the \( S_0 \) while the \( S_1 \) and the \( S_2 \) are populated with 13% and 4% respectively. These \( S_1 \) and \( S_2 \) populations represent formation of the pyrrolyl radical in an excited state.

The primary relaxation path (91%) observed is N–H bond cleavage, while the remaining two trajectories (9%) deactivated via ring-puckering (see Section 3.2). The expectation value for the N–H bond length of the set of trajectories is depicted in Fig. 5b. After exceeding a N–H bond length of 2 Å, the N–H bond is considered broken. Comparing these ‘raw’ dissociation events to experimental measurements is challenging. This is due to the preparation of initial conditions using a delta-pulse like excitation as opposed to the fs-laser pulses employed in experimental studies. To facilitate a comparison between experiment and theoretical predictions, a smoothing technique has been proposed recently to include at least the broadening caused by the laser pulses a posteriori in the calculations [53,25]. For this, the obtained discrete dissociation times for every trajectory are subsequently convoluted with gaussian functions representing the pump and the probe pulse. The FWHM of 160 fs for the pump laser was taken from Ref. [6] while the FWHM for the probe laser is approximated to be 70 fs. Summing over all the convoluted trajectories now gives the ‘laser’-driven dissociation times. Applying this broadening results in a tail into negative pump-probe delay times as can be observed experimentally. Furthermore, a smearing of the raw dissociation events due to the convolution with the laser pulses is observable that results in very good agreement with experimental data. Setting a threshold of 2 Å to consider that the bond is broken, an associated dissociation time constant (\( \tau_{dis} \)) of 64 ± 13 fs is obtained from an exponential fit. The error estimate is obtained from bootstrapping the set of trajectories. This value of \( \tau_{dis} \) is in good agreement with that of \( \tau_{dis} = 52 ± 12 \) fs measures by Roberts et al. [6] Kirkby et al. [10] observed a sub 50 fs population decay based on time-resolved photoelectron imaging, attributing two ultrafast lifetimes to...
specific state-state deactivation channels with $27 \pm 1$ fs and $34 \pm 12$ fs. The slight overestimation of the current theoretical work can be attributed to the semi-classical nature of the dynamics, which misses tunneling over the slight barrier of the dissociative states.

The kinetic energy of the dissociating hydrogen atoms at the threshold of 2 Å is collected in Fig. 6a) and was used to get a qualitative estimation of the corresponding kinetic energy distribution measured in total kinetic energy (TKER) experiments [6,4]. While the experimental

---

**Fig. 5.** (a) Time evolution of the classical adiabatic populations. Populations of trajectories that ended prematurely were continued in the last active state. For better readability, smoothed populations are represented by thick lines while the corresponding non-smoothed populations are visualized as thin lines. (b) Expectation value of the N–H bond length versus propagation time. The percentage of trajectories that exceeded a N–H bond length of 2 Å (represented by the dashed horizontal gray line) is visualized by the solid black line. The blue line represents an exponential fit of the raw dissociation times that yields a time constant for deactivation of $64 \pm 13$ fs. Black circles mark measurements obtained in Ref. [6] that were renormalized to the 91% dissociation observed in the simulations.

**Fig. 6.** (a) Total kinetic energy spectrum as obtained from the XMS(7)-CASPT2(8,8) simulations after excitation at 200 nm. Kinetic energies of the trajectories were broadened with gaussian function of FWHM 0.4 eV (blue) and 0.1 eV (gray). The dashed blue line represents a 0.2 eV shifted spectrum. The experimental TKER spectrum [6] after excitation at 200 nm taken at a 1 ps pump-probe delay is shown in black. (b) Complete simulated velocity map image as obtained from the 250 fs dynamics. (c) Detail of the simulated velocity image map on the same scale as the experimental one. The experimental velocity map image with a pump-probe delay time of 1 ps is shown in the inset. This inset has been adapted from Ref. [6] with permission from The Royal Society of Chemistry.
TKER spectrum (black line) displays two peaks, a small one below 4000 cm\(^{-1}\), mainly caused by C–H bond breaking and multiphoton ionization [6], and a large one centered at 7000 cm\(^{-1}\) with a long high-energy tail, the calculated spectrum results in a single peak centered at 5200 cm\(^{-1}\) that slowly decays towards the high energy region. Note that the absence of the low-energy peak is expected. First, because we are not simulating the multiphoton ionization signal. Second, and most importantly, because the C–H bond breaking was measured to occur with a time constant of \(r = 1.0 \pm 0.4\) ns—well beyond the propagation regime considered here. The calculated TKER spectrum seems to be red-shifted by 0.2 eV with respect to the experimental one. Due to the small number of trajectories on which this number is based, this shift has to be taken with a grain of salt. Makhov et al. [21] observed a blue-shift of 0.2 eV. Hence, the potential energy of the dissociated hydrogen atoms against the angular distribution with respect to the laser pulse polarization. It can be obtained from

\[
I(r, \phi) \propto \exp\left(-\frac{(r - |\mathbf{p}|)^2}{2\sigma^2}\right) \left(\cos^2(\theta)\cos^2(\phi) + \frac{1}{2}\sin^2(\theta)\sin^2(\phi)\right)
\]

where every velocity vector \(\mathbf{v}\) is broadened by a gaussian function with a width of \(\sigma = 0.015\) Å/fs. The angle \(\theta\) is the inclusion between \(\mathbf{v}\) and the transition dipole moment. The calculated velocity map image is shown in Fig. 6(b) and c). Across all energy ranges the hydrogen atoms were found to dissociate perpendicular to the transition dipole moment. A high intensity feature is visible at low velocities followed by a distribution of medium energy hydrogen atoms and two high-energy ones. In comparison, the experimental [6] velocity map image taken 1 ps after excitation shows a distinct and isotropic feature for low kinetic energies followed by a perpendicular blurry region of medium intensity and a main feature at high velocities. The absence of the low-energy feature in the simulations has already been discussed above. The high energy feature of the experimental velocity map image is split into two signals in the simulations followed by additional peaks arising from the high-energy tail of the spectrum.

Two representative trajectories are shown in Fig. 7: one undergoing N–H bond cleavage in 32 fs (panel a) and one evolving via the ring-puckering mechanism (panel b). In the N–H dissociating trajectory, the first 20 fs are dominated by a rapid decrease in the energy separation of the initially populated \(S_0\) and the \(S_1\). After 22 fs, the repulsive part of the \(\pi\sigma\) state is reached and the N–H bond distance increases, which leads to a separation from the bound states. A hop to the \(S_0\) which is now of \(\pi\sigma\) character occurs at 31.25 fs at a N–H bond length of 2.11 Å. Pyrrole then continues on the lowest energy dissociation product.
channel. Inspection of the smoothness of the potential energy curves for the excited states for the complete trajectory reveals irregularities due to intruder states related to the Rydberg states. Intruder states become more severe once the dissociation process is initiated because another repulsive state enters in the state-averaging procedure, as it has been discussed in Section 3.1.

The ring-puckering deactivation trajectory (Fig. 7b) shares some similarities to the dissociating one. Starting from the S0, the first few fs are governed by a stabilization in potential energy of the active state, leading to multiple state crossings due to the high density of states in the proximity of the active state. Within 20 fs, the active S1 state separates from the higher-lying excited states while the S2–S0 energy gap decreases steadily until a final hop to the S0 occurs.

4. Conclusions

The photodeactivation of pyrrole after excitation to 200 nm has been simulated in the framework of full-dimensional non-adiabatic surface hopping dynamics. The on-the-fly electronic structure calculations were carried out at the complete active space self-consistent field second-order perturbation theory (CASPPT2) level of theory using the extended multistate scheme (XMS-CASPPT2). The simulations show that the dominating (91%) deactivation channel is N* → S0, via conical intersections, J. Chem. Phys. 123 (14) (2005) 144307.


Although the number of trajectories simulated cannot provide statistical robustness, the very good agreement with the experiment demonstrates the feasibility of CASPT2 in combination with surface hopping to provide reliable insight into deactivation mechanisms. The complicated intertwining of valence and Rydberg states of pyrrole also demonstrates the feasibility of CASPT2 in combination with surface hopping dynamics to simulate excited-state deactivation mechanisms on the excitation energy, Chem. Phys. 134 (21) (2011) 214113.
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ABSTRACT: We report an efficient iterative procedure that exploits surface-hopping trajectory methods and quantum dynamics to achieve two complementary purposes: to identify the minimum dimensionality of a molecular Hamiltonian in terms of electronic and nuclear degrees of freedom to study radiationless relaxation mechanisms as well as to provide a reference quantum dynamical calculation that allows assessing of the validity of surface-hopping parameters. This double goal is achieved by a feedback loop between surface hopping and MCTDH calculations based on potential energy surfaces parametrized with a linear vibronic coupling method. Initially, a surface hopping calculation in full dimensionality with a chosen set of parameters is performed, and it is repeated, gradually reducing its dimensionality until divergence with the initial calculation is observed or the system is small enough to be treated quantum dynamically. A comparison between the quantum dynamics and surface hopping simulations dictates the validity of the surface hopping parameters. Using these new parameters, the reduction loop is started again, until convergence. As an example, this strategy is applied to simulate the ultrafast intersystem crossing dynamics of [PtBr₆]²⁻ in solution. The 15-dimensional space initially including 200 electronic states is reduced to a 9-dimensional problem with 76 electronic states, without a considerable loss of accuracy.

1. INTRODUCTION

The study of light-induced processes is key to advance many fields. Ideally, the evolution of a molecule after light irradiation can be studied by solving the nuclear time-dependent Schrödinger equation. However, the underlying calculation of the global configurational space in which a wavepacket can potentially evolve precludes the application of this equation to large molecules, e.g., large transition metal complexes. The multiconfigurational time-dependent Hartree method (MCTDH) can alleviate this hurdle by optimizing configurations variationally, reducing considerably the size of the problem to solve. Although current extensions of MCTDH, such as the multilayer approach (ML), can be pushed to treat considerable large systems, the family of MCTDH methods is still applied to systems with a limited number of degrees of freedom (DOFs). An additional cost in MCTDH calculations comes from the number of diabatic states considered. Like the full-dimensional space of nuclear configurations, the inclusion of the complete set of electronically excited states is unfeasible, and current computational resources impose a limitation on the number of low-lying electronic excited states. More often than not, choosing few lowest electronic states as a reference point for the diabatization can prove to be insufficient as states not included initially stabilize during the ensuing dynamics, leading to artifacts.

During the last decades, a number of strategies emerged with the aim of reducing the cost of quantum dynamical calculations. A popular way to simplify the calculations is to propagate wavepackets on the orthogonal basis spanned by the vibrational normal modes of the molecule. If symmetry is available, a symmetry analysis of the normal modes and the partaking excited states also allows separating between so-called driving and spectator modes, based on their ability to influence the dynamics. A separation of normal modes into photoactive, photoinactive, and neutral bath modes is also possible, taking advantage of excited-state properties at the Franck-Condon geometry, such as excited-state gradients, energy-difference Hessians, and nonadiabatic coupling vectors.

An alternative procedure to identify important DOFs that then are used explicitly in a quantum dynamics calculation (e.g., MCTDH or ML-MCTDH) with a limited number of DOFs is to first employ lower-level dynamics methods. Obviously, the limitation of this approach is the innate assumption that the quality of the preliminary dynamics is sufficient to describe the path that quantum dynamics would take. However, there are promising steps in this direction, e.g.,
conducting a principal component analysis of quantum–
classical surface hopping (SH) trajectory dynamics\(^1\) to guide a
MCTDH calculation in reduced dimensionality.\(^2\),\(^3\) The
appeal of SH to perform nonadiabatic dynamics is based upon
its computational efficiency, accuracy, and the fact that it can
be implemented on-the-fly, without depending on a given
set of reduced coordinates or precomputed potential energy
surfaces (PESs), making it a powerful tool to study light-
induced processes in molecular systems.\(^4\) This flexibility
comes at a considerable cost as SH can be unreliable in a
number of cases, such as in extended coupling regions\(^5\) or
wavepacket recoherence,\(^6\) to name a few. To extend the
applicability of SH beyond the limitations imposed by its
intrinsic classical treatment of the nuclei and the lack of a
rigorous derivation, various SH schemes, decoherence
corrections, and velocity rescaling choices have been proposed.
Despite the fact that most SH studies employ default SH
parameters, we have recently shown that this choice can
substantially affect the outcome of the dynamics.\(^7\)
To overcome these uncertainties, the best solution would be to
use a high-level dynamics method, such as MCTDH, as a
benchmark for comparison, which seemingly opposes the idea of
using SH as a guide to determine the normal modes and
states that could be selected to carry out a meaningful
MCTDH reduced dynamics.

In this contribution, we propose an efficient iterative
methodology between SH and MCTCH to overcome this
apparent contradiction. The proposed approach exploits the
efficiency of our recently developed SH method with a linear vibronic coupling Hamiltonian (LVC).\(^8\) With LVC, the wings of SH are clipped by restricting the dynamics to precomputed approximated potentials, but in return, one achieves enormous computational efficiency that can be translated in a substantial increase of system size, be it the number of atoms and/or states that can be considered.

Using a diabatic and a normal mode basis for SH dynamics
allows for a direct and easy comparison between SH and
MCTDH calculations with exactly the same Hamiltonian. Such
comparison offers an opportunity to exploit the best of both
methods as it enables an iterative process that provides (i) the
most important normal modes to be included in MCTDH and
at the same time (ii) the best SH parameters one should use to
treat the system. In short, the strategy is based on the
following: Starting from full dimensionality and a sufficiently
large number of electronic states, a comparison of successive
SH dynamical simulations with progressively fewer degrees of
electronic and/or nuclear freedom is performed. If the
obtained dynamics resembles the one simulated in full
dimensionality and after the system is hopefully modest
efficient enough to be tractable quantum dynamically, a MCTDH
calculation is performed and compared to the last SH run. This
closed loop approach has two-fold applicability: On the one
hand, it allows reduction of the system dimensionality until an
affordable MCTDH or ML-MCTDH calculation can be set up.
On the other hand, it allows benchmarking the choice of SH
parameters that could be used in a full-dimensional simulation
without the restriction of a LVC model. The proposed
approach is conceptually simple, unbiased, and attractive as it
is generally applicable in a black-box fashion. While it has the
potential to treat more generalized problems than the one
presented below, it also provides an ideal setup to deal with
LVC models.

To test this procedure, we study the early photodynamics of the \([\text{PtBr}_6]^{2-}\) transition metal complex in water, which
undergoes singlet–triplet intersystem crossing (ISC) within
150 fs, as recently demonstrated experimentally.\(^9\),\(^10\)

2. METHODS

2.1. Potential Energy Surfaces. The diabatic PESs \(W\) are
approximated using a LVC\(^20\)–\(^22\) model, i.e., a Taylor expansion
around the equilibrium geometry truncated at first order in the
basis of the ground-state normal mode coordinates \(q_i\). In
matrix notation:

\[
W = \begin{pmatrix}
E^{(0)} & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & E^{(n)}
\end{pmatrix} + \frac{1}{2} \sum_{i=1}^{\text{modes}} \begin{pmatrix}
\omega_1 q_1^2 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & \omega_n q_n^2
\end{pmatrix}
+ \sum_{i=1}^{\text{modes}} \begin{pmatrix}
\lambda_{1}^{(0)} q_1 & \cdots & \lambda_{1}^{(n)} q_1 \\
\vdots & \ddots & \vdots \\
\lambda_{n}^{(0)} q_n & \cdots & \lambda_{n}^{(n)} q_n
\end{pmatrix}
\]

The index \(i\) goes from zero (ground state) to the number of
electronically excited states under consideration. \(E^{(0)}\) are the
vertical excited-state energies calculated from a single point
performed at the optimized geometry. The parametrization is
performed in the basis of the ground-state harmonic
frequencies \(\omega_i\) at the optimized geometry. The intrastate
coupling \(\lambda_i\) and interstate coupling \(\lambda_{\alpha\beta}\) are calculated from the
gradients and nonadiabatic couplings, respectively. If the
quantum chemical method of choice cannot calculate analytical
gradients or nonadiabatic couplings or if the number of
electron states is remarkably high to perform this task
efficiently, the intrastate and interstate couplings can be
obtained via numerical derivatives based on the overlap of
electronic wave functions calculated at different normal mode
displacements.\(^13\) Alternatively, they can also be calculated at
the vicinity of a conical intersection using energies and the
Hessian.\(^24\),\(^25\)

The spin−orbit coupling (SOC) matrix elements calculated
at the minimum geometry are added as a constant matrix to
the Hamiltonian (zero-order approach).\(^26\)

2.2. Nuclear Dynamics Methods. In this section, we
recap essential features of the MCTDH and SH methods, as
used here. In MCTDH,\(^14\) a linear combination of Hartree
products of time-dependent basis functions (known as single-
particle functions or SPFs) defines the multidimensional wave
function, carrying the correlation between DOFs. This wave
function is propagated on diabatic potentials calculated at
different normal mode displacements.\(^15\) Alternatively, they can also be calculated at
the vicinity of a conical intersection using energies and the
Hessian.\(^24\),\(^25\)

The spin−orbit coupling (SOC) matrix elements calculated
at the minimum geometry are added as a constant matrix to
the Hamiltonian (zero-order approach).\(^26\)

SH can be implemented on-the-fly to profit from the locality
of the electronic properties needed every time step. The
propagation can use the molecular coulomb Hamiltonian
(MCH or spin diabatic) representation or, in the presence of
SOCs, the basis composed of the eigenstates of the total Hamiltonian including spin. In both MCTDH and SH methods, the electronic wave function is represented as a sum of electronic states with time-dependent coefficients. In the MCTDH wave function, these electronic coefficients are time-dependent high-dimensional nuclear wave functions associated with each electronic state. In SH, we obtain one time-dependent coefficient per state and per trajectory from the electronic Schrödinger equation.

A trajectory located on an electronic state trails the gradient of that one state but carries the coefficients of all others. Electronic population transfer may occur after two electronic states come close, causing a change on their coefficients that is carried along the trajectory. When the states come close repeatedly, the coefficients change accordingly, simulating an interference process between two parts of a split wavepacket. However, as a trajectory only follows the gradient of the active state, this population transfer occurs as if both parts of the wavepacket were moving with the same velocity, in a nonphysical manner. In order to correct for this improper description, different approaches have been devised. Ideally, one would divide the trajectory at the splitting point in two and follow every gradient separately. This is partially realized in the augmented fewest switches surface hopping (AFSSH) approach, where auxiliary trajectories in all but the active state are propagated using gradients calculated at the geometry determined by the active state. Once an auxiliary trajectory diverges too far away from the current geometry, the population in this state collapses toward the active state. Less demanding computationally and thus widely extended is the use of exponential damping for the amplitude of nonactive states depending on the kinetic energy and the energy gap, as in the so-called energy-based decoherence (EDC) scheme of Grannucci et al.

2.3. SH-MCTDH Workflow. Here we describe in detail the workflow proposed to identify relevant electronic states and nuclear DOFs playing a role in the deactivation dynamics of a high-dimensional molecular system, as well as suitable SH parameters.

A preliminary harmonic frequency calculation and a single-point calculation (or 3N – 6 for nonlinear molecules if numerical derivatives are required) are performed with a chosen electronic structure level of theory. These calculations serve to parameterize the full-dimensional PES, i.e., the LVC model to be used for both the MCTDH and SH dynamics. Depicted in Figure 1, the workflow consists of the following steps:

1. An initial run using SH dynamics is carried out using any choice of SH parameters, such as hopping algorithms, decoherence corrections, velocity rescaling, treatment of frustrated hops, etc. The obtained dynamics serves as a reference ("Ref") for the upcoming Hamiltonian loop in steps 2 and 3.

2. This is the start of the Hamiltonian loop: Selected nuclear DOFs or electronic excited states can now be deleted systematically from the previous Hamiltonian. The selection can be based on any imaginable criterion: e.g., a priori approaches, based on symmetry, chemical intuition, excited-state properties in the model Hamiltonian like excited-state gradients, and coupling elements, or a posteriori approaches that rely on previously run dynamics, like principal component analysis, identifying modes that do not drive the dynamics toward crossing points, searching for diabatic excited states that are not populated at all during the dynamics, etc. The efficiency of LVC-SH dynamics is such that even the brute force approach of running a whole simulation deactivating one DOF at a time is possible. After selecting which diabatic states or nuclear DOFs remain, SH simulations are rerun with this reduced model Hamiltonian.

3. A comparison of the dynamics run with a reduced Hamiltonian ("Trial") against the full Ref dynamics of step 1 provides an estimation of the validity of the reduced Hamiltonian. As observable one can quantify errors in the time evolution of the state populations, errors in decay times, or nuclear DOFs remain, SH simulations are rerun with this reduced model Hamiltonian.

4. The Hamiltonian obtained in the Hamiltonian loop is, hopefully, small enough to be treated using MCTDH. This quantum dynamics simulation will now be taken as a quantum dynamical (QD) simulation and suitable surface hopping (SH) parameters for a full-dimensional calculation. See details in the text.
Parameter loop: The SH dynamics are repeated using various sets of parameters, keeping the same reduced Hamiltonian. The obtained dynamics is then compared to the QD results. This comparison returns the set of SH parameters that gives the best correspondence to the QD results.

If the set of parameters differs from the one used to calculate the Ref dynamics and the one used in the Hamiltonian loop, an additional step is in order: If a posteriori criteria were applied to reduce the size of the Hamiltonian, this reduction was based on an improper set of SH parameters. Therefore, it is mandatory to restart the whole process again starting from step 1, this time using the freshly optimized set of SH parameters.

Once convergence toward a set of SH parameters is reached, both goals of this symbiotic approach are reached: a Hamiltonian sufficiently reduced in both nuclear DOFs and number of states that can be used to run quantum dynamics simulations is found, and a set of SH parameters that suits the system at hand best is available. This set of SH parameters can now be taken to run full-dimensional dynamics, e.g., on nonparametrized potentials. As pointed out in the Introduction, the applicability of this approach is based on the presumption that SH can provide a reasonable description of the investigated dynamics. Hence, in cases where nuclear quantum effects dominate parts of the dynamics, this recipe will more often than not result in a wrong set of states and modes. However, strong discrepancies between QD and SH results could also be used to identify problematic cases and help to narrow down and understand the nature of these deviations.

3. COMPUTATIONAL DETAILS

\([\text{PtBr}_6]^{2−}\) belongs to the octahedral \(O_h\) point group, thus posing the particularly tricky challenge of possessing a high density of triple degenerate singlet and triplet states in the lower-energy region of the absorption spectrum. The totally symmetric \(A_{1-g}\) normal mode has a nonzero gradient for every excited state, while all gerade normal modes (symmetric with respect to the inversion center) could have a nonzero gradient in states that belong to higher-dimensional irreducible representations (E_g, T_{1-g}, T_{1-u}, T_{2-g}, and T_{2-u}).

3.1. LVC Parametrization. The PESs of \([\text{PtBr}_6]^{2−}\) were parametrized using (i) density functional theory (DFT) to optimize the ground-state equilibrium geometry and obtain its harmonic frequencies and (ii) its time-dependent version (TD-DFT) to obtain excitation energies and couplings. All calculations were done without symmetry constraints. In particular, we employed the B3LYP hybrid functional, as implemented in the ADF code, together with the TZP basis set. This choice was motivated by ref 39, which shows that hybrid functionals, such as B3LYP, give accurate results for Pt and Ir complexes, while more recent functionals like M06-2X or CAM-B3LYP overestimate the excitation energies and BP86 or M06-L underestimate them. To allow for electronic wave function overlap calculations, all of the electrons are considered in the Pt atom. The Tamman–Dancoff approximation (TDA) and the Grimme D3 correction were used. The zero-order regular approximation (ZORA) was employed to include relativistic effects. A total of 50 singlet and 50 triplet states spanning from 2.37 to 6.90 eV, dipole moments, and SOC terms were calculated, i.e., a total number of 200 spin states was considered as a sufficiently large number of states approximating the infinite limit. The influence of the surrounding water as solvent was modeled using the conductor-like screening model (COSMO) approach. The parameters of the so-obtained LVC Hamiltonian can be found in the SI. The normal modes of \([\text{PtBr}_6]^{2−}\) are displayed in Figure 2 together with their corresponding irreducible representation.

As the calculation of the LVC parameters is done via numerical differences, particular attention is needed due to the inherent high symmetry of the molecule. When the molecule has degenerate electronic states—as is the case here—an inversion of the order of states might occur due to numerical noise associated with the calculated energies, yielding spurious couplings when differentiating. For example, in the case of a \(T_{1-g}\) state, three degenerate states are expected; however, as symmetry is neglected, these states have slightly varying energies due to numerical noise. At a displaced geometry, this numerical noise can result in a different ordering of these degenerate states, which in turn will result in strong artificial coupling parameters in the LVC parametrization. This problem is best visualized in Figure 3a, which shows a zoom in of the overlap matrix between electronic wave functions at the optimized and displaced geometries for the totally symmetric stretching mode \((q_{12})\). Some of the larger overlaps are located at off-diagonal positions, indicating an exchange of electronic states. This problem was solved reordering carefully the states with respect to the optimized structure in the cases where the electronic states were still degenerate at the displaced geometry; see Figure 3b. Note that this process does not involve any diagonalization because this would annihilate the diabatic couplings between electronic states.

3.2. Nonadiabatic Dynamics Methods. The MCTDH quantum dynamics simulations were performed using the quantics program package. Different SPFs were optimized for every electronic state, following a multiset formalism. The maximum number of SPFs, the primitive basis, and the mode combination in MCTDH required for the convergence of the different calculations are given in Table 1.

The initial condition for the MCTDH dynamics is a wave function constructed as the Hartree product of the harmonic oscillator eigenstates for each DOF of the electronic ground state placed on the states corresponding to the \(T_{1-g}\) energy level.
For the SH, a development version of the SHARC suite of programs was used. The SHARC implementation propagates the nuclei classically using as a basis the diagonalized sum of the electronic Hamiltonian and the SOC Hamiltonian. The electronic wave function was propagated using the local diabatization method with a 0.02 fs time step. Initially, the default parameters were used; therefore, nuclei were propagated in the diagonal basis, and the EDC correction was employed with a parameter \( C \) of 0.1 Hartree. To conserve the total energy, the full velocity vector was rescaled in the event of a hop. No special actions were conducted in the case of frustrated hops. The SHARC hopping scheme was used to determine if a hop occurs. Nonadiabatic coupling elements were not included in the gradient transformation.

The initial positions and velocities for the initial SH trajectories were sampled according to oscillator strengths from a Wigner distribution of 1000 geometries using the same frequency calculation as used for the parametrization of the PESs. The vertical excitations of triplets and singlets calculated from the optimized geometry are shown in Figure 4a. Every histogram bar corresponds to a 0.01 eV interval, showing the high degeneracy and density of states presented by this molecular system.

Two state representations are possible, either performing a diagonalization of the total Hamiltonian including SOCs (diagonal representation) or without diagonalization (spin-diabatic or MCH representation). The density of states for this molecule is obtained by convoluting the vertical energies for every state from the Wigner distribution with Gaussian functions with a full width at half-maximum of 0.2 eV. The result, shown in Figure 4b, illustrates that the densities of singlet and triplet states (in the MCH picture) are overlapping throughout the complete energy range. Vertical excitations were calculated for each geometry to generate an absorption spectrum from the oscillator strengths using the LVC parametrized surfaces. The resulting absorption spectrum using 1000 geometries is shown in Figure 4c. The difference between spectra in diagonal and MCH pictures suggests that ISC could occur without the need for strong structural rearrangements beforehand. For the highest and lowest peaks of the spectra, the agreement between calculations and experiment is reasonable. However, TDDFT fails to assign nonvanishing oscillator strengths to the states corresponding to

---

**Table 1. Basis Needed for Convergence of the MCTDH Wavepacket Propagations**

<table>
<thead>
<tr>
<th>simulation</th>
<th>particle</th>
<th>( N_i )</th>
<th>( n_{max} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6S/1T/15modes</td>
<td>el</td>
<td>11,11,11</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( q_1,q_2,q_3 )</td>
<td>11,11,11</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>( q_4,q_5,q_6 )</td>
<td>11,11,11</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>( q_7,q_8,q_9 )</td>
<td>11,11,11</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( q_{10},q_{11} )</td>
<td>35,35,35</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( q_{12} )</td>
<td>77</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>( q_{13},q_{14},q_{15} )</td>
<td>11,11,11</td>
<td>2</td>
</tr>
<tr>
<td>16S/20T/15modes</td>
<td>el</td>
<td>11,11,11</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>( q_1,q_2,q_3 )</td>
<td>11,11,11</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>( q_4,q_5,q_6 )</td>
<td>11,11,11</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>( q_7,q_8,q_9 )</td>
<td>11,11,11</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( q_{10},q_{11} )</td>
<td>37,37,37</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( q_{12} )</td>
<td>119</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( q_{13},q_{14},q_{15} )</td>
<td>11,11,11</td>
<td>4</td>
</tr>
<tr>
<td>16S/20T/9modes</td>
<td>el</td>
<td>11,11,11</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( q_1 )</td>
<td>11,11,11</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>( q_4 )</td>
<td>11,11,11</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( q_{10},q_{11} )</td>
<td>27,27,27</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>( q_{12} )</td>
<td>103</td>
<td>3</td>
</tr>
<tr>
<td>16S/20T/6modes</td>
<td>el</td>
<td>11,11,11</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( q_1 )</td>
<td>11,11,11</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>( q_5 )</td>
<td>11,11,11</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( q_{10},q_{11} )</td>
<td>35,35,35</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>( q_{12} )</td>
<td>105</td>
<td>3</td>
</tr>
<tr>
<td>16S/20T/3modes</td>
<td>el</td>
<td>37,37,37</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>( q_{10},q_{11} )</td>
<td>99</td>
<td>2</td>
</tr>
<tr>
<td>16S/20T/1modes</td>
<td>el</td>
<td>256</td>
<td>1</td>
</tr>
</tbody>
</table>

"In the column labeled "simulation", the number of singlet (S) and triplet (T) states and normal modes is specified. The grid type was harmonic oscillator DVR with \( N_i \) basis functions for every MCTDH run. \( n_{max} \) is the maximum number of SPFs used for each state in a multiset formulation. This number is optimized for every electronic state; however, only the maximum value is written due to space limitations. Note that in the case of only a single mode exact dynamics has been conducted.

---

For the SH, a development version of the SHARC suite of programs was used. The SHARC implementation propagates the nuclei classically using as a basis the diagonalized sum of the electronic Hamiltonian and the SOC Hamiltonian. The electronic wave function was propagated using the local diabatization method with a 0.02 fs time step. Initially, the default parameters were used; therefore, nuclei were propagated in the diagonal basis, and the EDC correction was employed with a parameter \( C \) of 0.1 Hartree. To conserve the total energy, the full velocity vector was rescaled in the event of a hop. No special actions were conducted in the case of frustrated hops. The SHARC hopping scheme was used to determine if a hop occurs. Nonadiabatic coupling elements were not included in the gradient transformation.

The initial positions and velocities for the initial SH trajectories were sampled according to oscillator strengths from a Wigner distribution of 1000 geometries using the same frequency calculation as used for the parametrization of the PESs. The vertical excitations of triplets and singlets calculated from the optimized geometry are shown in Figure 4a. Every histogram bar corresponds to a 0.01 eV interval, showing the high degeneracy and density of states presented by this molecular system.

Two state representations are possible, either performing a diagonalization of the total Hamiltonian including SOCs (diagonal representation) or without diagonalization (spin-diabatic or MCH representation). The density of states for this molecule is obtained by convoluting the vertical energies for every state from the Wigner distribution with Gaussian functions with a full width at half-maximum of 0.2 eV. The result, shown in Figure 4b, illustrates that the densities of singlet and triplet states (in the MCH picture) are overlapping throughout the complete energy range. Vertical excitations were calculated for each geometry to generate an absorption spectrum from the oscillator strengths using the LVC parametrized surfaces. The resulting absorption spectrum using 1000 geometries is shown in Figure 4c. The difference between spectra in diagonal and MCH pictures suggests that ISC could occur without the need for strong structural rearrangements beforehand. For the highest and lowest peaks of the spectra, the agreement between calculations and experiment is reasonable. However, TDDFT fails to assign nonvanishing oscillator strengths to the states corresponding to
the middle peak at about 4 eV (note that there are states in this energy range, Figure 4, panel b).

For the initial excitation, we assume a delta-pulse excitation, and therefore, we excite in the MCH picture. Absorption in the range of 420 nm was simulated by doing an oscillator strength-weighted stochastic selection of initial states in a window between 3.0 and 3.2 eV, following experiments published in ref 49. This energy range is shadowed in gray in Figure 4. This window corresponds to an excitation to the first $T_{1g}$ spectroscopic state, forbidden for the optimized geometry due to the Laporte rule (because the ground state is $A_{1g}$ and the dipole moment operator belongs to the $T_{1u}$ irreducible representation). Symmetry breaking along the six ungerade modes allows the transition to occur via vibronic coupling, also known as the Herzberg–Teller effect. After excitation to the $T_{1g}$ spectroscopic state, the molecule moves along the normal modes that have a nonzero gradient on this state. According to symmetry, these normal modes belong to the irreducible representations contained in the direct product $T_{1g} \times T_{1g}$ i.e., $a_{1g}$, $e_g$, and $t_{2g}$. The totally symmetric mode $q_{12}$ is the mode that has a nonzero gradient in every electronic state and therefore leads the molecular movement. Ungerade modes have zero intrastate couplings but can be active in coupling between singlet and triplet states. However, these oscillations get dampened faster using EDC, and after 100 fs, the final triplet population is lower by 10% with EDC than that without. At this point, we do not have a criterion to judge which simulation is better. Because EDC was originally designed to correct for overcoherence, we decide to take the dynamics with EDC as the first reference Ref, with which we shall start the first Hamiltonian loop (recall Figure 1).

The system at hand can be reduced both in the number of nuclear DOFs and/or in the number of electronic states. First, we shall investigate how to reduce the number of states up to an amount that can be handled by MCTDH, and afterward the number of DOFs will be decreased.

4.1. Reduction of Electronic States. In order to investigate whether all 200 mixed electronic states are necessary to describe the relaxation of $\left[\text{PtBr}_6\right]^{2-}$ in $\text{H}_2\text{O}$, the maximum amount of electronic population (square of the time-dependent coefficient) present during the Ref dynamics was screened for every diabatic state, allowing identification of states that were less frequently or not populated during the dynamics. Different cutoffs of this a posteriori population criterion have been employed to reduce the Hamiltonian. The results are shown in Figure 6, which collects populations and errors with respect to the Ref dynamics using different thresholds (0.01, 0.3, 1.2, 5, and 10%), which correspond to sets of $31S/30T$, $165/21T$, $65/11T$, $45/5T$, and $45/1T$ states, respectively) of the total maximum electronic state population in every state (all $m_i$ components of triplets of each state were summed). Using as a measure the deviation with respect to Ref focus on the collective evolution of all 50 singlets (dark blue) and all 50 triplets (red) summed together. Initially, both dynamics agree well, showing strong population oscillations

Figure 5 compares the SH dynamics with (a) and without (b) EDC using the full LVC Hamiltonian. For simplicity, we

![Figure 4.](image-url) (a) Histogram of vertical energies in the MCH picture calculated from the optimized geometry. The number of states in every 0.01 eV interval is shown on the y axis. (b) Density of states (DOS) of $\left[\text{PtBr}_6\right]^{2-}$ in the MCH picture, calculated from vertical energies calculated with the LVC model of the Wigner distribution of 1000 geometries. (c) LVC absorption spectra of $\left[\text{PtBr}_6\right]^{2-}$ calculated via excited-state calculations from an ensemble of 1000 geometries, either in the MCH (teal) or the diagonal representation (orange). The absorption spectra are compared to the experimental one of ref 49. (black). The excitation window is marked in gray.

Figure 5. LVC-SHARC dynamics using 50 singlets and 50 triplet states (50S/50T), with (a) and without (b) EDC. The time evolutions of the singlet and triplet states are depicted in blue and red, respectively—in light color for the actual states and in dark for the sum over all of the singlets and triplets states.
in the total population of singlet and triplet states, one can see that the Hamiltonian consisting of 6S and 11T states (39 electronic states) is a reasonably good compromise between accuracy and computational effort. Therefore, the first iteration in the Hamiltonian loop was exited with a Hamiltonian that was reduced by 161 electronic states.

As a MCTDH calculation with 39 states and all 15 normal modes is feasible, we use this calculation to provide a QD reference. The comparison of the QD results against the SH counterpart is shown in Figure 7. Interestingly, both populations agree very well during the first 20 fs but diverge afterward when the EDC starts to damped population from the triplet states back to the singlets. At this point, two scenarios are possible: Either the MCTDH dynamics shows quantum features that are not recovered by SH or the set of SH parameters is not ideally suited to describe the solvated [PtBr6]12− complex.

In order to investigate which of these possibilities holds, the parameter loop is entered. Accordingly, we now investigate the effect of decoherence and other SH parameters on this reduced Hamiltonian by changing the default set of SH parameters ("Default" in Figure 8), explained in the Computational Details section. Regarding decoherence corrections, we investigate the performance of the AFSSH method as well as the effect of not using decoherence correction at all ("No deco").

The global flux surface hopping scheme (GFSH) was tested to estimate the influence of superexchange on the dynamics, which is poorly accounted for in standard SH. Additionally, the influence of rescaling the kinetic energies after a hop along the NAC vector (E_{kin} NAC) and including the NAC vectors in the gradient transformation (Grad-NAC) were investigated. Figure 8 shows the population evolution in each case (panel a) as well as the differences against the reference QD calculation (panel b). Three different population behaviors are visible: (i) simulations using EDC and propagated in the diagonal picture (Default, E_{kin} NAC, Grad-NAC, and GFSH); (ii) results using other decoherence corrections excluding EDC propagated in the diagonal picture (No deco, AFSSH); and (iii) results coming from propagating in the spin-diabatic basis using EDC (MCH).

The group of dynamics in set (i) agrees nicely with the MCTDH reference during the first 15 fs. After this time, the populations start to diverge: the strong initial oscillations are damped, leading to a converged final singlet population of 70%, in contrast to the still oscillating MCTDH population that oscillates around a value of 55%. Inclusion of the NAC vectors in both the gradient transformation and the velocity rescaling results in almost identical dynamics. Changing the hopping algorithm to the GFSH variant only improves the final population by about 3% toward the MCTDH results.
Set (ii) of the calculations shows remarkably good agreement with the MCTDH reference, so that mild dephasing of the oscillations starts only after 70 fs and very similar final population values are obtained. Interestingly, the dynamics employing the AFSSH decoherence variant behaves identically to the simulations in the absence of any decoherence correction. This behavior is due to the moderate number of hops experienced by every single trajectory, which forces the current implementation of the AFSSH formalism to reset the auxiliary trajectories in every other state before they can diverge too far from the trajectory in the active state. Additionally, the observed dynamics occurs very coherently, as indicated by the agreement of the dynamics deprived of any decoherence correction with MCTDH.

The last branch, (iii), (MCH in Figure 8) shows the largest deviation from the MCTDH reference and starts diverging after a few fs, resulting in a dramatic overestimation of the ISC rate with a final singlet population of only 7%. This disagreement is due to the delocalized SOC present in the spin-diabatic representation in combination with the EDC. To gain some understanding of the reasons why this combination of input parameters fails in the present case, a more detailed look at the EDC is needed. In the EDC formalism, the electronic coefficients $c_{e}$ in all nonactive states are damped according to

$$
\begin{align*}
\epsilon'_{e} & = \epsilon_{e} f_{EDC} \\
\epsilon_{e} f_{EDC} & = \exp \left[ -\Delta E \left( \frac{1}{E_{\text{kin}}} + \frac{1}{E_{\text{kin}}} \right) \right]^{C}
\end{align*}
$$

where $\alpha$ is a nonactive state, $f_{EDC}$ is the final damping factor of the population in this state, $\Delta E$ is the absolute energy difference between the active state and state $\alpha$, $C$ is an input parameter given in units of energy, and $E_{\text{kin}}$ is the kinetic energy. The value of $f_{EDC}$ depends on two variables during a single simulation, which are $\Delta E$ and $E_{\text{kin}}$. The evolution of both of these parameters and the resulting damping factor for the electronic population in the initially excited state along a single trajectory are visualized in Figure 9. Panel (a) shows how the strong but delocalized coupling results in fast hops across the set of considered states. During each hop, conservation of total energy is enforced by rescaling the kinetic energy correspondingly, leading to a rapid change of both the kinetic energy ($E_{\text{kin}}$) and the energy gap ($\Delta E = E_{\text{kin}} - E_{\text{in}}$) between the currently active state (black) and the initially populated state (teal). The impact of these parameters on $f_{EDC}$ is depicted in Figure 9b: after the first hop to a low-lying triplet state, the population in the initially active state is dampened by a factor of about 0.93 during every time step, resulting in a cumulative damping of 60% due to the EDC before encountering the next hopping event. Hence, the EDC results in a very fast drain of the high-lying initial singlet population, which is in disagreement with the QD reference.

The results of the parameter loop can be summarized as follows: The choice of decoherence correction together with the choice of a good representation has the largest impact on the dynamics for this molecule. In particular, we found that the diagonal picture outperforms the spin-diabatic one, especially in the presence of EDC.

It is peculiar in the first place that the EDC has a detrimental influence on the dynamics as it results in a strong overall dampening. Accordingly, the best results are obtained when no decoherence correction is included. Although AFSSH gives the same results as using no decoherence correction, the latter was chosen as a preferred parameter in the parameter loop as it is conceptually easier to understand and imposes no additional cost as opposed to AFSSH. All other parameters, like changing to the GFSH, turning on the rescaling of kinetic energies along the NAC vectors after a hop, and taking the NAC vectors in the gradient transformation into account, were found to yield negligible differences. Even switching to the MCH basis yields only small deviations from the totally diagonal dynamics once no decoherence correction is used. We therefore consider that a first set of “quantum-based” SH parameters has been found and the parameter loop is finished. The SH parameters are those of the default setup, except for the decoherence correction, which is turned off as it provides much better agreement with the MCTDH dynamics. However, as the initial reduction of the states was based on a reference SH dynamics that used a different set of SH parameters, i.e., included EDC, a new reduction of the problem needs to be done starting from the SH calculation without EDC (cf. Figure 5b).

Accordingly, using the diabatic state population of this new Ref dynamics, the Hamiltonian loop is entered for a second time, starting from the full Hamiltonian with all of the electronic states. The results of this second iteration through the Hamiltonian loop are presented in Figure 10. In this case, a Hamiltonian with 16 singlets and 20 triplets states (76 electronic states) is deemed the best compromise. Using this number of states, a new converged MCTDH calculation is obtained to compare again against SH; see Figure 11. As can be seen, very good agreement between both dynamics is obtained during the first 40 fs, with some slight differences afterward. As the SH dynamics agrees well with the MCTDH reference dynamics, we consider the reduction of electronic states converged in this second iteration. At the same time, a set of quantum-based SH parameters has been obtained.

Now we turn our attention to understanding the role played by decoherence in the simulations of this complex by examining the reference MCTDH calculations. To this aim, we plot in Figure 12 the position expectation value of the totally symmetric mode ($q_{12}$) for the simulations including 6S/
11T (panel a) and 16S/20T (panel b) states. The q_{12} mode is by far the most active mode, having strong gradients for every considered state. Interestingly, these gradients show the same sign and almost the same magnitude in all of the states, resulting in similar initial movement of the wavepacket of every state in this mode. For this reason, all of the curves of Figure 12a overlap, indicating coherent movement in every electronic state and explaining why no decoherence correction is needed here, i.e., the electronic population transfer occurs coherently along this mode. Because this mode is the one that couples a large number of states and extends up to 8 units of normal mode coordinates, it is the most active normal mode and therefore responsible for most of the vibronic coupling between states. With the larger set of 16 singlet and 20 triplet states, the agreement between MCTDH and SH decreases (recall Figure 10). This deterioration is at least partially explained by Figure 12b. After 40 fs, two and later three groups of expectation values with different oscillating periods can be observed; this indicates that the wavepacket interference between parts located at different electronic states does not occur at the same time, suggesting the need for a decoherence correction, leading to the partial disagreement at and after 40 fs. This indicates that better decoherence correction models need to be developed.

In summary, the calculations suggest the following intermediate conclusions: (1) the lowest 16 singlets and 20 triplets seem to be sufficient to describe the ISC dynamics of \([\text{PtBr}_6]^{2-}\) in implicit H2O during the first 100 fs, and (2) no decoherence is necessary to run SH in full dimensionality in this system. With this information at hand, we now proceed to investigate how many nuclear DOFs are important for the early relaxation of the system.

**4.2. Reduction of Nuclear Degrees of Freedom.** As in this case we already have a reference MCTDH calculation, there is no further need to rely on SH calculations as a reference. Here we shall employ the sum of absolute \(\kappa\) and \(\lambda\) values associated with a given normal mode to investigate whether a particular mode is important, but any other criteria could be used instead. If both of these sums fall below the cutoff threshold, the corresponding normal mode is removed from the Hamiltonian. The threshold values of 1.05, 1.1, 1.175, 1.3, and 4 were chosen to subsequently reduce the set of normal modes by 3 in each iteration, resulting in 12, 9, 6, 3, and 1 normal modes. A complete list of the neglected modes and the MCTDH parameters employed is collected in Table 1.

Figure 13 shows the populations obtained from the MCTDH calculations with all 15 modes, 12, 9, 6, 3, and 1. Initially and during the first 10 fs, the dynamics is found to be almost identical in all cases, showing that the effect of nuclear movement is negligible on this time scale and electronic-driven ISC dominates.
Then, a gradual attenuation of the oscillations is visible in going from 15- (full-dimensional) to lower-dimensional cases. Having all of the normal modes available allows for faster internal vibrational redistribution of the energy, i.e., faster loss of coherence. Subsequently reducing the number of normal modes down to only three modes still results in total state population errors of 10% of the total population. However, when going down to one single normal mode (the totally symmetric $q_{12}$), one observes stronger population oscillations and a dephasing that sets in after 30 fs. This large deviation from the three-mode case is due to the nature of the mode: $q_{12}$ is the mode that contains the largest $\kappa$ values and, therefore, the initial gradients that the dynamics is subject to after excitation. However, while $q_{12}$ induces the largest movement with respect to geometric parameters, as is evident in Figure 12, it contains only a small set of $\lambda$ values. Therefore, the influence of $q_{12}$ on the total singlet population is rather small, although it is the mode that experiences the strongest displacement. It can be then concluded that the description of the initial dynamics occurring in solvated $[\text{PtBr}_6]^{2-}$ can be qualitatively described by three modes: the degenerate $q_{10}$ and $q_{11}$ modes (belonging to the $e_g$ irreducible representation) that give the largest Jahn–Teller interstate couplings, and $q_{12}$, which is essential to describe the movement of the molecule. Striving for quantitative agreement, one could yet consider that a good agreement in the population oscillations can be achieved using nine normal modes.

4.3. Intersystem Crossing Dynamics of $[\text{PtBr}_6]^{2-}$ in Water. Finally, this section is devoted to discuss the early excited-state dynamics of solvated $[\text{PtBr}_6]^{2-}$ using the optimized Hamiltonian of 165/20T states and a set of validated SH parameters. Initial excitation at about 3.1 eV leads to population of the first set of triple degenerate $T_{1g}$ states. From there, ultrafast electronic ISC occurs mostly uncoupled from the nuclear motion needing only three normal modes to describe the essential dynamics, as shown above. This electronic ISC is a concluding result from both the full-dimensional MCTDH calculations with 165/20T states and the SH calculation using no decoherence correction, both with 165/20T or 505/50T. During the first 100 fs, ISC results in a population transfer of 40% toward the triplet states. Experimental data for the complete dissociation mechanism followed by water association returned a quantum yield of about 40%,1 although it has been suggested that initial transfer toward the triplet states should yield almost quantitative population transfer.1,18

Our simulations show that the nuclear dynamics of the $[\text{PtBr}_6]^{2-}$ complex is governed by Pt–Br bond elongations that are mainly driven by the totally symmetric $q_{12}$ mode. Due to the inherent limitation of the LVC model, which approximates PESs by displaced harmonic oscillators, dissociation of Br is not possible. However, the concerted motion initiated in all of the trajectories toward dissociation is still apparent, as can be seen in Figure 14, which shows the Pt–Br bond that undergoes the maximum elongation for every trajectory. The maximum elongation of Pt–Br (about 2.72 Å) is reached at 85 fs. At this point, the harmonic nature of the potentials hinders dissociation and the bond length shortens again, so that the simulations cannot be considered reliable anymore. Longer simulations would require a nuclear Hamiltonian for MCTDH beyond the local harmonic approximation or on-the-fly SH simulations using a multiconfigurational method that includes statical electronic correlation.

5. CONCLUSIONS

A simple procedure to identify the essential electronic and nuclear DOFs of a system has been devised, profiting from a feedback loop between SH and QD simulations using a LVC method. The method is general and extendable to any analytical potential that can be used within quantum dynamics (in this case we use MCTDH) and to any criteria to reduce electronic states and/or normal modes. This approach could be used to provide a starting point for a reduced Hamiltonian to be treated with quantum dynamics. This model Hamiltonian should afterward be accordingly extended to account for effects that might not be recovered by a LVC Hamiltonian. Furthermore, our procedure is also able to provide the best set of parameters to run SH simulations based on a comparison with a quantum reference.

The reduction of electronic and nuclear DOFs is done as follows. First, SH dynamics simulations are carried out on the complete system with a particular choice of parameters. As the LVC Hamiltonian is analytical, solving the Newton equations of motion is done extremely efficiently, so that gradually nonpopulated electronic states are eliminated from the nuclear Hamiltonian until finding the optimal system that conserves the characteristics of the full-dimensional dynamics (in this case we look at the electronic populations) with the lowest number of DOFs. When this reduced system is found, a QD (e.g., MCTDH) calculation is performed and compared to the last SH dynamics to assess the validity of the SH parameters. Particular attention should be paid to decoherence corrections, the hopping algorithm, and velocity rescaling as we have recently shown that they can have a drastic effect on the outcome of SH.19 If a different set of SH parameters is found, the reduction step needs to be performed again because before it was based on the wrong choice of SH parameters. A further comparison with the quantum dynamics indicates if convergence is achieved. After finding the optimal reduced set of DOFs and optimal SH parameters, it is possible to refine the reduced system with a higher level of quantum dynamics simulations or to run full-dimensional on-the-fly SH dynamics simulations with better suited parameters.

In line with previous results from some of us,20 the present calculations emphasize that the SH parameters are not universally valid, and caution should be exerted. Better decoherence correction schemes should be developed. In the present example, employing no decoherence was best suited to describe ISC because this occurred without strong involvement of nuclear motion, but other systems could behave differently and will have different requirements. Given the large usability that SH has in the community in many different fields, the...
present method offers a simple way to validate a given choice of SH parameters. Here, the ultrafast ISC in the \( [\text{PbBr}_6]^{2-} \) in implicit water has been studied as a test case. This is a realistic system with many DOFs that a priori asks to involve a large number of degenerate and pseudodegenerate electronic states. Starting with 50 triplets and 50 singlets (200 coupled electronic states) and 15 nuclear DOFs described by a LVC model, we found that 16 singlets and 20 triplets and 9 nuclear DOFs are enough to describe the early ISC of the system after excitation to the \( T_1^g \) singlet manifold, without a considerable loss of accuracy. In particular, the early ISC of \( [\text{PbBr}_6]^{2-} \) is mainly an electronic process, and during the first 100 fs, there is no large effect of nuclear motion, as has been demonstrated in other transition metal complexes.\(^{52}\)
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Validating fewest-switches surface hopping in the presence of laser fields

Moritz Heindl and Leticia González
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ABSTRACT
The capability of fewest-switches surface hopping (FSSH) to describe non-adiabatic dynamics under explicit excitation with external fields is evaluated. Different FSSH parameters are benchmarked against multi-configurational time dependent Hartree (MCTDH) reference calculations using \textit{SO}_2 and 2-thiocytosine as model, yet realistic, molecular systems. Qualitatively, FSSH is able to reproduce the trends in the MCTDH dynamics with (also without) an explicit external field; however, no set of FSSH parameters is ideal. The adequate treatment of the overcoherence in FSSH is revealed as the driving factor to improve the description of the excitation process with respect to the MCTDH reference. Here, two corrections were tested: the augmented-FSSH (AFSSH) correction and the energy-based decoherence correction. A dependence on the employed basis is detected in AFSSH, performing better when spin–orbit and external laser field couplings are treated as off-diagonal elements instead of projecting them onto the diagonal of the Hamilton operator. In the presence of an electric field, the excited state dynamics was found to depend strongly on the vector used to rescale the kinetic energy along after a transition between surfaces. For \textit{SO}_2, recurrence of the excited wave packet throughout the duration of the applied laser pulse is observed for laser pulses (>100 fs), resulting in additional interferences missed by FSSH and only visible in variational multi-configurational Gaussian when utilizing a large number of Gaussian basis functions. This feature vanishes when going toward larger molecules, such as 2-thiocytosine, where this effect is barely visible in a laser pulse 200 fs long.

I. INTRODUCTION
Femtosecond time-resolved spectroscopy has progressed drastically throughout the past decades,
challenging the computational excited state dynamics simulations to explicitly include laser pulses. Following a laser excitation to some high-lying electronic state, a wave packet can evolve through different potential energy surfaces (PESs), ultimately deactivating to the electronic ground state by radiationless or radiative processes. The characterization of these dynamical processes requires the consideration of coupled nuclear–electronic motion, reaching beyond the Born–Oppenheimer approximation. If one also includes the interaction with the laser pulse, the ensuing excited state dynamics will be influenced according to the pulse amplitude and duration, thereby further challenging the calculations as compared to the case of dynamics in the absence of explicit external fields.

Even without explicit laser pulses, the exact quantum treatment of all degrees of freedom in non-adiabatic dynamics is a considerable burden for systems containing more than few atoms. From the large number of methods that proliferated,
the so-called mixed quantum–classical methods employ trajectories as basis functions, moving according to the classical laws of motion to describe the nuclei. Present in this category are the Ehrenfest,
ab initio multiple spawning (AIMS), or fewest-switches surface hopping (FSSH) dynamics. These methods show a favorable scaling with the molecular size at the cost of some quantum effects and thus accuracy in comparison to methods that more readily converge to the exact result like multi-configurational time-dependent Hartree (MCTDH), variational multi-configurational Gaussian (vMCG), or full multiple spawning (FMS). Contrary to Ehrenfest dynamics and AIMS, FSSH is not directly derived from first principles; instead, it is based on straightforward assumptions that allow a
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classical trajectory to describe movement and transitions within and between different electronic states. Although recent investigations employing exact factorization and the quantum–classical Liouville equation have shed light on the nature of FSSH and make clear the use of the non-adiabatic coupling (NAC) vector as the proper direction for adapting the nuclear velocities at a hopping event, a proper derivation of FSSH does not exist. Therefore, systematic improvements of the FSSH algorithm are scarce, and known issues, such as the inherent overcoherence, are treated by ad hoc corrections that while remedying the issue at hand in some test cases fail in others. The resulting abundance of the available options with different parameters to choose from—some of which should be more accurate while others aim to extend the applicability of this method to larger and more complex systems—both redeems and curses FSSH. On the one hand, an appropriate choice of parameters enables at least qualitative accuracy. On the other hand, most of these parameters are devised on one- or low-dimensional models, far away from reality, and, when applied in real systems, can dramatically affect dynamics.

The inclusion of explicit laser pulses in the Hamiltonian is straightforward in wave packet dynamical calculations, but due to the exponential scaling, such simulations are done only in reduced dimensionality. Extensions beyond are offered by modified versions of MCTDH, vMCG, ab initio multiple cloning, or AIMS, showcasing the capabilities of these methods to cope with this additional coupling taking into account many degrees of freedom. The implementation of explicit laser pulses in FSSH is also possible. However, recent comparisons of FSSH to exact quantum results have revealed a strong dependence on the chosen representation of the interaction with the laser pulse. Wrong representations were found to fail even for $H_2^{11,12}$ where only a set of Floquet states was able to correctly follow the trends of the quantum results. Similar shortcomings were found for the dissociation dynamics of LiF and for single and dual avoided crossing problems employing a set of Floquet states, showing that no general methodology could be devised so far to treat the coupling correctly. Overall, it seems that including a laser field into FSSH simulations provides an additional uncertainty as to which parameters are more suitable to use.

This paper is spurred on bridging recent investigations that highlighted errors present in FSSH and more apparently in the presence of laser fields and the more pragmatic aim of striving to increase the comparability with experimental data by including laser fields in realistic molecular studies. With this in mind, we use two model systems, SO$_2$ and 2-thiocytosine, to test the influence of different FSSH parameters dealing with decoherence, representations, and rescaling options of the kinetic energy after a change between PESs or a frustrated hop. These tests are conducted both using an explicit laser pulse to excite the system and the much more common approach of employing exact factorization with the nuclei coupled to a quantum propagation of the electronic wave function.

In Sec. III, Section IV describes the nomenclature employed and the methodological details. Finally, the numerical results are presented in Sec. V followed by the conclusions in Sec. VI.

II. FEWEST-SWITCHES SURFACE HOPPING BACKGROUND

Since its original formulation as an improvement to the existing surface hopping methodologies, FSSH has seen a multitude of adjustments to overcome some of its inherent limitations. The most severe ones concern energy conservation and the fact that a single independent classical trajectory is unable to describe branching and interference correctly. Instead, the whole wave packet is piggybacking on a single trajectory, resulting in a phenomenon termed overcoherence. In the following, a short overview of the FSSH methodology with its deficiencies and remedies is given to provide a background for the parameters that will be used in the subsequent dynamical simulations.

At the core of each FSSH scheme is a classical propagation of the nuclei coupled to a quantum propagation of the electronic wave function bound to the classical trajectory. In both cases, the propagation is based on a set of electronic states $|Φ_β(r,R)\rangle$ that are commonly obtained from solving the electronic Schrödinger equation. Surface hopping is not restricted to the adiabatic basis, and different sets of states can serve as a basis (see section below). For now, a general non-diagonal basis will be assumed although it has been argued that the adiabatic representation is most fitting for the FSSH methodology.

The electronic wave function $|Ψ(r,R,t)\rangle$ along each trajectory can then be written as

$$|Ψ(r,R,t)\rangle = \sum_α c_α(t) |Φ_α(r,R)\rangle,$$

where $c_α$ are the coefficients for each electronic state. Their time dependence is given by

$$ih \frac{dc_α}{dt} = \sum_α \left( H_{FSSH}^α(r,R,t) - \frac{∂}{∂R} h_{βα}(R) \right) c_α.$$

Here, $h_{βα}(R)$ is the non-adiabatic coupling (NAC) vector $\langle Φ_β(r,R) | \frac{∂}{∂R} | Φ_α(r,R) \rangle$ that indicates the change in the electronic wave function with variation of the nuclear coordinates. $H^α_{FSSH}$ is the matrix element of a complete Hamiltonian that contains any arbitrary coupling and can be written as

$$H^α_{FSSH}(r,R) = H_{FSSH}(r,R) - \tilde{μ}_{βα}(R) e(t) + H^{SOC}_{FSSH}(R).$$

The dipole operator $\tilde{μ}_{βα}(R)$ mediates coupling between states $α$ and $β$ with an external laser field $e(t)$, and $H^{SOC}_{FSSH}$ couples states of different multiplicity (here singlet and triplet states) via relativistic spin–orbit coupling (SOC). $H_{FSSH}(r,R)$ is the matrix element of the electronic Hamiltonian in the absence of laser and SO couplings. In the case of an adiabatic basis, $H_{FSSH}(r,R)$ equals zero for $α ≠ β$.  
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Contrary to the coefficients of the electronic wave function that can be distributed over multiple states at once and that will fluctuate across a simulation, the nuclei are restricted to move on only one of the PES in each time step, termed the active state. Non-adiabatic effects are included in FSSH simulations via instantaneous switches between PESs when the active state changes. Multiple algorithms to determine when the active state should be switched have been proposed—most of them adhering to the concept that the number of switches that occur during a simulation run of a single trajectory should be minimized, thus coining the term fewest-switches.\(^{32,40}\) Since a single trajectory is only able to follow one distinct nuclear rearrangement at a time, swarms of trajectories are employed to mimic a nuclear wave packet and obtain meaningful branching ratios or excited state deactivation times.

One of the flaws of FSSH can be readily seen in the use of a set of independent classical trajectories, which prevents the simulation of nuclear quantum phenomena such as tunneling or interference. The advantages of surface hopping, however, rely on its on-the-fly application as a time step in every trajectory only needs to evaluate properties that can be obtained from a single quantum chemistry calculation. The upside is that the algorithm itself scales well with the size of the system, only depending on the cost of the corresponding quantum chemistry calculation. As running FSSH simulations necessitates the calculation of multiple trajectories at once, but the independent trajectory approximation inherent to FSSH allows for all trajectories to be computed independently, it is trivial to parallelize.

**A. The choice of representation**

When performing FSSH simulations, different sets of electronic basis states—termed representations—are available. While exact wave packet quantum dynamics in a complete basis is invariant to the choice of representation, FSSH is not. The nuclei of each trajectory are propagated on the PES of the active electronic state, and thus, changing the definition of the electronic states will change the PES the nuclei evolve on and, in turn, the observed dynamics.

The most accessible representation is the so-called molecular Coulomb Hamiltonian (MCH)\(^ {32,40}\), in which no coupling between states of different multiplicity and no external field is considered. Solving the electronic Schrödinger equation with the MCH yields a set of diagonal and non-crossing states within each multiplicity. Additional coupling elements such as SOCs or external fields can then be included as off-diagonal elements in the MCH picture. This MCH set of states can be transformed to a new non-diagonal set of states by a diabatization.\(^ {48}\) The PES of diabatic states can be chosen to be smoothly varying and can cross without showing avoided crossings. For a polyatomic molecule, no unique diabatic transformation exists\(^ {44}\) and the transformation should be chosen as to minimize kinetic-energy coupling and retain a set of chemically relevant states obtained at a reference geometry or to other relevant observable. A third representation is the one considered in the surface hopping including arbitrary couplings (SHARC) approach:\(^ {32,44}\) here, the complete Hamiltonian H\(^ \text{MCH}\) with matrix elements H\(_{ij}\) as in Eq. (3) is diagonalized. In this completely diagonal picture (DIAG), the amount of small coupling regions is reduced in favor of more strongly coupled avoided crossings. In this work, this DIAG representation will include both coupling with an external field and SOC, although it is conceivable to include only one of those couplings in the diagonalization while keeping the other as off-diagonal elements.

A fourth representation that has been employed when it comes to include external fields is the Floquet representation.\(^ {32,45}\) In the Floquet representation, a set of time-independent states is obtained for a continuous wave by diagonalizing the Floquet Hamiltonian.\(^ {24,47}\) For each state in the original basis a set of infinite new states is created in the Floquet picture that represents the original PES shifted by \([-n, -n + 1, \ldots, n]\) times \(\hbar w\), where \(w\) corresponds to the frequency of the applied field. These surfaces are not simply shifted by this amount but show additional avoided crossings at the intersection of states with different photon numbers. Performing surface hopping simulations employing a reduced set of Floquet states has been shown to result in surfaces that can coincide with those obtained from exact factorization and thus give the best description for H\(^ 2\) in the presence of laser fields—a system where all other representations were found to fail. Floquet theory, however, is not guaranteed to give the best FSSH results\(^ {15}\) and is only exact in the regime of continuous external fields, breaking down in the regime of ultra-short few-cycle pulses. Thus, the Floquet representation will not be applied in the current work.

**B. Electronic decoherence**

A wave packet traversing a conical intersection branches into a part continuing on the upper state and another propagating on the lower state. The two parts can reach different regions of phase space or could interact at a later time.

When it comes to mixed quantum–classical simulation methods, description of a passage through a conical intersection is one of the most decisive steps. The FSSH formalism mimics the splitting of the wave packet into two parts while traversing a single conical intersection as a swarm of trajectories that split in two sets following one or the other state.\(^ {12}\) Interestingly, the challenge of FSSH to represent the quantum behavior does not lie on the hopping itself, but on the subsequent evolution. To picture this, we take a look at the evolution of a single trajectory. When passing through the strong coupling region, the classical trajectory will end up in one of two states, randomly selected based on the coupling strength. While the classical part of this trajectory is subject to a binary choice, namely which gradient the nuclei will follow, the electronic part tells another story. The propagation of the electronic coefficients leads to a ratio of state occupations that resembles the branching ratio of the complete wave packet at the conical intersection. This distribution of electronic occupations is necessary to ensure a binary hopping choice that resembles the real wave packet so that the swarm of trajectories undergoes a reasonable splitting although every trajectory has no information on any other trajectory. Following the conical intersection, every trajectory is subject to a discrepancy between the classical population (100% in the currently active state) and the electronic populations, which are a distribution between the two states involved in the strong coupling. Doing this, the electronic population of a single trajectory mimics both parts of the wave packet at once although the nuclear movement is dictated by the active state and therefore only reminiscent of this single branch of the wave packet. Dragging this “wrong” part of the wave packet
along is termed overcoherence. When another coupling region is encountered, there is interaction with both the “right” and the “wrong” parts of the wave packet and wrong hopping probabilities will be predicted, as the presence of this second part of the wave packet is nonphysical.

In the past decades, a plethora of modifications (decoherence methods) to the plain surface hopping have been presented to remedy overcoherence, i.e., trying to adapt the electronic populations in a more or less physical way to resemble the quantum dynamical results. In this work, we will work with two decoherence methods: the energy-based decoherence correction (EDC) and the augmented fewest switches surface-hopping (AFSSH). EDC is based on the simple assumption that the branched part of the wave packet in another state will dephase and move into another spatial part where the interactions between these two wave packet parts vanish. For a single trajectory, this means that electronic populations in non-active states should slowly decay because any branched part of the wave packet in another state will dephase and move into another spatial part where the interactions between these two wave packet parts vanish. This decay is realized by modifying the electronic populations \((p')\) of every non-active state in every time step via

\[
p'_i = p_i \cdot \exp\left(\frac{E_i - E_{\alpha} - E_{\beta}}{\hbar} \right),
\]

where \(E_i\) and \(E_{\alpha}\) are the energy of the \(i\)th non-active and the currently active state, respectively. \(E_{\beta}\) is the kinetic energy and \(C\) is a parameter commonly set \(0.1\) to \(0.1\). Any population that is reduced from non-active states is added to the population of the active state to keep the overall population constant. The modified populations \((p')\) are then used subsequently. The AFSSH mechanism is more intricate as it tries to track where any part of the wave packet in a non-active state is moving to. In every time step, gradients in the non-active states are collected and auxiliary trajectories propagated in those states. If the trajectories deviate too far or too fast from the active trajectory, the population in this non-active state is considered defephased and set to 0.

Both EDC and AFSSH decoherence corrections have been shown to improve dynamics over the case of using no decoherence correction at all in a set of test cases without including laser fields. The EDC has been applied to the excited state dynamics of LiF in the presence of different laser pulses, where no significant improvement over the basic FSSH algorithm without any treatment of the overcoherence was observed when compared to the exact quantum simulations. Yet, one should keep in mind that the presented decoherence corrections only explicitly tackle the problem of overcoherence but do not improve FSSH results when it comes to a wave packet recombination event. These recombination events can be important in very specific systems but have minor influence in most cases.

C. Energy conservation

Propagating a swarm of non-interacting trajectories raises an important issue when it comes to energy conservation throughout the dynamics. The total energy contained within the system should not change in the course of the dynamics. This energy can be distributed into kinetic and potential energy in all nuclear and electronic degrees of freedom. When a hop between PES occurs, the potential energy of the trajectory undergoes an instantaneous change because the active state is switched. This behavior would cause discontinuities in the total energy of the single trajectory and possibly even in that of the total ensemble. To ensure energy conservation of the total ensemble, one typically enforces total energy conservation along each individual trajectory. For this, every change in the potential energy of the trajectory induced by a surface hop is compensated by adapting the kinetic energy correspondingly. In Tully’s original prescription, only the nuclear momenta parallel to the NAC vector \(h_{\alpha}\) are rescaled. The use of the \(h\) vectors as the best possible option has subsequently been confirmed through work connecting the FSSH algorithm to the quantum–classical Liouville equation. In the case where NAC vectors are either unavailable within the employed electronic structure method or computationally limited, the gradient difference vector \(g\) can be used as a substitute,

\[
g_{\alpha\beta} = F_{\beta} - F_{\alpha},
\]

with \(F_{\alpha}\) and \(F_{\beta}\) being the gradient in the active state and the non-active state, respectively. It has been found that the differences between using \(h\) and \(g\) are negligible in the case of large nuclear momenta in some systems but become more apparent when these are small, highlighting the more rigorous derivation of the \(h\) vector to adjust the kinetic energy after a hop. An even more approximate method is to rescale the full nuclear momentum, which offers an intriguing simplicity where no additional properties need to be computed.

Hops to a lower PES result in an increase in the kinetic energy, while transitions to higher-lying PESs are accompanied by a reduction in the kinetic energy of the system. When trying to enforce any of the mentioned energy conservation procedures, a special case can be encountered if the FSSH algorithm wants to switch the active state to a higher energy PES, but the kinetic energy in the system is insufficient to bridge the energy gap to this PES. Such an attempt at hopping is rejected by most algorithms and fittingly coined as a frustrated hop. The presence of frustrated hops has been noted early on, and it was found that they are necessary to retain detailed balance within surface hopping simulations. However, the number of observed frustrated hops can vary significantly, depending on which of the rescaling schemes is employed. This is due to the different amounts of available kinetic energy in rescaling along \(h\) or rescaling along the full velocity vector. More energy is available in the full velocity vector, as the velocity component along the NAC vector is included therein. Using the full kinetic energy rescaling scheme, i.e., enlarging a system, e.g., by including additional non-interacting molecules at large distances, increases the total kinetic energy, thus enabling the possibility to jump to higher-lying states than when non-interacting molecules are absent. If rescaling along \(h\) is used, inclusion of additional non- or weakly interacting molecules has no or limited influence on the NAC vector, and thus, the same amount of energy as without the additional molecules is available for hopping to surfaces of higher energy. Rescaling along the NAC vectors has been found to give results that are in best agreement with quantum dynamics and is then treated as the preferred option when NAC vectors are available. Additional care has to be taken when
using the NAC vectors to adapt the nuclear momenta when a complex Hamiltonian is employed. In this case, additional measures have to be employed to guarantee a meaningful choice of the phase, which is not arbitrary anymore.17

Unfortunately, the concept of strict energy conservation throughout the dynamics does not hold in the presence of an external field, which stimulates absorption or emission of photons, adding or subtracting energy to the system. When an external field is applied, two options are available to deal with this flow of energy: one is to suspend the conservation of the total energy for the duration of the pulse, Then, the nuclear momenta will not be adapted at a surface hopping event, and the trajectory will be propagated on a different PES using the same nuclear momenta. Therefore, any changes in the potential energy are also found in the total energy. Another option is to find criteria to verify whether a hop is laser-induced. This can be realized by tracking the change in the electronic coefficients due to the laser coupling as opposed to changes in the coefficients due to NACs.20–22 Alternatively, one can set an energy interval around the center frequency of the external field, and if the energy gap at a hopping event falls within this interval, the hop is labeled field-induced and, thus, no rescaling of the velocities is performed.

III. REFERENCE METHODS

A. Multi-configurational time-dependent Hartree

Introduced in 1990, the MCTDH4,8,59,60 method is one of the most versatile methods to simulate non-adiabatic processes due to the inherent possibility to converge toward the exact solution. Briefly, MCTDH is based on an expansion of the wave function using a time-dependent basis of single-particle functions (SPFs), $|\varphi_s(t)\rangle$,

$$\Psi(q_1,\ldots,q_n,t) = \sum_{j_1=1}^{n_1} \cdots \sum_{j_n=1}^{n_n} A_j(1) |\varphi_j(1)(Q_1,t)\rangle \cdots |\varphi_j(n)(Q_n,t)\rangle$$

(6)

where the coordinates of $\Psi$ are $f$ explicit degrees of freedom ($q_j$), which can be combined to form a set of actual coordinates $Q_i$. Each $Q_i$ then represents one or more degrees of freedom at once in a process called “mode combination.” $A_j$ is a single Hartree product preceded by its corresponding coefficient $A_j$. Through the Dirac–Frenkel variational principle, the best suited expansion coefficients and SPFs can be determined directly for each time step. Therefore, MCTDH can be understood as a method that allows describing the evolving wave packet in a reduced number of basis functions for each time step, thereby minimizing the computational effort while maintaining a maximum amount of accuracy.

B. Variational multiconfigurational Gaussian

A drawback of MCTDH is that the SPFs themselves still use a static grid and the whole method therefore relies on a functional form of the PES. Subsequent, alternative formulations have been proposed, resulting in the development of the vMCG7–9 method, where frozen Gaussians are used as basis functions instead of SPFs.

In short, the wave function ansatz for $\Psi$ then reads

$$|\Psi(r,R,t)\rangle = \sum_i A_i^{(1)}(1) |\varphi_i^{(a)}(r,R)\rangle,$$

(7)

where the electronic wave function for a state $\alpha$, $|\varphi_i^{(a)}(r,R)\rangle$, is multiplied by a set of Gaussian basis functions (GBFs) $|\chi_j^{(a)}\rangle$ and time-dependent expansion coefficients $A_i^{(1)}$. As in MCTDH, the equations of motion can be derived variationally and result in the propagation of both the expansion coefficients and the parameters of the GBFs. The coupled motion of both the coefficients and the GBF parameters results in a “quantum” movement that goes beyond simple classical motion. Also similar to MCTDH, in the limit of infinite basis functions (SPFs for MCTDH and GBFs in vMCG), the complete space is covered in basis functions and the exact dynamics is obtained. The vMCG algorithm has the advantage that it can be employed in an on-the-fly fashion without relying on precomputed PESs.23

IV. COMPUTATIONAL DETAILS

A. Nomenclature

In order to distinguish between the different combinations of FSSH parameters employed in this work, the following short-hand notation will be used:

$$\begin{array}{l}
\text{REPRESENTATION} \quad \text{DECOHERENCE} \quad \text{FRUSTRATE HOOPS} \\
\text{MCH} \quad \text{AFSSH} \quad \mathbf{v} \\
\text{DIAG} \quad \text{EDC} \quad h \\
\text{NONE} \quad g \quad +
\end{array}$$

The possible options for each of the keywords are listed in Table I and explained as follows:

(i) Representation: two representations for the propagation are used, the MCH or the completely diagonal picture (DIAG) previously introduced in Sec. II A.

(ii) Decoherence: to correct for overcoherence, we use AFSSH or EDC (see Sec. II B). Additionally, the NONE option indicates that no decoherence correction is included.

(iii) Rescaling after a surface hop: for the treatment of velocity rescaling after a transition between states, we rescale the velocity vector after a hopping event along the full velocity vector ($v$), the non-adiabatic coupling vector of the involved states ($h$), or the gradient difference vector ($g$), or we do not rescale the momenta at all, therefore violating the energy conservation within each trajectory (none).

TABLE I. FSSH options employed for dynamics.

<table>
<thead>
<tr>
<th>Representation</th>
<th>Decoherence</th>
<th>Rescaling</th>
<th>Frustrated hops</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCH</td>
<td>AFSSH</td>
<td>$-v$</td>
<td></td>
</tr>
<tr>
<td>DIAG</td>
<td>EDC</td>
<td>$-h$</td>
<td>$-g$</td>
</tr>
<tr>
<td>NONE</td>
<td>$g$</td>
<td>$+g$</td>
<td>$+$</td>
</tr>
</tbody>
</table>
Using this notation, a FSSH setup in the diagonal representation, using the AFFSH decoherence correction and rescaling along the NAC vectors at hopping events and no reflection at frustrated hops would be denoted as $\text{AFFSH}^\text{diag}$. Note that not all combinations of these parameters result in stable setups for FSSH dynamics: for example, in the MCH representation, the non-adiabatic coupling vector $\mathbf{h}$ between singlet and triplet states is zero and therefore cannot be used as a direction to rescale the velocities along in simulations including singlet and triplet states. Apart from these incompatibilities, all possible combinations between options (i)–(iii) have been used. Throughout this work, a consistent pairing of the used vectors in (iii) and (iv) has been used: This means that when using the gradient difference vector in (iii), reflection of frustrated hops in (iv) cannot be conducted along $-\mathbf{v}$ or $-\mathbf{h}$ but has to occur along $-\mathbf{g}$. Using the option to not rescale the kinetic energy at all in (iii) leads to zero frustrated hops and is therefore only paired with "+" for the treatment of frustrated hops. The option "+" in (iv), however, can be paired with all rescaling vectors (iii) to shed light on the difference between dynamics where reflection takes place at frustrated hops compared to dynamics, where the same trajectory is not reflected at this point.

B. Error quantification

To quantify the difference between a reference MCTDH calculation and a FSSH calculation with a particular set of parameters, we define an error $\epsilon$ calculated as

$$\epsilon = \frac{\max_{\Delta t} \sum_{\tau} \sum_{i} |p_{\tau i} - p_{\tau i,\text{ref}}|}{\max_{\Delta t} \sum_{\tau} \sum_{i} |p_{\tau i}|} \quad (9)$$

where $\max_{\Delta t}$ is the final simulated time, $\Delta t$ is the employed time step, and $p_{\tau i}$ and $p_{\tau i,\text{ref}}$ are the populations of state $i$ taken from the investigated and the reference dynamics at time $\tau$, respectively. If the populations of the reference and the investigated dynamics are identical for all time steps, $\epsilon$ equals zero. The maximum value of this error is achieved only if for every time step of the dynamics, all of the population in the investigated dynamics is found in states that are not populated at all in the reference dynamics. For example, if all of the population in the reference dynamics is in state $a$, while the investigated dynamics always run in state $b$, the final error equates to $|p_{\tau a} - p_{\tau a,\text{ref}}| + |p_{\tau b} - p_{\tau b,\text{ref}}| + \sum_{n=1}^{\text{max}} (1 - 0) = 2$. The error is further split into contributions from the singlet and triplet states by summing the errors over all singlet ($\epsilon_{\text{sing}}$) and all triplet states ($\epsilon_{\text{trip}}$), respectively.

The error measure in Eq. (9) is not well suited to describe the error in the dynamics if a laser pulse is present: As mentioned above, the maximum error is 2, achieved if all the population is found in differing states for both the reference and the investigated dynamics. However, when we imagine an extreme case, where a weak laser excites only $1\%$ of the ground state population to higher-lying states in both the reference and the investigated dynamics, one would obtain a maximum error of 0.02 due to the agreement in the 99$\%$ of population staying correctly in the $S_0$ ground state. Therefore, we use two differently calculated errors for simulations that include laser fields in order to provide errors that can be compared to errors from dynamics without a laser field: First, the deviation in the ground state population ($\epsilon_{0}$) is calculated according to Eq. (9) only using the ground state population; this will indicate the capability of a given set of FSSH parameters to describe the initial excitation process. To factor out the differences in the excitation process itself from the subsequent excited state dynamics, the error in the excited state populations ($\epsilon'$) is calculated using a renormalized excited state population. This is done by renormalizing the population in the excited states in every time step to 1 for both the reference and the FSSH dynamics, yielding $\epsilon'$ (the superscript thus indicates the renormalization within this error measure),

$$\epsilon' = \frac{\max_{\Delta t} \sum_{\tau} \sum_{i} |p_{\tau i} - p_{\tau i,\text{ref}}|}{\max_{\Delta t} \sum_{\tau} \sum_{i} |p_{\tau i}|} \quad (10)$$

To avoid numerical instabilities where the denominator in $\frac{p_{\tau i}}{p_{\tau i,\text{ref}}}$ or $\frac{p_{\tau i,\text{ref}}}{p_{\tau i}}$ is close to zero, $\epsilon'$ is only calculated for time steps where the $S_0$ populations in both dynamics are below 0.98.

To compare the diabatic MCTDH (also vMC populations) to FSSH populations and to obtain diabatic populations for FSSH dynamics that contain both information about the distribution of active surfaces and the corresponding electronic populations at the same time, the methodology applied in Ref. 62 has been employed.

C. Dynamical propagations

The FSSH simulations have been carried out with the SHARC program suite using pySHARC to drastically reduce I/O overhead. A set of 1000 nuclear initial conditions obtained from a ground state Wigner sampling is used for both SO$_2$ and 2-thiocytosine. The simulations employed a time step of 0.5 fs for the nuclear propagation in the field-free case and a nuclear time step of 0.05 fs in the presence of an external field. The electronic wavefunction is propagated in a locally diabatic basis with nuclear time steps of 0.02 and 0.002 fs in the field-free and field-including case, respectively. The reduction of step size when including an electromagnetic field is necessary to capture the rapidly oscillating field.

As explained above, various FSSH options and modifications will be tested and compared to reference quantum dynamical results. Note, however, that the representation in which FSSH is performed is never the purely diabatic representation of the linear vibronic coupling (LVC) model (see below). Two different sets of initial electronic coefficients have been employed: For the simulations without an explicit laser field, the initially active electronic state at the start of the FSSH dynamics is set to the MCH state that has the largest overlap with the diabatic bright state of SO$_2$ and 2-thiocytosine for each initial condition. After setting the initial electronic state, the
electronic coefficients are adapted correspondingly so that the initial electronic population at the start of the dynamics amounts to 1 for the diabatic bright state. This methodology represents an instantaneous excitation of the complete ground state wave packet to a single diabatic bright state, as it would follow an ideal instantaneous δ-pulse. For simulations in the presence of a laser field, the initial electronic state was set to the lowest energy state, and no modification of the initial electronic coefficients was done.

The QUANTICS package has been employed to run MCTDH and vMCG dynamics. In MCTDH, the Adams–Bashford–Molton predictor–corrector integrator of sixth order and the multi-set formalism have been used. Convergence of MCTDH dynamics was deemed to be reached if both of the following criteria have been met: First, the weight of the last SPF assigned to a degree of freedom did not exceed a value of 0.001 and, second, the number of grid points in a mode was taken to be sufficient if it was larger than \((n) + 3 \cdot (dh)\) for all states and time steps, where \((n)\) and \((dh)\) are the position expectation value and the corresponding standard deviation, respectively.

vMCG calculations were run in a single-set formalism, which was found to be computationally more efficient than the multi-set formalism and converged faster to the MCTDH results as well, which is in line with previous observations. Integrals between Gaussian wave packets have been calculated up to fourth order. The Runge–Kutta integrator of fifth order has been used. The number of considered Gaussian basis functions in vMCG ranged from 10 to 100. For both vMCG and MCTDH, initial conditions were obtained by populating the vibrational ground state of the lowest-energy electronic state of all normal modes considered. In simulations without an external field, this initial wave packet was set to start in the diabatic bright state, while for simulations in the presence of an external field, no additional steps were taken. The input and operator files used can be found in the supplementary material.

All FSSH, MCTDH, and vMCG simulations were run for 400 fs.

D. Definition of the laser pulse

The coupling with the external field is described within the semi-classical dipole approximation and can be written as \(-\mu_{\text{p}}(\mathbf{r}) \mathbf{e}(t)\), neglecting any further interaction terms. The pulse has a Gaussian shape, defined as

\[
e(t) = e^{\gamma} e^{\eta} \cos(\omega_{t}(t - \tau_{0}) + \eta) \exp \left[-4 \ln 2 \left(\frac{t - \tau_{0}}{\tau_{p}}\right)^{2}\right],
\]

with field amplitude \(e^{\gamma}\), carrier frequency \(\omega_{t}\), carrier envelop phase \(\eta\), and pulse duration \(\tau_{p}\) equivalent to the full width at half-maximum (FWHM). We assume a linearly polarized pulse along the x-direction (\(e_{z} = x\)) of the transition dipole moment and a phase \(\eta = 0\). The frequency is set to be in resonance with the brightest state of the corresponding molecules: 4.49 eV for SO2 and 3.92 eV for 2-thiocytosine. Seven different values for \(\tau_{p}\) are used with the corresponding centers of the pulse (\(\tau_{0}\)) in parentheses: 2 fs (\(\tau_{0} = 10\) fs), 10 fs (\(\tau_{0} = 30\) fs), 17 fs (\(\tau_{0} = 40\) fs), 30 fs (\(\tau_{0} = 70\) fs), 50 fs (\(\tau_{0} = 90\) fs), 100 fs (\(\tau_{0} = 140\) fs), and 200 fs (\(\tau_{0} = 200\) fs).

The field amplitude of the laser field for a given \(\tau_{0}\), \(e^{\gamma,\eta}_{\text{p}}\), was varied for different lengths of the laser pulse according to \(e^{\gamma,\eta}_{\text{p}} = e^{\gamma}_{\text{p}} \cdot \sqrt{\frac{\tau_{p}}{\tau_{0}}}\). In this way, the pulse energy (area of intensity throughout the pulse duration) for different laser pulse lengths is kept constant. The pulses with a \(\tau_{0}\) of 17 fs serve as reference pulses for the determination of the field amplitudes for other pulse lengths and were set to \(e^{\gamma,\eta}_{\text{p}} = 0.03\) a.u. (15.44 GV/m) for SO2 and \(e^{\gamma,\eta}_{\text{p}} = 0.01\) a.u. (5.15 GV/m) for 2-thiocytosine. Using these amplitudes, about half of the \(S_{0}\) population in the FSSH simulations was excited in both molecules, which was deemed a good tradeoff between minimizing non-linear behavior and Rabi-oscillations while still exciting enough population in FSSH to yield reasonable statistics.

E. LVC model

The PES employed for the dynamical simulations are parameterized using a linear vibronic coupling (LVC) model. Vibronic coupling models are diabatic representations of the electronic states close to a reference point and capable of describing dynamics and conical intersections close to the reference point. A suitable reference point capable of describing interactions with all excited states directly after initial photoexcitation is the ground state equilibrium geometry. The spatial dependence of the excited states is then cast into mass-frequency scaled normal mode coordinates using the normal modes of the ground state as a basis. When truncating this Taylor expansion at first-order, only linear terms that depend on a single normal mode displacement \(Q_{i}\) are obtained, resulting in

\[
H_{\text{LVC}} = H^{(0)} + W^{(1)},
\]

where \(H_{\text{LVC}}\) is the diabatic LVC Hamiltonian and \(H^{(0)}\) contains the zero-order harmonic potential approximations to the PES

\[
H^{(0)} = V_{0}I_{0} = \sum \frac{h\omega_{i}}{2} Q_{i}^{2},
\]

Here, \(V_{0}\) is the harmonic ground state potential along every normal mode \(i\). The first order terms in \(W^{(1)}\) are state-specific and consist of electronic energy shifts \(\epsilon\), intrastate gradients \(\kappa\), and couplings between two states \(\lambda\),

\[
W^{(1)} = \sum \epsilon_{m}, \sum \kappa_{i} Q_{i}, \sum \lambda_{i} Q_{i},
\]

Truncating the Hamiltonian after the first-order terms results in a rather crude PES able to accurately capture the form of potential only near the reference point. Parameters for the systems investigated here were taken from Ref. 64, which also demonstrates that the LVC approximation is able to reproduce the main characteristics of the corresponding on-the-fly dynamics. Note that all spin orbit coupling elements entering the employed LVC model Hamiltonian have no imaginary parts.

For use in the remainder of the work, the diabatic states and properties were transformed to either the MCH or completely diagonal representation during the propagation.
V. RESULTS AND DISCUSSION

A. SO2

The excited state dynamics of SO2 after irradiation has been extensively investigated in the past decade, illustrating a complex interplay between singlet and triplet states.28–71 In this work, we use a LVC Hamiltonian that contains four singlet and three triplet states obtained with multi-reference configuration interaction including single excitations, which is able to reproduce the main features of the full-dimensional excited state dynamics.13 In order to find an optimal set of surface hopping parameters able to describe the excited states dynamics of SO2 in the presence of an explicit laser pulse, we first validate different parameter sets for the ensuing excited state dynamics in the absence of the laser field.

1. SO2 dynamics in the absence of a laser field

To simulate the non-adiabatic dynamics of SO2 without an explicit laser pulse excitation, the ground state nuclear wave packet is vertically placed in the bright 1B1 state. Figure 1 shows the results obtained with MCTDH, vMCG, and FSSH dynamics. The MCTDH dynamics [Fig. 1(a)], which will serve as a reference throughout, shows ultrafast population transfer from the initially populated 1B1 state to the 1A2 state. Within the first 50 fs, there is almost complete depletion of the 1B1 population, which then oscillates on par with that of the 1A2 during the rest of the propagation. This oscillatory behavior is due to the closeness of the respective minima in both energy and phase space. Therefore, only limited stabilization of one diabatic state with respect to the other can take place, resulting in the repeating pattern that gets more complex over time. During the first 400 fs, about 10% of the population crosses to the triplet manifold, where the 1B2 state is populated almost exclusively—in line with the also MCTDH simulations performed on ab initio potentials by Lévêque et al.26

The vMCG dynamics using 75 GBFs [Fig. 1(b)] show only small differences compared to the MCTDH reference. The excellent agreement of the vMCG singlet populations with the MCTDH ones illustrates the strength of the method. The oscillating behavior between the 1B1 and the 1A2 states is well reproduced, with minor deviations at later times. The differences in the triplet states, however, are more pronounced. There is a continuous transfer to the triplet states, mostly to the 1B2 state, which is not observed in the MCTDH dynamics in which the population in this state stagnates after 250 fs. To quantify the differences between vMCG and MCTDH dynamics, we calculate the error ε following Eq. (9). This results in the average deviation between the reference populations and the dynamics in question in each time step. The so-derived error is ε = 0.069 and it is attributed almost equally to the 1B1, the 1A2, and the 1B2 states. Increasing the number of used GBFs is expected to decrease the error until convergence toward the exact result (see Sec. SI C of the supplementary material for the ε values for simulations using different numbers of GBFs).

The FSSH simulations yield different results depending on the choice of the parameters discussed above (representation, decoherence correction, rescaling of the kinetic energy after a hopping event, and reflection of the kinetic energy after a frustrated hop). For the sake of brevity, we show in Fig. 1(c) only the populations for a single parameter set 154, 144102-8

The FSSH dynamics start with a similar transfer between the 1B1 and the 1A2 state, matching the time needed for this transfer. However, after the initial 50 fs, the oscillatory transfer between both states is far less pronounced than it was in MCTDH. The damped oscillations in FSSH follow the general trend of the MCTDH populations, with a slow decline in 1A1 population at later times. The triplet state population is reminiscent of the vMCG dynamics with a continuous transfer to the 1B2 state. The error associated with this simulation gives ε = 0.248, with the damped oscillations and the transfer to the 1B2 state being the main sources of error. Unsurprisingly, FSSH has a larger error than vMCG (approximately three times larger).

In order to investigate the influence of different FSSH parameters, all sensible combinations of parameters according to Sec. IV A have been used to run FSSH dynamics. Figure 2 collects all the deviations against the MCTDH reference for each set. See Tables...
The calculated $\varepsilon$ values for each set of surface hopping parameters employed for the simulation of SO$_2$ represented by a stacked histogram combining errors that fall into bins of size 0.015. The contribution of each parameter toward the histogram is colored correspondingly. The dashed lines represent the average error associated with the identical colored parameter for the given panel. Each row displays the contribution of all parameters associated with a specific setting, as indicated in the label. The left panel shows the combined error ($\varepsilon$) running over all states, while the middle and right panels display the calculated error over singlet ($\varepsilon_{\text{sing}}$) and triplet states ($\varepsilon_{\text{trip}}$), respectively.

SI–SIII of the supplementary material for a list of all obtained $\varepsilon$ values.

The $\varepsilon$ ranges from 0.240 to 0.383, meaning that an unsuitable combination of surface hopping parameters can increase the error with respect to the best possible set by 50%. Each column of Fig. 2 gives the stacked error summed over all the states, singlet and triplet states, respectively, while each row depicts the influence of a particular option in the FSSH algorithm.

When comparing the influence of the representation on the errors, it is found that using the MCH representation gives smaller deviations than its completely diagonal counterpart. While this does not hold for $\varepsilon_{\text{sing}}$, where the average errors obtained using either representation are almost identical, big differences can be observed in $\varepsilon_{\text{trip}}$: all MCH simulations yield an almost identical error, while only half of the simulations employing the diagonal representation yield comparable errors. The difference observed in the average error due to the representation is therefore due to the better performance of the MCH representation to describe the triplet state populations. The decoherence correction inflicts very small differences among the three different parameters investigated. However, the FSSH dynamics on the investigated SO$_2$ model system is very sensitive to the choice of the vector along which rescaling of the kinetic energy should be conducted. Here, two clear favorites emerge, of which rescaling along the total velocity vector outperforms the crude option of not changing the velocities at all after switching to the active state. Yet, both of these parameters are found with significantly smaller average error than rescaling along the non-adiabatic coupling vector ($h$) or the gradient difference vector ($g$), which gives the highest average error of all investigated options for all parameters. The bad performance of the $h$ and $g$ parameters is mainly due to the triplet states, where they are the cause for almost all large deviations from the MCTDH reference. This is surprising, as adapting the kinetic energy along the NAC vectors was considered the option closest to real quantum dynamics, both from a theoretical point of view and in a set of practical applications. A possible explanation is that choosing to rescale along $h$ or $g$ significantly reduces the amount of available kinetic energy that can be used to reach a higher-lying surface, as compared to the option of rescaling along the complete velocity vector and, of course, the option of not adapting the energies at all. When comparing the number of successful and frustrated hops for two sets of parameters that differ only in the rescaling vector, e.g., $v$ and $g$, a total of 3629 executed vs 3833 frustrated hops is found for MCH$^\text{EDC}_v$, while 7484 hops against only 1041 frustrated hops are found for MCH$^\text{EDC}_g$. 

FIG. 2. Calculated $\varepsilon$ values for each set of surface hopping parameters employed for the simulation of SO$_2$ represented by a stacked histogram combining errors that fall into bins of size 0.015. The contribution of each parameter toward the histogram is colored correspondingly. The dashed lines represent the average error associated with the identical colored parameter for the given panel. Each row displays the contribution of all parameters associated with a specific setting, as indicated in the label. The left panel shows the combined error ($\varepsilon$) running over all states, while the middle and right panels display the calculated error over singlet ($\varepsilon_{\text{sing}}$) and triplet states ($\varepsilon_{\text{trip}}$), respectively.
on the complete set of 1000 trajectories. Thus, the higher available kinetic energy in the complete kinetic energy vector enables a lot of jumps that are otherwise forbidden when the non-adiabatic coupling or the gradient difference vector for rescaling is used. This increased number of frustrated hops might account for the discrepancies detected when rescaling the velocities along $h$ or $g$, despite the fact that these options are both more physically sound and should have resulted in better adapted velocities after a successful hop than the full velocity vector or not rescaling the velocities at all. A possible remedy is the use of a modified FSSH algorithm that employs a time-uncertainty scheme, which can allow hops otherwise forbidden—as proposed by Truhlar and co-workers. We noted that switching to the diagonal basis increases the total number of observed hops drastically (39 908 for $^{\text{DIAG}}\text{EDC}_g$ and 41 738 for $^{\text{MCH}}\text{EDC}_g$) due to the presence of more trivial and avoided crossings, as the triplet states are split into their respective components. Although the total number of hops increases in the diagonal picture, the amount of frustrated hops stays on a comparable level, with 4664 frustrated hops ($^{\text{DIAG}}\text{EDC}_p$) and 859 ($^{\text{MCH}}\text{EDC}_p$). This might shed some light on why the largest errors are associated with using either of the two decoherence corrections in the diagonal representation along with rescaling the kinetic energy after a hop along $h$ or $g$, as an increased number of hops slows down both types of decoherence corrections. In general, for the treatment of frustrated hops, reflection of the full velocity vector results in the lowest average error. As this option is always tied to using the full velocity vector for estimating if sufficient kinetic energy is present, which is the largest amount of available energy apart from not rescaling the energy at all, the number of frustrated hops is very low in these dynamics. The notion that “few frustrated hops equal better agreement between populations” is reinforced when realizing that most best-performing sets did not reflect frustrated hops at all. However, combinations of rescaling along $h$ or $g$ with a complete neglect of frustrated hops gave the highest disagreement for singlet and triplet populations, showcasing that a correct treatment of frustrated hops is needed in these cases.

The findings can be summarized as follows: (i) The MCH picture results in a stable description of the triplet population. (ii) No real favorite decoherence correction emerges. (iii) Rescaling along one of the physically more sound options, $h$ or $g$, results in lower deviations from the MCTDH dynamics, especially when paired with the parameter of not reflecting frustrated hops. Good results were achieved when using $v$ for rescaling the kinetic energy combined with a continuation along the current velocity when encountering frustrated hops. (iv) A very bad combination of parameters for the description of the triplet states emerges in the form of using a decoherence correction in the diagonal representation and rescaling along $h$ or $g$ using non-reflected frustrated hops.

2. $\text{SO}_2$ dynamics in the presence of a laser field

In the presence of a laser field, both the excitation and the subsequent excited state evolution of the population are influenced by the laser pulse. We shall investigate both processes separately, starting with the excitation process itself. The effect of applying longer pulses to excite population from the $^1\text{A}_1$ ground state is shown in Fig. 3. Before discussing the details of the observed trends, note that laser pulses of different lengths employ different field amplitudes $\mathcal{E}_0^p$ [see Eq. (11)] to carry the same total energy.

Within MCTDH, three different dynamical regimes are observed: (i) the shortest pulse ($t_p = 2$ fs) excites around 30% of the population to higher-lying states, (ii) laser pulses with a $t_p$ between 10 and 50 fs excite about 55% of the population, and (iii) very long pulses beyond a $t_p$ of 100 fs induce a diverging behavior, where the ground state is repopulated at later times where the laser is still active. The reduced excitation in the dynamics including the very short $t_p = 2$ fs laser pulse is due to the fact that the pulse carries only few cycles. This results in a higher uncertainty for the energy, and interference effects are increased as the amplitude of the laser field ($\mathcal{E}_0^p$) is adapted to pack the same amount of energy as the longer pulses in this short laser pulse. When comparing the excitation process of the $t_p = 10$ fs laser pulse to the $t_p = 17$ fs, $t_p = 30$ fs, or...
As the lasers up to \( t_p = 50 \) fs are too short in time to be still active when the wave packet returns, the excitation follows the observed pattern. Only when going beyond this, a disturbance in the excitation pattern due to this effect is observed. To further support this argument, a complex absorbing potential (CAP) has been employed in the MCTDH calculations that destroys the excited state wave packet once it leaves the Franck–Condon region after initial excitation, thus hindering a possible return. Indeed, as shown in Fig. 3(b), the \( S_0 \) populations do not show this interference term anymore. Instead, the laser pulse induces a 55% \( S_0 \) population inversion.

Figure 3(c) demonstrates that vMCG dynamics is in extremely good agreement with MCTDH for laser pulses up to \( t_p = 50 \) fs. Therefore, for short to medium laser pulses, vMCG is able to capture the most important parts of the excitation process induced by explicit laser pulses. However, for longer laser pulses, vMCG deviates strongly from the MCTDH reference as the behavior due to the interference with the returning wave packet observed for the \( S_0 \) population of the \( t_p = 100 \) and \( t_p = 200 \) fs lasers is not reproduced.

Conducting the same pump–probe laser sequence dynamics as for MCTDH using two \( t_p = 2 \) fs pulses resulted in a perfect agreement between the vMCG and the MCTDH dynamics [see Fig. 4(b)]. This shows that vMCG is well suited to describe the additional interference in the pump–probe setup, especially considering that only 50 GBFs were necessary for agreement. However, in simulations employing long laser pulses with \( t_p = 100 \) and \( t_p = 200 \) fs, vMCG does not capture the interference that was observed in MCTDH. In these cases, the used GBFs are spread too thin, as the vMCG algorithm tries to describe the complete distributed excited state wave function at once—a much more difficult task than tracking the single excited state wave packet created in the pump–probe setup. Exploratory calculations employing larger numbers of GBFs indicated that the reversal of the population flow occurring for the \( S_0 \) population of the \( t_p = 200 \) fs dynamics needs more than 125 GBFs to be even visible. Unfortunately, calculations using this and larger number of GBFs could not be converged.

When comparing the MCTDH and vMCG dynamics to the FSSH dynamics using the \( \text{DAG}_{\text{EDC}} \) set of parameters [see Fig. 3(d)], a general underestimation of about 5%–10% in the amount of excited population is observed for laser lengths up to \( t_p = 50 \) fs. The reduced amount of excitation is mainly due to the employed decoherence correction. Different from other decoherence corrections such as AFSSH, the EDC acts instantaneously, meaning that in every time step of the simulations, the electronic coefficients of non-active states will be damped and the coefficient of the active state increased. During the excitation process, the applied external field will periodically and continuously increase the electronic coefficient of excited states and decrease the coefficient in the ground state, thus enabling the chance for the trajectory to perform a surface hop. The EDC therefore directly counteracts the influence of the laser field, resulting in a lower amount of excited population. Interestingly, applying the same amount of energy over a longer time did not decrease the performance of the EDC correction further. Similar to vMCG, the \( S_0 \) populations in FSSH do not show any significant irregularities when moving to the \( t_p = 100 \) fs and the \( t_p = 200 \) fs lasers and instead correspond closely to the populations observed in MCTDH when employing a CAP.
A screening for all combinations of surface hopping parameters considered in Sec. V A 1 has been conducted using the 30 fs laser pulse, where no additional interference due to the recurrence of the wave packet is observed. Note that the total calculated error with respect to the reference MCTDH dynamics is now split into an error in the $S_0$ population, $\varepsilon_{S_0}$, calculated according to Eq. (9), while the error in the excited states, $\varepsilon'$, is calculated using renormalization following Eq. (10). $\varepsilon'$ is again split up into the contributions of singlets and triplet states. The total calculated error is then just the sum over these three contributions: $\varepsilon = \varepsilon_{S_0} + \varepsilon_{S_{\text{sing}}} + \varepsilon_{S_{\text{trip}}}$. All calculated $\varepsilon$ values for all states, the $S_0$, the excited singlet state, and the excited triplet state, are presented in Fig. 5 and listed in Tables SIV–SVII. A very flat distribution of error values is observed for the total error ranging from 0.265 to 0.462, showing an increase in overall error by 75% for the worst set of parameters with respect to the best set.

First, the capability of the different parameters to describe the initial excitation is discussed. When investigating the influence of the representation on $\varepsilon_{S_0}$, the MCH picture is found to be better on average than the diagonal counterpart.

Regarding decoherence, the EDC performs best on average, giving very similar deviations from the MCTDH populations, irrespective of the chosen representation. This consistently good performance is rather surprising following the observations above as the EDC in general leads to an underestimation of the excited population due to its instantaneous nature. However, the ability to converge fast toward a trajectory that no longer contains considerable electronic $S_0$ population after the initial excitation is found to be beneficial here. This lowered population in the $S_0$ of an already excited trajectory reduces the chance of stimulated emission and therefore increases the overall agreement with the MCTDH reference. The use of AFSSH is found with a higher average error than the EDC. All sets of parameters that use AFSSH paired with the MCH representation result in a $\varepsilon_{S_0}$ between 0.058 and 0.076 and therefore show the lowest $\varepsilon_{S_0}$ values. However, when using AFSSH in combination with the diagonal representation, the errors essentially double to a range of 0.123–0.136, showing a strong sensitivity with the representation. Such differences are not observed in the more robust EDC, indicating that the diagonal representation is interfering with the AFSSH algorithm in $SO_2$.

Using no decoherence correction at all is associated with very bad agreement throughout all considered sets of parameters. This indicates that the correct decay of the ground state electronic

---

**FIG. 5.** Calculated $\varepsilon$ values for each set of surface hopping parameters employed for the simulation of $SO_2$ represented as a stacked histogram, combining errors that fall into bins of size 0.015. The contribution of each surface hopping parameter toward the histogram is colored as indicated. Dashed lines represent the average error associated with the identical colored parameter for the given panel. Each row displays the contribution of all parameters associated with a specific setting, as specified. The left-hand side panel shows the combined error running over all considered states. The next panel shows $\varepsilon_{S_0}$. The remaining columns show the $\varepsilon_{S_{\text{sing}}}$ and $\varepsilon_{S_{\text{trip}}}$ values. Note that all excited state populations have been renormalized to 1 in every time step for MCTDH and each FSSH simulation [see Eq. (10)].
The coefficient plays a crucial role once the trajectory is excited. The performance in the absence of a treatment for the inherent over-coherence is slightly increased in the MCH representation and worsened in the diagonal one.

The different parameters for rescaling the kinetic energy after a hop and treating frustrated hops yielded almost identical averages. Indeed, this behavior is expected as these options manipulate the excited state dynamics after the initial excitation has occurred and are therefore of limited importance to the excitation process itself.

We now analyze the dynamics in the excited states and see that a much more compact error distribution in error values is observed for the renormalized $\epsilon_{\text{ren}}$ as compared to the dynamics in the absence of a laser field. Almost all parameters give identical averages, with these averages also being smaller than those for the dynamics without the laser field. The lower average errors are mostly due to loss of the fine structure of the population curves in the $B_1$ and the $A_2$ states: This fast and strongly oscillating behavior of the excited state populations depicted in Fig. 1(a) was one of the major sources of disagreement between MCTDH and FSSH, with FSSH predicting more damped oscillations. Applying a long laser pulse completely changes the observed picture, as the starting point of the dynamics in the excited states is now distributed across the duration of the complete laser pulse, as shown in Fig. S1 of the supplementary material. The delayed excitation results in a smearing of the transfer between the $B_1$ and the $A_2$ states that now show a simple oscillating behavior without a fine structure. This behavior is easier to reproduce using FSSH, which also profits from the very forgiving nature of using populations to calculate the deviation from exact quantum dynamics. For the triplet states, all parameters that were found to increase description of triplet states in the simulations without explicit laser fields are also found to be the dominating factors in the presence of laser fields. Hence, the MCH representation gives significantly improved results over the diagonal representation for the triplet state populations too. The EDC is associated with higher errors in the triplet populations than using no decoherence correction or AFSSH. For rescaling the energies after a hopping event and the treatment of frustrated hops, the velocity vector is the most prominent option followed by the complete neglect of adapting the kinetic energies.

Altogether, we find that an appropriate choice of the decoherence correction together with a compatible representation is the driving factor to capture the excitation process correctly. The EDC emerged here as a rather robust variant, while AFSSH was found to perform better in the MCH basis. For the remaining dynamics, the MCH basis was found to improve agreement for the triplet populations with the MCTDH reference. Additionally, using the $h$ and $g$ vectors to rescale or reflect the velocity vector along after a real or frustrated hop was found to give larger deviations with respect to the reference.

There are multiple approaches to find the best set of surface hopping parameters in the presented case: either the best performing set of parameters for a given $x$ is taken or the parameter of each option that obtained the lowest average error is considered. In this work, the parameters yielding the lowest average errors have been taken for each option, as this represents a more robust error measure instead of cherry-picking a single combination that could well be the result of error compensation. Therefore, the following sets have been determined in the absence of a laser field: $\text{MCH}^{\text{NONE},x}$ (best average $\epsilon$ and $\epsilon_{\text{ren}}$) and $\text{DIAG}^{\text{EDC},x}$ (best $\epsilon_{\text{ren}}$). For dynamics initiated using a $t_p = 30$ fs laser, the combinations $\text{MCH}^{\text{EDC},x}$ (best $\epsilon$), $\text{MCH}^{\text{EDC}^+,x}$ ($\epsilon_{\text{ren}}$), and $\text{MCH}^{\text{EDC}^-,x}$ ($\epsilon_{\text{ren}}$) were added, as the on-average best performing options resulted again in $\text{MCH}^{\text{NONE},x}$ for $\epsilon_{\text{ren}}$. These sets were then used to simulate dynamics using different laser lengths for excitation varying in size from $t_p = 2$ to $t_p = 50$ fs and $\epsilon_{\text{ren}}$ calculated with respect to the MCTDH dynamics. The resulting deviations from the reference dynamics are depicted in Fig. 6. Three different classes of surface hopping parameters can be clearly distinguished: (i) surface hopping sets using the MCH representation and the EDC clearly show the same trend for different $t_p$ of the laser, starting with a very small error that increases for $t_p = 10$ and $t_p = 17$ fs before decreasing for lasers $t_p = 30$ and $t_p = 50$ fs long. Essentially, no differences between the different rescaling or reflection parameters can be discerned for these three combinations. (ii) Employing the diagonal representation initially results in a larger deviation from the MCTDH $S_0$ population for short laser lengths, which can be attributed to the different form the laser coupling takes in the diagonal representation. For longer laser lengths, this is evened out and no differences are observed between EDC in the diagonal and the MCH representation when looking at the $S_0$ populations. (iii) A completely different picture can be observed when no decoherence correction is used ($\text{MCH}^{\text{NONE},x}$). Here, the excitation due to very short laser pulses is well described, but as soon as the excitation events and subsequent dynamics start occurring at the same time scale, the need to treat overcoherence is apparent. Longer laser pulses lead to a larger deviation from the MCTDH $S_0$ population, resulting in very larger errors for this set of parameters.

### B. 2-Thiocytosine

The substituted nucleobase 2-thiocytosine represents a much more challenging system for dynamics due to the increased number of normal modes with respect to SO$_2$. _Ab initio_ on-the-fly FSSH simulations and experimental results are available for 2-thiocytosine, showing a significant triplet yield. Substituting the on-the-fly PES by the more rigid LVC Hamiltonian was found previously to result in a
reduced transfer toward the triplet states after 500 fs, but to maintain all other essential features. With this in mind, in order to test the effect of different FSSH settings, here, we consider simulation times of up to 400 fs.

1.2 Thiocytosine dynamics in the absence of a laser field

Figure 7(a) shows FSSH dynamics including all normal modes in conjunction with the $^{\text{DIAG}}$EDC set of parameters in the absence of a laser field. The ground state Wigner distribution of geometries has been excited into the bright diabatic S$_2$ state from where subsequent dynamics takes place. A strong coupling of this bright state with S$_1$ results in a fast oscillating transfer between these two states, recovering population in the S$_0$ state. At the same time, internal conversion to the diabatic S$_1$ and intersystem crossing to the triplet manifold is observed. After 400 fs, both the S$_1$ and the S$_2$ have similar populations, and a higher population is found in the diabatic T$_1$ state.

In order to obtain a reference dynamics to assess different FSSH parameters using an affordable MCTDH computation, the amount of normal modes was reduced using the so-called SHARC-gym. In the SHARC-gym, systematic calculations to identify the most important normal modes are carried out as follows: For every vibrational normal mode, an independent FSSH simulation is conducted with all gradients and coupling elements associated with that mode set to zero. The so-obtained populations are then compared to the reference populations in Fig. 7(a) by calculating $\epsilon$ values according to Eq. (9). If the omission of a mode results in a large $\epsilon$, the mode carries essential coupling terms for the overall dynamics and should be included in the reduced set (see the $\epsilon$ values associated with the neglect of specific normal modes in Sec. S2 A). Using this approach, it is possible to find the modes relevant for the deactivation dynamics without any selection bias that could derive if the selection would be conducted based on the strength of specific coupling elements—a common approach in low-dimensional systems carrying limited amounts of states. Following the SHARC-gym, we selected the ten most important modes that can reproduce the 33-dimensional dynamics of 2-thiocytosine. This reduced ten-dimensional set will now be used for the remainder of the simulations. As shown in Fig. 7(b), the FSSH dynamics using this ten-dimensional Hamiltonian captures the overall behavior of the full-dimension very reasonably.

With this reduced model at hand, MCTDH calculations have been converged yielding the populations presented in Fig. 7(c). Compared to the $^{\text{DIAG}}$EDC set of parameters, the MCTDH simulations predict larger S$_1$ and smaller T$_2$ population. The amount of S$_0$ population is lower in MCTDH due to the inability of EDC to describe fast oscillations as it tries to end up in pure states. Overall, the agreement between both methods is nevertheless quite reasonable with an error $\epsilon = 0.214$ for the $^{\text{DIAG}}$EDC set.

Using the ten-dimensional 2-thiocytosine model, we obtain the distribution of $\epsilon$ values presented in Fig. 8 (see also Tables SXII–XIV). The errors are spread wide, ranging from 0.163 to 0.488, with the largest accumulation of parameter sets giving very good results. Similar to SO$_2$, the MCH picture gives a better description of the triplet populations, while most simulations using the diagonal picture perform worse. The EDC decoherence treatment performed well both for the singlet and the triplet populations. Using no decoherence correction resulted in somewhat surprisingly good results when compared to the AFSSH, which in turn gave larger $\epsilon$ values on average than the other treatments. When including the effect of reshaling of the kinetic energies after a hop, the driving factor in the current dynamics becomes apparent: rescaling along the h and the g vectors is associated with the largest errors, while neglecting the rescaling completely or rescaling along the velocity vector gives very good agreement with the MCTDH populations. Interestingly, there are two exceptions to this, as the $^{\text{MCH}}$EDC$_g$ and the $^{\text{MCH}}$EDC$_h$ sets of parameters are the best performing sets investigated. All but a single set of parameters using v gave better $\epsilon$ values than for any set using rescaling along h. Reflection of frustrated hops is found to be important; however, due to the pairing criterion of using the same vector for reflecting at a frustrated hop and to rescale along in the case of a hop, the errors are very similar to the errors observed for the corresponding rescaling option. This does not hold true for not reflecting hops at all, which was combined with all possible rescaling options. The associated average error for not reflecting frustrated hops at all is found at

\[ \text{Average error for not reflecting frustrated hops} \]
FIG. 8. The calculated error for the ten-dimensional 2-thiocytosine dynamics for each set of surface hopping parameters is collected in this picture as a stacked histogram combining errors that fall into bins of size 0.015. Then, the contribution of each surface hopping parameter toward the histogram is colored correspondingly. The dashed lines represent the average error associated with the identical colored parameter for the given panel. Each row displays the contribution of all parameters associated with a specific setting, labeled at the left-hand side. The left-hand side panel shows the combined error running over all considered states. This error is then split up into the middle and the left-hand side panels, which display the calculated error over all singlet and triplet states, respectively.

2. 2-thiocytosine dynamics in the presence of a laser field

Following the framework presented in Sec. V A 2, a set of seven lasers that differ in their $t_p$ and their maximum amplitude have been applied to excite population from the ground state and initiate dynamics. First, the influence of different lengths of laser excitation has been investigated. Figure 9(a) presents the results obtained for MCTDH. Although the pulses are tuned to carry the same amount of overall energy, the amount of excited population increases with the pulse length. Accordingly, the longest pulse achieves almost ground state population inversion. The same trend is achieved by the FSSH dynamics using the $\text{DIAG}_E^{\text{EDC}}$ setup [see Fig. 9(b)] but in a much weaker extent. This is, in part, due to the EDC acting against the excitation process. The hampering effect of the EDC is more pronounced than in SO$_2$ because the strength of this decoherence correction is based on the kinetic energy of the system, which, on average, is much larger for 2-thiocytosine than SO$_2$ due to size.

Intriguingly, the MCTDH $S_0$ populations do not show any surprises for longer pulses—contrary to what was observed for SO$_2$ where the recurrence of the wave packet resulted in additional interferences. This is investigated in more detail in Fig. 9(c) where ten different model systems containing one to ten normal modes of 2-thiocytosine (sorted according to their importance for the overall dynamics, see Table SX for the explicit modes) are used to probe the interaction with the $t_p = 200$ fs laser pulse. With very few modes, almost no population remains in the excited state, as the recurrence of the wavepacket occurs very fast and further excitation is hampered and even reversed, similar to what occurred in SO$_2$. The more modes are added to the system, the more excited state pathways open up, increasing the time needed until the excited wave packet returns to the Franck–Condon region, reducing the transfer back to the $S_0$ population as the laser duration is shorter than the recurrence time. The increase in recoherence time shows that this effect is only affecting simulations of very small systems and it is almost

almost the same value as the average over all calculated $\epsilon$ values, indicating that this parameter has no influence here. The analysis of the sets resulting in larger $\epsilon$ values reveals that AFSSH dynamics in the diagonal representation results in too fast transfer from the $S_2$ to the $S_1$ and increases the population of the $T_1$ state, thus giving a bad description. This effect is drastically enhanced when rescaling along $h$ or $g$.
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Intriguingly, the MCTDH $S_0$ populations do not show any surprises for longer pulses—contrary to what was observed for SO$_2$ where the recurrence of the wave packet resulted in additional interferences. This is investigated in more detail in Fig. 9(c) where ten different model systems containing one to ten normal modes of 2-thiocytosine (sorted according to their importance for the overall dynamics, see Table SX for the explicit modes) are used to probe the interaction with the $t_p = 200$ fs laser pulse. With very few modes, almost no population remains in the excited state, as the recurrence of the wavepacket occurs very fast and further excitation is hampered and even reversed, similar to what occurred in SO$_2$. The more modes are added to the system, the more excited state pathways open up, increasing the time needed until the excited wave packet returns to the Franck–Condon region, reducing the transfer back to the $S_0$ population as the laser duration is shorter than the recurrence time. The increase in recoherence time shows that this effect is only affecting simulations of very small systems and it is almost
undetectable for a ten-mode system with a rather long laser pulse of $t_p = 200$ fs.

The $t_p = 30$ fs pulse duration was selected to estimate the performance of the different FSSH parameter combinations on the ten mode 2-thiocytosine model. As shown in Fig. 10, a very broad distribution of total errors is obtained for the overall error (see Tables SXV–XVIII in the supplementary material for the complete lists). This is mostly due to the high deviation observed in the $S_0$ state population, yielding $\epsilon_g$ values larger than 0.2 for all sets.

The description of the $S_0$ population was found to be rather independent of the representation but strongly dependent on the presence of a decoherence correction, with better results when this is considered. Rescaling the momenta after a surface hop impacts the $S_0$ population, with not rescaling the energies resulting in bigger disagreement with MCTDH. The overall increase in deviation from the MCTDH $S_0$ population when compared to the deviations in SO$_2$ can partially be attributed to the use of the rather strong laser pulse that inverts 90% of the population in the MCTDH reference. Indeed, strong laser fields have been previously found to increase the deviation from quantum dynamics reference results.

In that paper, it was reported that the excitation process, in general, results in a net vibrational cooling of the swarm of excited trajectories with respect to the average kinetic energy of the ground state population, resulting in slower movement of the FSSH trajectories away from the region where the laser couples the bright and ground states. In the presence of a strong laser field, dwelling in the region of strong coupling increases the chance of inducing radiative emission to the ground state, effectively decreasing the amount of excited population. This poses an important dilemma for carrying out FSSH dynamics with laser pulses when generating initial conditions: On one hand, the stronger the pulse, the more trajectories will be excited, thereby decreasing the amount of unexcited trajectories that are now obsolete for describing excited state dynamics and thus represent the computation time essentially wasted. On the other hand, stronger lasers will lead to larger deviations from the exact dynamics due to the cooling effect and the increased interplay between different parts of the wave packet that are more strongly coupled.

For the excited state dynamics following excitation, $\epsilon_{\text{sing}}$ also shows a rather narrow distribution. Surprisingly, a complete change in the observed order of importance for the various parameters can be detected with respect to the dynamics without any external field. Two effects are responsible for the presented errors: First, the influence due to the fast oscillating coupling element with the $S_0$ on the $\epsilon$ values is reduced as the $S_0$ component of this error is included in $\epsilon_g$ and therefore only taken into account via the $S_2$ state. Second, the fine structure is smoothed out, giving rise to simpler decay patterns, as shown in Fig. S3 in the supplementary material. Still, it comes as a big surprise to find that the performance of the EDC is reduced and that rescaling of the kinetic energy after a hop along $g$ in the MCH representation gives by far the best renormalized singlet populations. The latter behavior is the opposite of what was observed in the absence of a laser field, i.e., this rescaling option was found with the largest average $\epsilon_{\text{sing}}$. When including an explicit laser pulse, rescaling along $g$ gives good agreement with MCTDH independent of the applied decoherence correction if the MCH representation is used. However, a strong dependence on the applied decoherence correction in the diagonal representation can be seen where $\text{DIAG}EDC^+_g$ and $\text{DIAG}EDC^-_g$ are among the largest deviations from the MCTDH results for all sets observed.

The deviation in the populations of the triplet states follows the same trends found in the excited state dynamics without an external field, with a decrease in the importance of the chosen representation and an overall better performance of the AFSSH. Rescaling along the non-adiabatic coupling vector is still found to decrease agreement with the MCTDH reference.

Summarizing this section, modeling the excitation of $S_0$ population by an explicit laser pulse with $t_p = 30$ fs in the ten-dimensional 2-thiocytosine model system using FSSH results in deviations of about 30%. Differences due to the representation are negligible, while using a decoherence correction was found to be an important factor, similar to observations in SO$_2$. For the excited state dynamics following excitation, rescaling of the energies after a hop was found to be important, this time favoring rescaling along the gradient difference vector for the dynamics in the singlet manifold. Transfer of population toward the triplet states is found to be only slightly influenced by the decoherence treatment and the chosen representation.
VI. CONCLUSIONS

In this work, we benchmark the performance of different parameters that are needed in FSSH against a MCTDH reference for two molecular systems: SO$_2$ and 2-thiocytosine using parametrized LVC potentials. We investigate the effect of such parameters on simulations that do not explicitly include a laser field and compare with dynamics initiated by laser pulses of different time durations.

Previous work has reported the inability of FSSH to correctly describe the excitation process and the subsequent dynamics in the presence of explicit light–matter interactions and pointed out the dependence of the results on the chosen FSSH parameters. In this work, we quantitatively measure the deviation of FSSH from real wave packet dynamics, and by studying molecular systems with and without the influence of external fields, we discern between effects coming from the dynamics itself or from the laser interaction. Furthermore, the two chosen models, SO$_2$ and 2-thiocytosine, with three and up to ten normal modes, are beyond the commonly one-dimensional test systems employed to investigate the interaction with an external field. The consideration of both singlet and triplet states poses an additional difficulty for FSSH as both very weak delocalized coupling between singlets and triplets and the time-dependent coupling via an external field have to be treated correctly.

We find that FSSH has difficulties in low-dimensional models if long laser pulses (FWHM $>$ 100 fs) are present, where the excited state wave packet returns to the Franck–Condon region within the time scale of the applied laser pulse. MCTDH simulations in SO$_2$ indicate that the returning wave packet interacts with the active laser pulse, resulting in an additional interference, for laser pulses of at least $t_p = 100$ fs. FSSH is not capable of reproducing these interference terms, and VMCG can only capture this effect when going beyond 100 GBFs. Moving to larger model systems decreases the
recurrence time until it is not observed with the longest ($t_{p} = 200$ fs) laser pulse in the ten-mode model of 2-thiocytosine, indicating that these effects will be absent in systems with more degrees of freedom.

In SO$_2$, no perfect set of parameters was found suitable to describe quantitatively all different transition processes triggered by an ultrashort ($t_{p} = 30$ fs) laser pulse or when the simulation starts directly from the bright state. The decoherence correction emerges as the most essential parameter to model the excitation process and therefore also the overall laser-induced dynamics in the presence of laser pulses longer than a few cycles. The MCH representation where both the coupling via a laser field and the spin–orbit coupling are treated as off-diagonal elements is found beneficial to describe adequately both the S$_0$ and the triplet populations. This is mainly due to a better performance of AFSSH in the MCH representation to describe the change in the S$_0$ population as compared to AFSSH in the fully diagonal representation. For the EDC, no such strong basis dependence was identified for the excitation process, but larger disagreements for the triplet states are observed. For the observed dynamics in the excited singlet states, most parameters were found with almost identical errors. When using a reasonable combination of FSSH parameters, similar deviations are obtained for the excitation process for different lengths of the laser pulse until the wave packet recurrence is observed. Finally, the importance of rescaling the kinetic energy after a hopping event (not influenced by the laser field) is evident in the excited state dynamics, with rescaling along both the non-adiabatic coupling vector and the gradient difference vector showing high deviations for the triplet state dynamics. The performance of rescaling along both the NAC and the gradient difference vectors to mimic the MCTDH dynamics suffers from a large amount of frustrated hops but would most probably be improved by including additional nuclear properties in the comparison. Overall, the best FSSH parameter sets are associated with ~20% deviation in the amount of excited S$_0$ population with respect to MCTDH, while the subsequent population evolution is described with a similar level of accuracy as without the laser pulse.

For 2-thiocytosine, larger differences in the amount of excited population are observed due to the strong laser applied, increasing the difference in excited population by 35% and more, almost irrespective of the chosen parameters. The use of a decoherence correction increases the overall agreement throughout the excitation process, similar to the observations in SO$_2$. In the subsequent dynamics, rescaling along both the non-adiabatic coupling vector and the gradient difference vector showing high deviations for the triplet state dynamics. The performance of rescaling along both the NAC and the gradient difference vectors to mimic the MCTDH dynamics suffers from a large amount of frustrated hops but would most probably be improved by including additional nuclear properties in the comparison. Overall, the best FSSH parameter sets are associated with ~20% deviation in the amount of excited S$_0$ population with respect to MCTDH, while the subsequent population evolution is described with a similar level of accuracy as without the laser pulse.

In summary, this work shows the difficulties in choosing a universal set of parameters that guarantees quantitative agreement against quantum reference results, particularly in the presence of an electric field. However, and despite many difficulties, FSSH can qualitatively reproduce the dynamics ensuing after excitation using an exemplary laser pulse of FWHM = 30 fs on two different test systems with three and ten dimensions—an encouraging result that paves the way for the use of explicit laser pulses in FSSH simulations. Based on the observations made in this paper, a few caveats have been identified. The use of very short laser pulses is encouraged due to the small amount of coupled electronic-nuclear motion during the pulse duration, thereby reducing the laser field to an almost purely electronic effect where FSSH yields good results. Additionally, quantum interferences are drastically reduced when employing short pulses, especially for larger systems. The same holds true for the use of very strong laser pulses, which will enhance problems inherent to FSSH without any laser pulse. Additionally, it is advised to use a decoherence correction (from the many available) because it is demonstrated to be, in most cases, the dominating factor to increase the agreement with the MCTDH reference, especially when considering explicit excitation. Caution is also advised when it comes to choosing a vector to adjust the momenta after a non-laser induced hop, as this parameter strongly influences the presented dynamics.

SUPPLEMENTARY MATERIAL

See the supplementary material for examples of population evolution in the presence of laser fields, highlighting the renormalization conducted within Eq. (10); sorted lists containing all calculated $\varepsilon$ values used in Figs. 2, 5, 8, and 10; all $\varepsilon$ values calculated for SO$_2$ using vMCG with different numbers of basis functions (which are presented in the PDF file); input and operator files used to simulate all MCTDH and vMCG calculations in QUANTICS; and Molend files and LVC template files for SO$_2$ and 2-thiocytosine (full-dimensional and one-up to ten-dimensional) use in SHARC (which are presented in the ZIP file).
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Electrochemical and Photophysical Properties of Ruthenium(II) Complexes Equipped with Sulfurated Bipyridine Ligands

Shao-An Hua, Mauricio Cattaneo, Manuel Oelschlegel, Moritz Heindl, Lucius Schmid, Sebastian Dechert, Oliver S. Wenger, Inke Siewert,* Leticia González,* and Franc Meyer*

ABSTRACT: The development of new solar-to-fuel scenarios is of great importance, but the construction of molecular systems that convert sunlight into chemical energy represents a challenge. One specific issue is that the molecular systems have to be able to accumulate redox equivalents to mediate the photodriven transformation of relevant small molecules, which mostly involves the orchestrated transfer of multiple electrons and protons. Disulfide/dithiol interconversions are prominent 2e−/2H+ couples and can play an important role for redox control and charge storage. With this background in mind, a new photosensitizer [Ru(S-bpy)(bpy)2]2+ equipped with a disulfide functionalized bpy ligand (S2-bpy, bpy = 2,2'-bipyridine) was synthesized and has been comprehensively studied, including structural characterization by X-ray diffraction. In-depth electrochemical studies show that the S2-bpy ligand in I2+ can be reduced twice at moderate potentials (around −1.1 V vs FeC+/0), and simulation of the cyclic voltammetry (CV) traces revealed potential inversion (E2 > E1) and allowed to derive kinetic parameters for the sequential electron-transfer processes. However, reduction at room temperature also triggers the ejection of a sulfur atom from I1+ leading to the formation of [Ru('bpy')2(bpy)]3+ (2+)’. This chemical reaction can be suppressed by decreasing the temperature from 298 to 248 K. Compared to the archetypical photosensitizer [Ru(bpy)3]2+, I2+ features an additional low energy optical excitation in the MLCT region, originating from charge transfer from the metal center to the S2-bpy ligand (aka MSCT) according to time-dependent density functional theory (TD-DFT) calculations. Analysis of the excited states of I2+ on the basis of ground-state Wigner sampling and using charge-transfer descriptors has shown that bpy modification with a peripheral disulfide moiety leads to an energy splitting between charge-transfer excitations to the S2-bpy and the bpy ligands, offering the possibility of selective charge transfer from the metal to either type of ligands. Compound I2+ is photostable and shows an emission from a 3MLCT state in deoxygenated acetonitrile with a lifetime of 109 ns. This work demonstrates a rationally designed system that enables future studies of photoinduced multielectron, multiproton PCET chemistry.

INTRODUCTION

The transformation of small molecules relevant for sustainable energy scenarios, specifically the generation of solar fuels, is a key challenge of current research addressing urgent energy storage needs. Light-driven fuel production requires the development of catalysts capable of mediating challenging transformations of rather inert molecules, which mostly involve the orchestration of complex multielectron, multiproton transfers to/from the substrate. Furthermore, light-harvesting systems need to be integrated into this proton/electron-transfer scheme in order to achieve the light-to-chemical energy conversion. During the past few decades, photoinduced single electron transfer in donor–acceptor compounds has been thoroughly investigated. However, the above light-driven multielectron-transfer processes are still difficult to achieve. Therefore, recent years have seen considerable growth in interest toward photoinduced multielectron transfer and the light-driven charge accumulation. Despite the major efforts relying on the usage of sacrificial reagents, currently few examples of fully integrated systems capable of photoinduced multielectron transfer have been introduced. Among them, ruthenium(II) polypyridine-type complexes are often chosen as building blocks for the construction of covalently linked donor–photosensitizer–acceptor systems, because they exhibit favorable excited-state and redox properties. While synthetically the assembly of such metal-containing building blocks with
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covalently linked ligands is feasible, the preparation of multimetallic complexes is particularly tedious. For simplicity, an alternative approach is the design of new polyprydyl chelating ligands capable of storing multiple charges. Previously, we reported a bipyrindyl analogue ligand equipped with a peripheral disulfide moiety (−bpy, bppy = 2,2′-bipyridine, Figure 1), which exhibits two chemically reversible reduction processes.5 In-depth electrochemical studies in combination with density functional theory (DFT) computations were conducted to unravel the sequence of redox events. In the presence of water, the protonation of free 5−bpy facilitates the second reduction, which then occurs at a slightly lower potential than the first one; hence, protonation triggers potential inversion and switches the mechanism from EEC to ECEC (E = electrochemical step, C = chemical step). This is reminiscent of related aromatic disulfide molecules such as dibenzo[1,2]dithiins that are capable of promoting the uptake of multiple electrons through redox potential inversion.6,5−7 The dual functionality of the 5−bpy ligand, i.e., the combination with its N,N′-chelate and the backside disulfide/dithiol 2H/2e− switch, offers interesting prospects for decorating common 4d and 5d transition metal optical transitions. The photophysical properties have also been investigated and providing detailed understanding of their ground-state nature. They were also studied. Both complexes have been structurally determined and comprehensive characterization of a novel RuII chelating ligand capable of storing multiple charges. Such molecular design could potentially benefit the storage of redox equivalents and enable photoinduced multielectron/proton-transfer reactions, which are of essential importance for solar fuel production.

Herein, we present first results in this direction, viz., the preparation and comprehensive characterization of a novel RuII complex equipped with one 5−bpy ligand; a related complex with a modified bpy ligand featuring a single S atom (bppy) is also studied. Both complexes have been structurally authenticated and well characterized by electrochemistry, providing detailed understanding of their ground-state nature. The photophysical properties have also been investigated and interpreted with the help of time-dependent density functional theory (TD-DFT) calculations that allow for assignment of the optical transitions.

**EXPERIMENTAL SECTION**

### General Considerations and Materials.

All manipulations of air- and moisture-sensitive materials were carried out under an anaerobic and anhydrous atmosphere of dry argon using standard Schlenk techniques or in a N2-filled Milraum glovebox. [Ru(bpy)2Cl2](Hdmf)[OTf] (dmf is dimethylformamide; OTf = CF3SO3−)5−7, 5−bpy, and bppy were prepared according to the reported literature procedures. All used chemicals were reagent grade. CH2CN was freshly distilled for electrochemical measurements. Tetraakis(n-buty1)ammonium hexahalophosphate ([Bu4N]PF6) was dried and stored in the glovebox.

### Instrumentation.

IR spectra were measured with KBr pellets using a Digilab Excalibur Series FTs 3000 or Bruker Vertex 70 spectrophotometer. UV-vis spectra of solutions in quartz cuvettes were recorded with an Agilent Cary 60 spectrometer. Steady-state absorption and luminescence spectra were recorded using a Cary 5000 spectrophotometer from Varian and a Fluorolog-3:22 instrument from Horiba Jobin-Yvon, respectively. Transient absorption and emission studies were carried out with a LP920-KS apparatus from Edinburgh Instruments. Excitation at 430 and 450 nm was achieved by a frequency doubled Nd:YAG laser (Quantel Brilliant, pulse width ca. 10 ns). For detection of transient absorption spectra, an ICCD camera from Andor was used, whereas kinetic traces at a single wavelength were recorded using a photomultiplier tube. Cyclic voltammetry (CV) experiments were performed under an argon atmosphere with a Gamry Interface Reference 600 potentiostat equipped with a three-electrode setup consisting of a 3 mm glassy carbon working electrode (WE), a platinum wire counter electrode (CE), and an Ag wire as the pseudoreference electrode (RE). [Bu4N]PF6 (0.2 M) in deoxygenated dry CH2CN was used as the supporting electrolyte and was prepared in the glovebox. Ferrocene was used as an internal standard, and the data were referenced to the Fe10 redox couple at the respective temperature. Corrections for the temperature-dependent potential shift of Fe are explained in the Supporting Information. IR compensation was applied by the positive feedback method, which is implemented in the Gamry software package. Controlled-potential coulometry (CPC) was performed in a glovebox under a nitrogen atmosphere with a Gamry Interface 1000B, using a Pt mesh (WE), a Pt wire (CE), and a Ag wire (RE) in CH2Cl2. Data were analyzed by Gamry Framework software. (Spectro)electrochemistry experiments were performed in a glovebox under a nitrogen atmosphere with an Interface 1000B potentiostat, Deuterium/Tungsten light source (BVTek). ELSi spectrometer (BVTek), and quartz cuvettes. A platinum electrode, a platinum wire was used as the auxiliary electrode, and a Ag wire was used as the reference electrode. [Bu4N]PF6 (0.2 M) in MeCN was used as supporting electrolyte. The potential was controlled by Gamry Framework software, and the data were analyzed by BWSpec software. Crystallographic structure determinations are provided in the Supporting Information. CCDC 1979158 and 1979159 contain the supplementary crystallographic data for this paper. These data can be obtained free of charge from The Cambridge Crystallographic Data Centre via http://www.ccdc.cam.ac.uk/data_request/cif.

**Synthesis.** [Ru(5−bpy)(bppy)][PF6] (1/1PF6). 5−bpy (218 mg, 1.00 mmol, 1.00 equiv) and [Ru(bpy)2Cl2] (520 mg, 1.00 mmol, 1.00 equiv) in MeOH (20 mL) were placed in a 50 mL round-bottom Schlenk flask. The mixture was degassed and heated at 60 °C in the dark overnight. After cooling to room temperature (RT), the dark violet suspension was filtered, and to the resulting deep red solution, 300 mg of KPF6 was added and the mixture was stirred for 30 min. The solvent was removed under reduced pressure, and the solid was extracted with CH2Cl2 (100 mL). The crude product was further purified by column chromatography (Alox, with CH2CN/ethyl acetate: 1/10 as eluent). The amount of solvent was reduced to around 10 mL, and hexane was added to the solution to precipitate the final product as red powder. This powder was subsequently washed with diethyl ether and dried under a vacuum (437 °C, 47%). Deep red crystals suitable for X-ray diffraction were obtained by the slow diffusion of diethyl ether into a solution of 1/1PF6 in CH2CN/aceton. Anal. calc for C36H34N8F12P2O2Ru2: % C 39.09, % H 2.41, % N 12.9 12.9, % P 11.9 11.9, % F 6.94. Found: % C 39.32, % H 2.34, % N 9.04, % F 6.94. IR (KBr pellets): ν 3117 (w), 3084 (w), 1602 (m), 1559 (w), 1467 (m), 1446 (m), 1420 (m), 1409 (m), 1313 (w), 1292 (w), 1271 (w), 1243 (w), 1215 (w), 1203 (w), 1163 (w), 1124 (w), 1112 (w), 1068 (w).
RESULTS AND DISCUSSION
}

Synthesis and Characterization of RuII Complexes.

The ligand [1,2-dithiole]4,3-b:5,6-b]pyridine (3−bpy) was prepared via the previously reported multistep protocol, starting from 2-bromo-3-pyridinol. The monosulfurilated bipyridine, viz., the thioephene derivative 3−bpy, is formed in substantial amounts as a side-product during the synthesis of 5−bpy. Both bpy derivatives can be readily coordinated to RuII (Scheme 1). The mononuclear complex [Ru(bpy)(3−bpy)(PF6)2] ([PF6]) was synthesized by heating a solution of [Ru(bpy)(Cl2)] and 3−bpy in MeOH to reflux overnight. Anion exchange gave the PF6− salt, which shows high solubility in polar organic solvents. After column chromatography, pure [Ru(5−bpy)(bpy)][PF6] (1 (PF6)) was obtained in 47% yield. Using 'bpy and applying the same synthetic procedure gave [Ru(bpy)(bpy)][PF6] (2 (PF6)) in 68% yield.

Scheme 1. Synthetic Routes for Mounting the 3−bpy and bpy Ligands on the [Ru(bpy)3]2− Fragment.
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ESI(+)−MS spectra of CH3CN solutions of the complexes show major peaks for ions [Ru( S−Sbpy)(bpy)2]2+ and [Ru( S−bpy)(bpy)]PF6]2+ in case of 12+ or for [Ru−( bppy)](bpy)2]PF6]2+ and [Ru( bppy)(bpy)]PF6]2+ in case of 22+, respectively, with the expected isotopic distribution patterns (Figures S1 and S2). The "H and 13C NMR spectra of both complexes reflect C2 symmetry in solution with eight proton signals for the bppy ligands and three proton signals for the S−bppy and Sbpy ligand moieties, respectively. NMR spectra and full spectral assignments are provided in Figures S3−S10.

Single crystals of 1(PF6)2 and 2(PF6)2 were obtained by slow diffusion of diethyl ether into CH3CN/acetonitrile or CH3CN solutions of the complexes, respectively. Molecular structures of the cations are depicted in Figure 2, and selected atom distances and bond angles are listed in Table 1. Both complexes exhibit a distorted octahedral geometry, which is a typical feature for RuII complexes ligated by three ligands that coordination of S−Sbpy results in N1−S angle of 78.9°. Furthermore, the overall ligand planarity induced by the coplanar, as evidenced by a very small N1−C−C−N2 angle of 0.37°. Furthermore, the overall ligand planarity induced by the planar thiophene fragment slightly opens the N1N′ angle, which is reflected by a N1−Ru−N2 angle of 81.87° in 1−bppy ligated 1+. Ru−N distances are in the typical range, namely, 2.055−2.070 Å for 12+ and 2.045−2.074 Å for 22+.

UV−vis Absorption, Luminescence, and Transient Absorption Spectroscopy. The UV−vis absorption spectrum of 12+ in CH3CN solution displays the characteristic bands reminiscent of those of [Ru(bpy)3]2+ comprising an intense ligand π−π* absorption at 287 nm alongside with broad and less intense MLCT bands at 424 and 448 nm, (Figure 3a and Table 2). In contrast, the MLCT absorption signature of 12+ is distinctly different and shows three maxima instead of two, with all these absorptions having smaller extinction coefficients. The first two maxima located at 398 and 435 nm are slightly hypochromically shifted by approximately 20 nm compared to 22+, but a distinct low-energy band is observed at around 500 nm. These findings are suggestive of a separated, low-lying MLCT state due to the introduction of the S−bppy ligand. The assignment of these charge-transfer absorptions will be discussed in detail in the computational part (vide infra).

Solutions of 12+ or 22+ in deaerated CH3CN are emissive when excited at 430 or 400 nm, respectively, as shown in Figure 3a. For 12+, varying the excitation wavelength from 400 to 532 nm results in the same broad, featureless emission band to 532 nm results in the same broad, featureless emission band between 532 and 730 nm (Figure S12), indicative of a typical Kasha behavior. Time-resolved luminescence decay curves recorded at 730 nm in deaerated CH3CN after excitation of 12+ at 430 and 532 nm result in identical traces, with a lifetime of 109 ns (Figure 3b,c). A measurement in
aerated CH$_3$CN shows a shorter lifetime of $\tau = 84$ ns due to quenching by O$_2$, suggesting that the emission originates from two different excited states or from two different compounds or conformers. The first component is instrumentally limited (<10 ns), while the second component is associated with a lifetime of ca. 800 ns. To test the photostability of 2$^{2+}$, irradiation experiments were conducted and both UV–vis spectra and luminescence decay curves were recorded at different times after illumination of a CH$_3$CN solution of 2$^{2+}$ with a 455 nm LED (Figure S15). In the UV–vis spectra, a clear change with increasing irradiation time is obvious. Interestingly, after 10 min irradiation, the resulting MLCT bands look very similar to those of known [Ru(bpy)$_2$(CH$_3$CN)$_2$]$^{2+}$; an overlay of the UV–vis spectra (Figure S16) confirms that [Ru(bpy)$_2$(CH$_3$CN)$_2$]$^{2+}$ and free bpy (identified by an intense absorption at 230 nm) are formed. These findings strongly suggest bpy ligand dissociation from the metal center after excitation of 2$^{2+}$. To further corroborate the photoinduced ligand dissociation, two solutions containing 2$^{2+}$ in CD$_3$CN were treated with heat or light, respectively, and $^1$H NMR spectra were recorded (Figure S17). No change was found after heating of 2$^{2+}$ at 70 °C overnight, indicating that 2$^{2+}$ is thermostable. In contrast, irradiation with a 440 nm LED over a period of 1 h leads to the appearance of $^1$H NMR signals of [Ru(bpy)$_2$(CH$_3$CN)$_2$]$^{2+}$ and free bpy. We attribute this to the bite angle enlargement of the (N,N′)-bidentate metal coordination site and, hence, to the reduced ligand field strength of 3bpy in which the two pyridines are linked via a single S atom. This facilitates the thermally activated $^3$MLCT–$^1$LF (LF = ligand field state) conversion and prompts the photoreaction (photosolvation).$^{25}$ In the luminescence decay curves, the long-lived (ca. 800 ns) component, which is attributed to the luminescence of 2$^{2+}$, disappears over time (Figure S15b and Table S1). Consequently, the instrumentally limited signal is attributed to the degradation product [Ru(bpy)$_2$(CH$_3$CN)$_2$]$^{2+}$. The quantum yield of 2$^{2+}$ is extremely low (0.062%).

To explore the decay characteristics of the emissive excited states of 1$^{2+}$ and to confirm their MLCT nature, transient UV–vis absorption spectroscopy was carried out. Figure 4 shows the transient absorption spectra averaged over a period of 200 ns immediately after excitation at 430 and 532 nm, respectively, with laser pulses of ca. 10 ns duration. A ground-state bleach is observed at 400 to 500 nm, in accordance with the lowest-energy $^1$MLCT absorption bands in Figure 3a. In addition, excited-state absorption bands at 310 and 370 nm are observed, similar to the absorption bands observed for MLCT-excited [Ru(bpy)$_2$(CH$_3$CN)$_2$]$^{2+}$. These signals arise from the $^\pi$–$^\pi^*$ transitions on the transiently reduced bpy ligand.$^{26}$ Switching the excitation wavelength from 532 to 430 nm gives an identical transient absorption spectrum. The MLCT bleach at 500 nm and the transient absorption signal at 370 nm both exhibit the same decay as the MLCT luminescence at 730 nm, confirming that signals from the same excited states are monitored by emission and transient absorption spectroscopy. The MLCT lifetime ($\tau$) extractable from the transient absorption data is analogous to that obtained from emission data, and the absorption is also quenched by O$_2$, as shown in the bottom of Figure 4, in line with the findings in Figure 3b for emission. In the case of 2$^{2+}$, because of its photoinstability only low quality transient
absorption spectra could be obtained (Figure S18); nevertheless, the bleach at 450 nm and a new signal at 390 nm are still observed.

**Electrochemistry.** To evaluate how the peripheral sulfuration of one bpy ligand impacts the electronic properties of the Ru(II) complexes, detailed electrochemical studies on $1^{2+}$ and $2^{2+}$ were performed. A glassy carbon working electrode was used, and all data were referenced versus the internal standard Fc$^{(+)/(-)}$. The cyclic voltammetry (CV) data of $1^{2+}$ and $2^{2+}$ were recorded at 298 K in dry CH$_3$CN containing 0.2 M nBu$_4$NPF$_6$. Both complexes show a reversible redox couple at $E^{1/2} = +0.96$ (1$^{2+}$) and +0.93 V (2$^{2+}$), which is assigned to the Ru(II/III) oxidation (Table 3 and Figure S20) and is very similar to the value for parent [Ru(bpy)$_3$]$^{2+}$. This suggests that peripheral sulfuration exerts only a marginal effect on the central metal ion.

The CV data of $2^{2+}$ show reversible redox couples at $E^{1/2} = −1.70, −1.89$, and $−2.13$ V (Figure 5 and Table 3). The peak potentials do not shift with increasing scan rate, and the peak-to-peak separation is close to the Nernstian value for a reversible redox process (Figure S21). The potentials are almost identical to those of [Ru(bpy)$_3$]$^{2+}$, indicative of consecutive ligand centered reductions. This suggests that bpy serves as a one electron acceptor, and the introduction of one sulfur atom does not significantly alter the electronic nature of the bpy ligand. The potentials do not shift with increasing scan rate, and the large peak separation of the second and third reduction events are very similar to the corresponding ones in $2^{2+}$ and parent [Ru(bpy)$_3$]$^{2+}$. This suggests a 2e$^{-}$-centered reduction in the first process and bipyridine-centered reductions in the latter ones.

Figure 4. Top: transient absorption spectra measured after excitation of 10$^{-5}$ M solutions of $1^{2+}$ in deaerated CH$_3$CN at 430 (black) and 532 nm (green) with laser pulses of $−10$ ns duration. The signals were integrated over 200 ns immediately after excitation. Bottom: transient absorption decays recorded from deaerated and aerated CH$_3$CN solutions of $1^{2+}$ at 370 nm and recoveries of the MLCT bleaches at 500 nm.

Figure 5. Top: CV data of $1^{2+}$ and $2^{2+}$ at RT. Bottom: temperature-dependent CV data of $1^{2+}$; CH$_3$CN, 0.2 M nBu$_4$NPF$_6$, $ν = 0.1$ V s$^{-1}$.

In stark contrast, the first reduction peak for $1^{2+}$ shows a remarkable anodic shift to $E_{pc} = −1.16$ V ($ν = 0.1$ V s$^{-1}$), whereas the formal potentials of the second and third reduction events are very similar to the corresponding ones in $2^{2+}$ and parent [Ru(bpy)$_3$]$^{2+}$. This suggests a 2e$^{-}$-centered reduction in the first process and bipyridine-centered reductions in the latter ones.

The large current of the first reduction wave in the forward scan indicates that the process is actually a 2e$^{-}$ event, as was also observed for the free 5,5-bpy ligand. Indeed, estimation of the number of transferred electrons according to the Randles−Sevcik equation leads to $\sim 1.6$ electrons for the first reduction process (Figure S22). This indicates that reduction of $1^{2+}$ yields $1^{−}$ in which two adjacent thiolates are present. The peak potentials of the cathodic and anodic events for $1^{−}$ around $−1.1$ V largely shift with increasing scan rate, and the large peak separation of the anodic and cathodic waves indicate that it is not a Nernstian 2e$^{-}$ event (Figure S23, Table S2). Similar ruthenium and osmium complexes with RO− functionalities instead of RS−, i.e., [2,2′-bipyridine]-3,3′-bis(olate) instead of [2,2′-bipyridine]-3,3′-bis(thiolate), have been shown to be prone for protonation, and thus, we investigated whether the 2e$^{-}$ reduction is coupled to proton transfer, e.g., due to traces of water. UV−vis-spectroelectrochemical (UV−vis-SEC) reduction of $1^{2+}$ at $−35$ °C leads to a new species with a pronounced absorption at 350 nm and visible bands at 440 and 500 nm (Figure S31). The redox process is fully reversible as the original UV−vis spectra are recovered after reoxidation. The same experiment at $−35$ °C in the presence of 1 equiv of [Hdmf][OTf] leads to a reduced species with distinctly different absorption properties, namely, the species exhibits two bands at 440 and 470 nm and lacks the band at 350 nm (Figure S32). The process is also fully reversible as reoxidation establishes $1^{2+}$. This suggests that reduction in the former experiment is not coupled to a proton transfer, as protonation is typically associated with a blue shift of the MLCT bands in the presence of water.
the visible region and of the IL (intra ligand) band at 350 nm in 1 since bpy(SH)(S−) is a weaker CT acceptor than bpy(S−)2−. Chemical reduction with 2 equiv of cobaltocene leads to the same species as electrochemical reduction, and the addition of 1 equiv of [Hdmf](OTf) results in the same species as in the electrochemical experiment in the presence of protons (Figure S19). These experiments suggest that reduction in anhydrous CH3CN in the absence of added protons (Figure S19) leads to the same species in the electrochemical experiment in the presence of protons (Figure S19). These experiments suggest that reduction in anhydrous CH3CN in the absence of added protons (Figure S19) leads to the same species as in the electrochemical experiment in the presence of protons (Figure S19).

Table 3. Half Peak Potentials (E1/2) and Peak Potentials (E0) at 0.1Vs−1 for 12+, 22+, and [Ru(bpy)3]2+ in Acetonitrile at 298 K.

<table>
<thead>
<tr>
<th>Species</th>
<th>E0+c1</th>
<th>E0−</th>
<th>E1/2</th>
<th>E1/2</th>
<th>E1/2</th>
<th>E1/2</th>
</tr>
</thead>
<tbody>
<tr>
<td>12+</td>
<td>-1.18</td>
<td>-1.10</td>
<td>-1.87 (74)</td>
<td>-2.11 (80)</td>
<td>+0.96 (76)</td>
<td></td>
</tr>
<tr>
<td>22+</td>
<td>-1.70 (69)</td>
<td>-1.89 (71)</td>
<td>-2.13 (73)</td>
<td>+0.93 (73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[Ru(bpy)3]2+</td>
<td>-1.66</td>
<td>-1.86</td>
<td>-2.11</td>
<td>+0.94</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Values in V vs Fc+/0. Peak separation in mV is given in parentheses. a From ref 21. b

The four reduction processes of 12+ were simulated utilizing CV data over a large scan rate range from 0.1 to 10 V s−1, applying a Butler−Volmer model. Representative experimental data and fits are presented in Figure 6. Further figures showing the other scan rates at various temperatures can be found in the Supporting Information (Figure S28).

Good simulations were achieved using reasonable values for the various parameters over the full sweep rate range (Table 4). The large cathodic current and the rather broad reverse peak of the first feature, reflected by the ipc over ipa ratio, indicates an α value above 0.5; α for E1 and E2 were set to 0.7. The steep slope of the first process indicates potential inversion, meaning that the initial reduction facilitates the subsequent reduction process. Indeed, on the basis of the simulations, the potential of the second reduction process is always less negative than the potential of the first process, irrespective of the temperature (Table 4). In free S2−bpy, the second reduction appeared at lower potentials than the first one (cf. E2 = −1.20 V and E1 = −1.38 V). Given that S2−bpy is bound to a positively charged metal ion in 12+, the formal potential of the initial redox process is slightly higher than in free S2−bpy. However, the geometric constraints after reduction of 12+ are much larger in comparison to free S2−bpy as the two pyridine units cannot rotate freely around the central C−C axis. Nevertheless, such a redox-triggered structural variation could facilitate the potential compression, as was reported for some N-aryl expanded pyridinium electrophores.33

Redox potentials may change with varying temperatures.34 Since ΔG equals −nFEL, the change in the redox potential can...
be related to change in entropy and enthalpy (n = number of electrons, F = Faraday constant). These changes can be calculated from the slope $\frac{\partial E}{\partial T}$ as $\Delta S = -\left(\frac{\partial G}{\partial T}\right)_p$ and $\Delta H = nF\left(\frac{\partial E}{\partial T}\right)_p - E$. However, since we determined $E^{\infty}$ versus the formal redox couple of ferrocene at the respective temperature, the experimentally observed potential shifts include the temperature dependence of the $\text{Fc}^+/0$ couple, too. Thus, we corrected the potentials accordingly from temperature-dependent CV measurements of ferrocene (see the Supporting Information). A decrease of temperature has virtually no influence on the redox potential of the reversible reduction processes $E_1$ and $E_2$ of $1^{2+}$. The potentials $E_i$ remain constant within a standard deviation of $\pm 3$ mV and the one of $E_1$ within about $\pm 7$ mV standard deviation. The same is observed for $E_1$ and $E_2$, although the standard deviation is slightly larger for $E_2$, namely, $\pm 10$ mV, and $\pm 6$ mV for $E_2$. However, none of the potentials follows a clear trend, which indicates that the changes in entropy and enthalpy upon reduction are likely small (Figure S29).

Subsequently, we had a closer look at the kinetics of the reductive electron-transfer processes. Electron-transfer rates for the first and the second reduction process, $E_1$ and $E_2$, strongly depend on the temperature. At 248 K, the processes are both quasi-reversible, i.e., $k_{-1} = 4 \times 10^{-4}$ cm s$^{-1}$ and $k_{+1} = 1.5 \times 10^{-3}$ cm s$^{-1}$, whereas at 298 K both processes are reversible, i.e., $k_{-1} = 0.02$ cm s$^{-1}$ and $k_{+1} = 0.07$ cm s$^{-1}$ (Table 4). From the Arrhenius plot of $E_1$ and $E_2$, i.e., ln($k$) vs 1/$T$, the activation energy and the pre-exponential factor $A$ are estimated (Figure 7). The plot reveals very similar activation

![Figure 6](https://dx.doi.org/10.1021/acs.inorgchem.0c00220)

**Figure 6.** Experimental (black lines) and simulated (red dashed lines) CV data of $1^{2+}$ in CH$_3$CN at various temperatures, representative scan rate of 1 V s$^{-1}$, $[1^{2+}] = 0.98$ mM, 0.2 M $\text{Bu}_4\text{NPF}_6$ parameters: see Table 4.

![Figure 7](https://dx.doi.org/10.1021/acs.inorgchem.0c00220)

**Figure 7.** Arrhenius plot for the four sequential electron-transfer rates of $1^{2+}$ in the temperature range from $-25$ to $+25$ °C. The red lines represent the linear fits.

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$E^1$ vs $\text{Fc}^{3+/4+}\mbox{K}$ (V)</th>
<th>$E^2$ vs $\text{Fc}^{4+/5+}\mbox{K}$ (V)</th>
<th>$k_1$ (cm s$^{-1}$)</th>
<th>$\alpha$</th>
<th>$k_2$ (cm s$^{-1}$)</th>
<th>$\alpha$</th>
<th>$k_3$ (cm s$^{-1}$)</th>
<th>$\alpha$</th>
<th>$k_4$ (cm s$^{-1}$)</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>248</td>
<td>$-1.120$</td>
<td>$-1.140$</td>
<td>$4 \times 10^{-4}$</td>
<td>$0.7$</td>
<td>$-1.140$</td>
<td>$-1.160$</td>
<td>$0.0015$</td>
<td>$0.7$</td>
<td>$-1.145$</td>
<td>$0.0025$</td>
</tr>
<tr>
<td>258</td>
<td>$-1.140$</td>
<td>$-1.160$</td>
<td>$1.5 \times 10^{-3}$</td>
<td>$0.7$</td>
<td>$-1.145$</td>
<td>$-1.160$</td>
<td>$0.0025$</td>
<td>$0.7$</td>
<td>$-1.155$</td>
<td>$0.005$</td>
</tr>
<tr>
<td>268</td>
<td>$-1.145$</td>
<td>$-1.160$</td>
<td>$0.0025$</td>
<td>$0.7$</td>
<td>$-1.155$</td>
<td>$-1.165$</td>
<td>$0.005$</td>
<td>$0.7$</td>
<td>$-1.145$</td>
<td>$0.02$</td>
</tr>
<tr>
<td>273</td>
<td>$-1.165$</td>
<td>$-1.165$</td>
<td>$0.0005$</td>
<td>$0.7$</td>
<td>$-1.165$</td>
<td>$-1.165$</td>
<td>$0.0005$</td>
<td>$0.7$</td>
<td>$-1.145$</td>
<td>$0.7$</td>
</tr>
</tbody>
</table>

$^a$ $E$ vs. $\text{Fc}^{3+/4+}$ denotes the formal redox potential versus the potential of $\text{Fc}^{4+/5+}$ at the respective temperature $T$, and $E$ vs. $\text{Fc}^{3+/4+}$ versus the potential of $\text{Fc}^{3+/4+}$ at 298 K. The values of $E$ were set with an accuracy of $\pm 5$ mV.

Table 4. Thermodynamic and Kinetic Parameters Obtained from the Simulations of the CV Data for $1^{2+}$ at Various Temperatures.$^a$
energies for both reduction processes, namely, 47° and 49 kcal mol\(^{-1}\) for \(E_1\) and \(E_2\) respectively (Table 5). The pre-exponential factors \(A\) for \(1^{2+}\) are about 2 orders of magnitude larger than expected for outer sphere adiabatic electron-transfer reactions according to Marcus–Hush theory.\(^{30}\) This suggests a contribution of the inner sphere reorganization energy to \(A\); that is, tilting of the ligand as well as elongation of the S–S bond and finally bond rupture, since a bond rupture coupled to the electron-transfer processes leads to higher frequency factors. Indeed, the DFT optimized structure of \(1\) (Scheme 2) reveals an increase of the C–S1–S2–C torsion angle from 56.71° to 79.62° upon two-electron reduction of \(1^{2+}\), concomitant with lengthening of the S–S distance to 3.56 Å (2.05 Å in \(1^{2+}\)). The pre-exponential factors are similar, which points to a rather smooth tilting of the ligand and S–S bond elongation over the two reduction processes. The electron-transfer rate of the third reduction process, \(E_3\), indicates a reversible process over the entire temperature range; though, it depends slightly on the temperature (Figure S30). However, these small changes are within the error margins, and linearization of the data leads to low correlation margins, and linearization of the data leads to low correlation
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#### Table 5. Activation Energies and Pre-exponential Factors for the Electron-Transfer Processes of \(1^{2+}\) According to the Arrhenius Equation.\(^{30}\)

<table>
<thead>
<tr>
<th>(E_k/\text{kcal mol}^{-1})</th>
<th>(A/\text{cm s}^{-1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(E_1)</td>
<td>47 (4)</td>
</tr>
<tr>
<td>(E_2)</td>
<td>49 (6)</td>
</tr>
</tbody>
</table>

The optical absorption properties of \(1^{2+}\) and \(2^{2+}\) have been further characterized with the help of DFT/TD-DFT calculations. As a validation of the computational method, we rely on the reasonably good agreement (RMSD = 0.263 Å) of the optimized geometries of both complexes with respect to X-ray diffraction data (see relevant geometrical parameters in Table 1). Note however, a slight but systematic elongation of the Ru–N bonds by 0.03–0.05 Å in the calculated structures of both complexes. Additionally, the optimized geometries reveal that the two pyridine rings of the parent bpy ligands are perfectly coplanar, whereas they are slightly tilted toward each other in the crystallographically determined structures. Notably, the calculated disulfide S–S bond length in \(1^{2+}\) is 2.106 Å, about 0.05 Å longer than that in the crystal structure, while the calculated torsion angle C–S1–S2–C is well reproduced. The Cartesian coordinates of the DFT optimized structures of \(1^{2+}\) and \(2^{2+}\) are given in the Supporting Information.

The electronic excited states calculated at the optimized geometries of \(1^{2+}\) and \(2^{2+}\) are listed in Table 6. For \(1^{2+}\), there are two states with large oscillator strengths, \(S_1\) and \(S_2\), at 2.72 eV (435 nm) and 2.93 eV (408 nm), respectively. Interestingly, these excited states are representative of two blocks of excitations localized at different ligands; while \(S_1\) is primarily an excitation from the Ru center toward the \(S^0\)-bpy ligand (MSCT), \(S_2\) is composed of two MLCT contributions originating from charge transfer from the Ru center to both bpy ligands (shown as NTOs in Figure 8). Such electronic structure offers an interesting opportunity for steering the direction of electron transfer at low or high excitation energies, either to the disulfide bridge \(S^0\)-bpy or toward one (or both) of the unsubstituted bpy ligands, respectively. Charge transfer from any of the ligands toward the metal is found to be unlikely.

A more realistic description of the lowest-energy band of both absorption spectra is obtained by including nuclear vibrational motion via a harmonic Wigner ensemble of 200 geometries. As shown in Figure 9a,b, the calculated spectra are in excellent agreement with the experimental ones. Both spectra have been decomposed into contributions from the different types of excitations. The experimental absorption spectrum of \(1^{2+}\) shows a peak at 435 nm with a low-energy shoulder below 500 nm. The decomposition of the spectrum reveals that the high-energy peak is dominated by charge-transfer processes toward the bpy ligands (MLCT), while the low-energy shoulder mainly originates from charge transfer toward the \(S^0\)-bpy (denoted MSCT), with only minor contributions from MLCT processes. These results reinforce the interpretation based on the optimized geometry that the ability to stabilize the electron at the \(S^0\)-bpy ligand results in a red shift of the corresponding states, leading to the observed shoulder in the experimental absorption spectrum. The energetic separation of excitations toward the \(S^0\)-bpy or bpy ligands (MSCT and MLCT) holds upon including vibrational sampling. When comparing the position of the calculated absorption maxima with the excitation energies of the two states with large oscillator strengths at the optimized geometry, a red shift of about 20 nm is observed. In passing, we note that the low-energy MSCT shoulder at 500 nm is only present due to the solvent, as calculations in the gas phase (not shown) place the contribution of the MSCT states blue-shifted to 460

<table>
<thead>
<tr>
<th>(\Delta E/\text{eV})</th>
<th>(f_{osc}/\text{a.u.})</th>
<th>Character</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_1)</td>
<td>2.31</td>
<td>0.001</td>
</tr>
<tr>
<td>(S_2)</td>
<td>2.50</td>
<td>0.002</td>
</tr>
<tr>
<td>(S_3)</td>
<td>2.64</td>
<td>0.013</td>
</tr>
<tr>
<td>(S_4)</td>
<td>2.64</td>
<td>0.011</td>
</tr>
<tr>
<td>(S_5)</td>
<td>2.72</td>
<td>0.004</td>
</tr>
<tr>
<td>(S_6)</td>
<td>2.72</td>
<td>0.001</td>
</tr>
<tr>
<td>(S_7)</td>
<td>2.93</td>
<td>0.008</td>
</tr>
<tr>
<td>(S_8)</td>
<td>2.97</td>
<td>0.005</td>
</tr>
<tr>
<td>(S_9)</td>
<td>3.04</td>
<td>0.125</td>
</tr>
<tr>
<td>(S_{10})</td>
<td>3.20</td>
<td>0.033</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(\Delta E/\text{eV})</th>
<th>(f_{osc}/\text{a.u.})</th>
<th>Character</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_{11})</td>
<td>3.54</td>
<td>0.001</td>
</tr>
</tbody>
</table>
nm, strongly overlapping with the MLCT band, which is unshifted.

The experimental spectrum of $2^{2+}$ exhibits two maxima in close proximity within the MLCT region. The calculated absorption maximum is slightly blue-shifted with respect to the experimental absorption peak. Decomposition of the spectrum indicates that excitations from the Ru center toward all three ligands contribute equally to the absorption. Similar to $1^{2+}$, a red shift of the absorption maxima with respect to the excitation energies of the bright states is observed.

The character of the first low-lying ten excited states of $1^{2+}$ (panels c and e) and $2^{2+}$ (panels d and f) at the optimized geometry and within the average ensemble including nuclear motion, respectively, is shown in Figure 9. The separation between the low-lying excitations located at the $5e$-bpy ligand from the other MLCT states that follow at higher energies is evident at the optimized geometry of $1^{2+}$ (panel c), while no
clear separation is visible for $2^{2+}$ (panel d). The inclusion of nuclear motion (panels e and f) entails mixing of MSCT and MLCT characters, highlighting the importance of the vibrational zero-point energy. However, one can appreciate a dominance of the MSCT band at lower energies and MLCT at high energies in $1^{2+}$ (panel e), while MSCT and MLCT completely overlap in $2^{2+}$ (panel f).

**CONCLUSION**

In summary, we have presented here a new [Ru(bpy)$_3$]$^{2+}$-type photosensitizer $1^{2+}$ equipped with a disulfide bridge at the backside of one bipyridine ligand. An important feature is that the $5$-$bpy$ ligand can serve as a two-electron acceptor associated with the disulfide/dithiol redox pair. From thorough electrochemical characterization of $1^{2+}$ in combination with simulation of the CV traces, it can be concluded that the $5$-$bpy$ ligand is reduced first and at much less negative potentials than the parent bpy ligands, and that it undergoes a two-electron reduction with potential inversion; the electron transfer is kinetically controlled. The activation energies for both reduction processes are almost identical, indicating a smooth transition for the uptake of two electrons. Furthermore, the reduction of $5$-$bpy$ at room temperature triggers ligand decomposition by S-extrusion, resulting in the rapid formation of $2^{2+}$. This transformation can be suppressed on the CV time scale by lowering the temperature. Comparing the UV-vis spectra of $1^{2+}$, $2^{2+}$, and [Ru(bpy)$_3$]$^{2+}$ reveals that $1^{2+}$ features an additional low-energy absorption in the MLCT region at around 500 nm. TD-DFT calculations show that the presence of the disulfide substituent in $1^{2+}$ leads to a stabilization of charge-transfer excitations toward the $5$-$bpy$ ligand (MSCT). The splitting in energy between the absorption maxima of excitations toward the $5$-$bpy$ and the bpy ligands is about 2700 cm$^{-1}$, offering the possibility of selectively exciting charge transfer into either of the two types of ligands. This could trigger different excited-state dynamics and opens up the road for targeted electron transfer. Such energy splitting between the different excitations is absent in $2^{2+}$ where excitations toward the bpy and bpy ligands are almost iso-energetic. While this distinct behavior starts to be apparent from the NTOs of the specific states of $1^{2+}$ and $2^{2+}$ calculated at the optimized geometry, the inclusion of vibrational nuclear motion clearly pinpoints the onset and end of the respective MSCT and MLCT bands, which in $1^{2+}$ are energetically separated and in $2^{2+}$ overlap. The MLCT luminescence of $1^{2+}$ is phosphorescent in nature, with a lifetime of 109 ns. In contrast, $2^{2+}$ is not photostable and irradiation of $2^{2+}$ leads to dissociation of the $5$-$bpy$ ligand.

It should be noted here that the design principle of $I^{2+}$ offers interesting prospects. First, this new [Ru(bpy)$_3$]$^{2+}$ derivative $1^{2+}$ is able to accommodate two electrons on the sulfurated bpy-type chelate ligand of the photosensitizer. After photo-excitation, this complex could potentially mediate two-electron two-proton conversions involving the peripheral disulfide/dithiol switch, which might enable novel excited-state PCET chemistry and light-driven multielectron transformations.

Second, the peripheral disulfide/dithiol functionality of $5$-$bpy$ can be exploited for anchoring the [Ru(bpy)$_3$]$^{2+}$ photosensitizers onto, e.g., gold surfaces, or for directly attaching it to catalytically active metal complexes. Work in both directions is ongoing in our laboratories.
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Excited-State Dynamics of \([\text{Ru}(\text{S−Sbpy})(\text{bpy})_2]^2\) to Form Long-Lived Localized Triplet States

Moritz Heindl, Jiayong Yang, Shao-An Hua, Manuel Oelschlegel, Franc Meyer, Dirk Schwarzer, and Leticia González

1. INTRODUCTION

Natural photocatalytic systems include a light-harvesting complex, where absorption occurs, covalently linked to a site of catalytic activity. Energy transfer from the absorptive to the reactive site is achieved via a multitude of proton-coupled electron transfers that form a complicated network of single- and multi-step subreactions themselves. The efficiency of these energy and electron transfers is increased in biological photosynthesis by a supramolecular arrangement, which connects the light-harvesting unit to the catalytic site via a cascade of electron transporters operating near the thermodynamical optimum. Selectivity in this directional transfer is of utmost importance as other pathways could lead to the formation of reactive oxygen species and other harmful products. One challenge in building artificial photocatalytic systems is to identify suitable photosensitizers that not only efficiently harness the photon energy but also transfer it conveniently to the actual catalytic entity or act themselves as catalysts.

A prototypical photosensitizer that has seen decades of experimental and theoretical investigations and advancements in the form of modifications is \([\text{Ru}(\text{bpy})_2]^{2+}\) (bpy = 2,2'-bipyridine). The prominence of this and other ruthenium complexes featuring polypyridine ligands is credited to their visible-light absorption in the blue end, allowing for selective absorption via the complex in the presence of most organic compounds and solvents, as well as photostability and capability to be directly attached to an acceptor functionality. Recently, the bpy ligand itself has been found to exhibit both \(\pi\)-donating and \(\pi\)-accepting features in iron complexes. The low-energy photon absorption leads to excitation of a singlet state of metal-to-ligand charge-transfer (1MLCT) character, oxidizing the ruthenium center and reducing the ligands where to the electrons are excited. From this initial 1MLCT excited state, ultrafast intersystem crossing into the triplet manifold is observed in less than 50 fs followed by a descent into the lowest 3MLCT state from which phosphorescence is observed or an electron could be transferred to another species. Population of the same 3MLCT state has been observed independent of the excitation wavelength resulting in a stable hot precursor for energy or electron transfer to other reagents. The phosphorescence decays in hundreds of nanoseconds, providing ample time for interaction with other species where the energy or electron is transferred.
Rooted in \([\text{Ru(bpy)}_3]^{2+}\), other ruthenium complexes capable of harboring multiple charges at once without loss of stability\(^{22-25}\) have been investigated. Recently, we synthesized and characterized \([\text{Ru}(5^\prime\prime\text{bpy})(\text{bpy})_2](\text{PF}_6)_2\) a complex containing two bipyridine ligands and a modified bipyridine ligand decorated by a bridging disulphide moiety (5^\prime\prime\text{bpy}; Figure 1).\(^{21,26}\) Other ruthenium complexes with constrained bipyridyl-type ligands, *viz.*, with 3,3'-methylene or -ethylene bridged bipyridine, have been investigated decades ago, but time-resolved studies of their ultrafast excited-state dynamics are lacking so far.\(^{27-30}\) In contrast to those previous systems with a peripheral aliphatic bridge, the present \([\text{Ru}(5^\prime\prime\text{bpy})(\text{bpy})_2]^{2+}\) has a disulphide linkage in the constrained bpy ligand, which represents a redox-active switch imparting distinct electronic structure modulations of the \([\text{Ru}(\text{bpy})_2]^{2+}\)-type complex. In-depth electrochemical studies showed that the 5^\prime\prime\text{bpy} can reversibly accommodate two electrons at moderate potentials (−1.1 V vs \(\text{Fc}^+\)), making it appealing to mediate novel excited-state proton-coupled multielectron-transfer reactions.\(^{21}\) Furthermore, it was theoretically predicted\(^{21}\) that solvation in acetonitrile shifts the excited states located at the 5^\prime\prime\text{bpy} ligand to lower energies that allows for selective charge transfer from the metal to either the bpy or 5^\prime\prime\text{bpy} ligand. From these two different excitations to the bpy or 5^\prime\prime\text{bpy} ligands, two different relaxation pathways are then conceivable, which might result in the formation of two triplet states from which energy or an electron could be transferred. The question arises whether a small change in excitation energy might be able to induce these different deactivation pathways creating different long-lived triplet states. In this paper, we address this question by investigating the early excited-state dynamics of \([\text{Ru}(5^\prime\prime\text{bpy})(\text{bpy})_2]^{2+}\) both experimentally and theoretically. Specifically, we are interested to see whether \([\text{Ru}(5^\prime\prime\text{bpy})(\text{bpy})_2]^{2+}\) shows the ability to form different final triplet excited states upon excitation to different excitation bands or whether despite the availability of two different ligands, only one triplet state is populated, and if so from where the energy would be subsequently transferred. To this aim, time-resolved transient absorption spectra at different wavelengths were collected and then interpreted with the help of non-adiabatic dynamics simulations.

2. METHODOLOGY

2.1. Femtosecond Transient Absorption Spectroscopy. \([\text{Ru}(5^\prime\prime\text{bpy})(\text{bpy})_2](\text{PF}_6)_2\) has been synthesized as described earlier.\(^{21}\) Femtosecond transient absorption spectroscopy was carried out on a setup similar to the one described in ref 31. The 35-fs laser output centered at 800 nm (Solstice Ace, Spectra Physics) was split into two pulses. One pulse served as input for an optical parametric amplifier (TOPAS Prime+, Spectra Physics) and a subsequent frequency mixer (NirUVs, Spectra Physics), generating pump pulses at 430 and 520 nm. The other pulse (−3 μJ) passed a translational stage (max 1.1 ns delay) and was focused into a 4 mm CaF\(_2\) crystal for white light continuum generation. The generated white light was further split into two pulses of equal energies. One of them was overlapped with the pump pulse and served as the probe beam, and the other pulse served as the reference beam. The sample was sealed in a quartz cuvette (2 mm in optical path length) equipped with a magnetic stirrer for refreshing the solution between laser shots. The plane of polarization of pump and probe pulses was set to 54.7° (magic angle). Energies of pump pulses were typically 0.5−1 μJ to avoid multiphoton excitation. Probe and reference spectra were measured using two spectrometers equipped with 256 element linear image sensors.

2.2. Non-adiabatic Excited-State Dynamics. The propagation of nuclei and electronic state populations has been performed in the framework of surface hopping\(^{3}\) using the SHARC method,\(^{33,34}\) which can include non-adiabatic and spin−orbit couplings (SOCs) on the same footing.\(^{35}\) Electronic properties for every time-step of a trajectory have been obtained from a parameterized linear vibronic coupling (LVC)\(^{35-37}\) model that included 21 singlet states and the lowest lying 20 triplet electronic states, calculated as described below. All simulations are based on a set of 10,000 initial conditions created from a ground-state Wigner sampling.\(^{36}\)

Two sets of simulations have been done, exciting into the two parts of the low-energy absorption peak, featuring different charge-transfer character, assuming instantaneous δ-pulse excitation. One excitation window (EW) allows populating exclusively excited states falling inside the high-energy side (2.85−3.05 eV, EW-I) and another into the low-energy (2.4−2.6 eV, EW-II) side of the peak. The choice of the initially populated states and initial conditions inside each EW is based upon a stochastic selection process rooted in the relative oscillator strength within the corresponding EW. This process resulted in 5125 and 3838 excited initial conditions for EW-I and EW-II, respectively. All so-obtained initial conditions are propagated for 250 fs using nuclear time-steps of 0.5 fs in a fully diagonal basis for propagation.\(^{38}\) Propagation of the electronic wave function is interpolated using 0.002 fs time-steps. The overcoherence problem inherent to surface hopping trajectories is tackled by applying the energy-based decoherence correction by Granucci and Persico\(^{39}\) with the suggested value of 0.1 \(E_u\) for the \(C\) parameter. Nuclear velocities are rescaled after every hopping event to conserve the total energy of the ensemble by enforcing energy conservation inside each trajectory. All simulations have been conducted using the SHARC program suite.\(^{40}\) The obtained trajectories and the corresponding state populations are analyzed employing a spin-pure adiabatic set of states when the lowest triplet state populations are discussed, and a diabatic representation based on the reference states in the LVC model when the charge-transfer character of the wave function is presented. In both cases, a mixed quantum-classical transformation of the obtained populations has been conducted.\(^{31}\)

2.3. Parameterized Potential Energy Surfaces. The excited-state dynamics of \([\text{Ru}(5^\prime\prime\text{bpy})(\text{bpy})_2]^{2+}\) has been...
simulated on parameterized potential energy surfaces (PESs) obtained from a LVC model up to the first order. The LVC model describes the PES along every vibrational normal mode in the proximity of a chosen reference point—which in this case is the optimized ground-state geometry—via the diabatic Hamiltonian $V$, written as

$$V = V_0 \mathbf{I} + W$$

Here, $\mathbf{I}$ is the unit matrix, $W$ is the matrix that contains all interstate ($\kappa$) and intrastate ($\lambda$) couplings, and $V_0$ is the ground-state potential. It is obtained as

$$V_0 = \sum_i \frac{h_0}{2} Q_i^2$$

with $h_0$ and $Q_i$ being the calculated frequency and mass-weighted normal mode coordinate of mode $i$, respectively. To obtain the $\kappa$ and $\lambda$ values, for every one of the 177 vibrational normal modes present in the complex, two molecular structures were generated. These structures correspond to the optimized structure $\pm 0.05$ times the corresponding normal mode in mass-weighted coordinates. On these structures, the $\kappa$ values are obtained as numerical gradients, while the $\lambda$ values are approximated via a change in the state-to-state overlap of wave functions. Overlaps have been truncated at 99.9% of the norm. SOCs between the singlet and triplet states have been approximated using the program PySOC, which is based on MolSOC. An estimation for the effective charge of ruthenium was added to the existing code to allow the evaluation of the SOC elements. The SOC elements between triplet states have been disregarded as the triplet–triplet interactions are governed by the respective non-adiabatic coupling elements with only small contributions from the respective triplet–triplet SOCs. Both, SOCs and transition dipole moments, are taken from the optimized geometry and no linear scaling parameters have been determined for these properties.

**2.4. Quantum Chemical Calculations.** The electronic excited states of the absorption spectrum and the parametrization of the LVC model of $[\text{Ru}^{2+}(\text{bpy})(\text{bpy})]^{2+}$ have been calculated employing time-dependent density functional theory (TD-DFT), employing the B3LYP functional with the D3 dispersion correction. The LANL2DZ basis set was used at the ruthenium center, while the 6-311G(d) basis set was employed for all other atoms (B3LYP/6-311G(d)–LANL2DZ). The geometries were optimized at the single and triplet states have been calculated using the same computational setup.

The wave functions of the resulting 4200 electronic states are characterized in terms of charge-transfer numbers using the TheoDORE program package. For this purpose, $[\text{Ru}^{2+}(\text{bpy})(\text{bpy})]^{2+}$ is fragmented into the central ruthenium atom (M), two bipyridine ligands (L), and the bipyridine ligand that is functionalized by a S–S bridge (S). Depending on where the electron is excited from (hole) and to (electron), the following classification scheme for every excited state can be devised: if both the hole and the electron are located at Ru, a metal-centered state (MC) is obtained. A charge-transfer (CT) state is characterized by a difference in the hole and electron fragments. In this work, the hole fragment is noted in front of the electron fragment; hence, an excitation of a metal-based electron to the sulfur-substituted ligand is called an MSCT state. In this framework, a set of 10 different labels is available to investigate the excited-state dynamics: MC, SC, LC, MSCT, MLCT, SMCT, LMCT, SLCT, LSCT, and LLCT. Contributions toward and from the two bpy ligands are added up for simplicity, see Section S2 for more details.

**3. EXPERIMENTAL RESULTS**

Pump–probe UV–vis absorption spectroscopy was carried out to investigate the excited-state dynamics of $[\text{Ru}^{2+}(\text{bpy})(\text{bpy})][\text{PF}_6]_2$. Figure 2 shows the transient difference spectra measured in acetonitrile solution. Different pump wavelengths of 430 and 520 nm were used to preferentially excite the complex either to the parent bpy ligands’ charge-transfer states (MLCT states) or to the metal-to-ligand charge-transfer states that are predominantly associated with the sulfur-decorated bpy ligand (MSCT states), respectively. The spectra show ground-state bleach at 400 and 550 nm superimposed by excited-state absorption resulting in a positive peak at 370 nm and a plateau at >570 nm. The excited-state absorption around 370 nm is assigned to spin-allowed $\pi^* \rightarrow \pi^*$ transitions in the transient bpy radical anion. The ground-state bleaches in the...
lower energy region can be assigned to the vanishing 1MLCT transition in the excited state of the complex. All the transients in Figure 2 show striking similarities to those measured recently with ns time resolution and which were unequivocally assigned to the triplet excited state of [Ru(bpy)3]2+ with a lifetime of 109 ns. It is therefore not possible to experimentally differentiate the excited-state absorptions associated with the parent bpy and the sulfurated S-bpy ligand. Furthermore, no dependence on the pump wavelength is observed within the pump–probe delay range (0.05–100 ps) of these measurements.

Within the time resolution of our experiment, the data do not show any evidence of a precursor state, which means that the triplet state is formed in <80 fs. Afterwards, the spectra exhibit slight amplitude changes on a tens of picosecond timescale, as illustrated in the inset of Figure 2. At the peak of the π−π* transitions of the transient bpy radical anion band (370 nm), there is a minor increase in absorption, whereas in the bleach region (400–500 nm), a drop is observed. After that, no further spectral changes appear up to 1 ns, indicating the formation of a long-lived excited state. The minor amplitude modulations seen in Figure 2 have further been analyzed by estimating the spectral evolution of the triplet state ($A(T(t))$) from the sum of the transient spectra (Δ$A(t)$) and the linear absorption spectrum ($A(\infty)$). $A(T(t)) = ΔA(t) + aA(\infty)$. The scaling factor $a$ was chosen such that the drop in absorption seen in the transients at 500–550 nm arising from the ground state bleach just disappeared. The resultant spectra shown in Figure 3 are initially broadened with enhanced absorption at the red wing and less absorption in the center of the π−π* band, which subsequently contract to the relaxed spectrum of the triplet state. This behavior along with the observed relaxation time of about 10 ps is a clear indication of a vibrationally hot electronic state. From the pump photon energy (430 nm) and the onset of phosphorescence spectrum (650 nm), an excess vibrational energy of 7900 cm−1 in the triplet state directly after excitation and intersystem crossing is estimated giving rise to hot bands and subsequent vibrational cooling. Similar behavior was observed for related complexes such as [Os(bpy)3]2+58 and [Ru(bpy)3]2+.59

Since the relaxation processes leading toward the long-lived triplet state are obviously very fast and no experimental evidence of a precursor state or different deactivation pathways could be obtained via pump–probe spectroscopy with the present setup, we turned to computations to shed light on the excited-state dynamics of the complex.

4. COMPUTATIONAL RESULTS

4.1. Absorption Spectrum and Model Potentials. The TD-DFT calculated electronic absorption spectrum of [Ru(bpy)3]2+ in acetonitrile decomposed in terms of different types of excitations, is shown in Figure 4a.
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**Figure 3.** Time-dependent spectra of the triplet state of [Ru(bpy)3]2+(PF6)2 derived from the transients of Figure 2 by adding the scaled ground-state absorption spectrum (thick lines: $λ_{pump} = 430$ nm, thin lines: $λ_{pump} = 520$ nm).

The dynamics ensuing after excitation toward the bpy and S-bpy ligands are calculated using an LVC template, which could be obtained via pump–probe spectroscopy with the present setup, we turned to computations to shed light on the excited-state dynamics of the complex.

Two distinct features of the CT character-dominated spectrum can be observed: (i) predominant excitations to the sulfur-decorated S-bpy ligand (MSCT states) at lower energies around 500 nm and (ii) excitations to the parent bpy ligands (MLCT states) dominating at high energies around 420 nm with almost no (<10%) contribution of CT toward the S-bpy ligand.21 As shown in Figure 4b, the bright states obtained from the optimized geometry (lavender sticks) are found at higher energies than the respective experimental absorption maxima. This indicates vibronic intensity borrowing when moving away from the optimized structure, resulting in a transfer of oscillator strength toward lower lying electronic states in the ensemble of structures.

The dynamics ensuing after excitation toward the bpy and S-bpy ligands is calculated using an LVC template, which approximates the real PES. In order to estimate the quality of
the employed LVC Hamiltonian, we rely on two verifications. The first involves using the TD-DFT absorption spectrum (Figure 4a) as a quality check. Figure 4b shows (orange line) an absorption spectrum calculated with the LVC template from a set of 1000 geometries. The LVC spectrum shows a slightly blue-shifted onset of the first absorption band and a small shift of 0.12 eV for the main absorption peak around 420 nm, as compared with the TD-DFT one. However, the agreement of the two spectra can be considered very satisfactory considering the crude approximations present in the LVC model. The small deviations are due to the fact that the transition dipole moments in the LVC model are taken from the optimized geometry alone. Therefore, changes in the transition dipole moment only occur via mixing of the excited states with no explicit geometry dependence of these properties when using the LVC template. This results in absorption peaks centered on the absorption energy of the corresponding states.

The second validation of the LVC template refers to its ability to describe the subsequent excited-state dynamics adequately, for example, by testing how well the LVC model potential is able to locate a point likely to be encountered within the dynamics, for instance, the T1 minimum structure. The optimized T1 geometry at the B3LYP/6-311G(d)-LANL2DZ level of theory is very similar to the S0 geometry, except for the drastically elongated S–S bond in the T1 structure (2.57 Å, an increase of 0.46 Å). When performing a T1 optimization using the LVC template, an S–S bond of only 2.43 Å is observed. This is little surprising as a harmonic model is expected to be capable of describing adequately the region close to the reference point but deteriorates at larger distances. With the reference being the S0 geometry, leaving the Franck-Condon (FC) region and simulating the S–S bond elongation to this extent goes beyond the capabilities of this LVC setup. Besides the S–S bond being too short, the LVC optimization of the T1 minimum leads to non-planar bpy ligands with the two pyridine rings twisted against each other, in disagreement with the TD-DFT results where the two bpy ligands are found to be planar to support extended π-conjugation. This indicates that some artificial energy lowering occurs in the LVC optimization due to coupling of a low-frequency bpy-twisting mode with a large λ value. This is reflected in a very low energy of the LVC T1 (0.87 eV) when compared to the ab initio T1 (1.41 eV) with respect to the ground-state energy at the S0 optimized geometry.

The disagreement between the LVC-optimized T1 minimum energy structure and the B3LYP/6-311G(d)-LANL2DZ-optimized structure is due to the inability of the LVC model to correctly describe large-scale displacements in the molecule. This stems from the harmonic approximation used for calculating the basic shape of the PES of the molecule and the inclusion of only linear coupling terms in the definition of the Hamiltonian. Hence, this model is not suited to describe anharmonic motion such as rotation and can lead to computational artifacts if strong movement along such specific normal mode occurs. In order to identify problematic normal modes, 60 different T1 optimizations have been conducted where 60 different numbers of normal modes have been removed from the template file. The reduction is done by removing all x and λ values related to the lowest x vibrational normal modes, with x ranging from 0 to 59. The so-obtained T1 geometries have been then analyzed with regard to the S–S bond length, the adiabatic energy gap, and the root-mean-square deviation (RMSD) of the full structure as compared to those of the ab initio one. Figure 5 (see also Figure S2) collects values from which multiple trends are apparent: (i) The more the low-frequency modes are neglected, the smaller the obtained S–S bond length is, converging almost to the initial ground state S–S bond length of 2.11 Å as more and more modes that involve the sulfur atoms are removed. Unfortunately, none of the optimized T1 geometries shows an S–S bond length longer than 2.43 Å, pointing to a general shortcoming of the LVC model to describe large amplitude motion. (ii) The adiabatic S0–T1 energy gap displays the opposite trend: the energy difference increases with decreasing number of considered modes. It starts out at 0.87 eV and increases up to 1.93 eV upon removal of 60 normal modes, showing its strong sensitivity. Finally, (iii) the RMSD value decreases rapidly and is almost converged at 0.09 Å after omitting the lowest 16 vibrational modes.

The previous results evidence that including all the normal modes into the LVC template will yield unreasonable results once the dynamics simulation approaches structures close to the T1 minimum energy structure, as both the RMSD values and T1 energy of the ab initio optimization are not reproducible with the LVC model. As a remedy, specific normal modes that were found to have the largest impact on the observed deviations from the desired properties have been removed from the simulations. Accordingly, a "reduced-LVC" model was created, where 16 vibrational modes (v1–v16) were neglected, the absorption spectrum calculated with this reduced LVC model is shown for comparison in Figure 4b (green line). As it can be seen, the impact of these 16 normal modes in the absorption spectrum is negligible, so this reduced template is now used to simulate the excited-state dynamics of [Ru15bpy][bpy]3+ in acetonitrile.

Initial excited-state simulations revealed that including the diabatic T1 state forms a low-lying triplet minimum, which is not reproducible with TD-DFT. Given the unphysical presence of this state and its ability to warp the excited-state dynamics, we excluded this state from the diabatic LVC Hamiltonian, resulting in a final template with 161 modes, 21 singlet and 19 triplet states; this denoted LVCred. The influence of the T1 state is thoroughly discussed in Section S3.2 of the Supporting Information.

4.2. Non-adiabatic Dynamics. Two separate sets of excited-state dynamics simulations have been carried out to initially excite into the MLCT- or MSCT-dominated regions of
the low-energy absorption band, recall Figure 4b. First, the results for excitation into the MLCT region of the EW-I band (2.85−3.05 eV) will be discussed. After excitation into low-energy singlet states (S$_1$−S$_{11}$ are initially populated), ultrafast intersystem crossing to the triplet manifold is observed. Figure 6a shows the time evolution over 250 fs of all the singlet and triplet states grouped together for simplicity. To fit the retained populations, a kinetic model was employed that features a fast and a slow reacting singlet component, termed hot and cold singlets for the remainder, and the manifold of all triplet states combined. Population can be transferred between the two singlet components via $k_{ISC}$, combined. Population can be transferred between the two singlet components via $k_{ISC}$, and the triplet manifold, $k_{ISC,slow}$, one from the hot- and one from the cold-singlet component. Using this model, a perfect fit of the observed populations was possible, resulting in a $k_{ISC,fast}$ of 46 fs, indicating an initial ultrafast transfer via spin mixing, followed by a transfer with a time constant, $k_{ISC,slow}$, of 337 fs. Transfer from the hot-singlet component to the cold one occurred with $k_{T1}$ = 72 fs. This fast transfer via $k_{ISC,fast}$ toward the triplet states is not surprising as the initially excited states are embedded in a multitude of energetically close triplet states with strong SOCs, as seen in other Ru complexes. The transfer to the triplet states is present from the very first time step, indicating that this is an electronically driven ISC process, which does not depend strongly on structural changes, similar to recent observations in a Re$^+$ metal complex. In this Re$^+$ complex, this electronic, ultrafast ISC is related to the excitation, in that case, with a $\delta$-pulse that excites pure singlet states, from which the system undergoes almost instantaneous spin-mixing due to substantial SOC. Such electronic spin-mixing can be verified by carrying out a separate simulation that employs the same set of initial conditions but with frozen nuclear coordinates where all momenta in all time steps are set to zero. In doing so, any structural relaxation beyond the original zero-point energy sampling of the wavepacket is omitted, allowing the separation of ISC induced by nuclear motion from the electronic coupling of states in the initial distribution of geometries. The resulting plot of the diabatic populations of this frozen dynamics for [Ru$^{(b)}$-bpy)(bpy)$_2$]$^{2+}$ in acetonitrile is shown in Figure 6b. Employing an identical fitting scheme, $k_{ISC,fast}$ amounts to 49 fs, while the slow component $k_{ISC,slow}$ is now at -3189 fs. Hence, preventing the nuclei to move results in an almost identical fast ISC component (46 vs 49 fs) but completely stops any delayed ISC. The fast ISC component is therefore attributed to electronic spin-mixing, while the slow ISC is clearly driven by nuclear relaxation, as in the Re$^+$ complex.

Following the initial crossing into the triplet manifold, a rapid cascading down the ladder of states occurs. At the end of the simulation, 47% of the population ends up in the lowest triplet state. From there, the population could either decay to the initial ground state via emission of a photon or via a conical intersection with the ground state PES. The process of phosphorescence is not modeled in the present dynamics, which is not supposed to have any influence on the current simulations, considering the simulated time scale of only 250 fs, while luminescence was experimentally observed with a lifetime of 109 ns. On the basis of this longevity, an accessible crossing to the singlet ground state is unlikely.

The investigation of the nature of the wave function throughout the dynamics is straightforward as the LVC template is diabatic by construction. Therefore, the wave function at each point of dynamics is already expressed in terms of states at the optimized geometry. With this information, the wave function of the ensemble of all trajectories can be understood in terms of CT characters and is plotted in Figure 6c. Initially, the character of the complete wave function represents the partitioning of oscillator strengths in the initial EW-I (see Figure 4) and is predominantly of MLCT character with very small contributions of excited states located at the central metal atom or the $^{2}S_{bpy}$ ligand. This prevalence of MLCT changes almost instantaneously with the onset of dynamics, where transfer toward excited states where the electron is located at the $^{2}S_{bpy}$ ligand increases. The time scale of the observed decay in bpy-directed excitations (MLCT, SLCT, and LLCT) coincides with the ISC crossing rate, indicating that spin-mixing with triplet states of strong SC and MSCT character is responsible for the speed of this transfer. During the total 250 fs, a continuous increase in MSCT character is observed. The final composition of the wave function amounts to about 44% MSCT, 21% SC, 13% MLCT, and 6% MC. The T$_1$ state is populated with 47% of the total population at the end of the simulation. It has to be noted that a small number of trajectories (∼1%) were found in the lowest state. Since the coupling between S$_0$ and all other singlet states is zero per construction and only SOCs are included that couple to this lowest state, these transitions to S$_0$ will be considered erroneous.
The results obtained upon excitation to the low-energy band of the absorption spectrum (EW-II) are presented in Figure 6f. In this energy range, the lowest seven excited-singlet states are initially populated. From them, ultrafast decay from the hot singlet population is observed with fitted time constants of $k_{\text{ISC,hot}} = 43$ fs and $k_{\text{IC}} = 74$ fs, almost identical to the ones obtained for EW-I. Larger differences in time constants are found for $k_{\text{ISC,hot}}$, which amount to 256 fs for the low-energy excitation. The similarity in the crossing rates for the fast part highlights the fact that this initial ISC is driven by state-mixing alone without any need for approaching crossing points between the singlet and triplet energy surfaces. It is therefore independent of the excitation wavelength as even at this lower energy range, an abundance of triplet states is close to the initially excited singlet states. For simulations in EW-II, a high accumulation of population is found in the adiabatic $\text{T}_1$ (57%) state at the end of the dynamics. The analysis of CT character of the wave function reveals that most of the initial population starts in MSCT (41%) or SC (19%) states. However, after few fs, there is transfer from MSCT to MLCT and LC states, followed by a decrease in MLCT and an increase in SC states. After 100 fs, only the MSCT character increases at the expense of states located at the bare bpy ligands. Thus, almost identical ending points in the CT picture are reached after 250 fs for simulations in EW-I and EW-II, and it can be concluded that dynamics starting from both EWs converge toward identical final states. To verify whether this could be a mere coincidence, the energy with respect to the lowest state of every trajectory is plotted with its current CT character of the wave function reveals that most of the initial population starts in MSCT. This emphasizes the importance of states located at the Sbpy ligand in the dynamics due to the corresponding lowering of energy, which seems to dominate all other deactivation pathways restricted to the pure bpy ligands. Therefore, it can be concluded that the same deactivation pathways are triggered for both excitation wavelengths. The importance of states located at the Sbpy ligand for the excited-state dynamics has surfaced at multiple parts throughout this discussion. In an attempt to further investigate the influence of the sulfur bond on the excited-state dynamics, a geometric analysis of all trajectories has been conducted. For this, pairs of S–S bond lengths and energy gaps of the currently active state to the S0 energy of this trajectory at this state. All these values are then convoluted to yield the shown wavepackets.

**Figure 7.** Evolution of the excited-state wavepacket for different time-steps throughout the dynamics starting from EWs I (top) and II (bottom). Each panel contains information about the active state at the given time-step for each trajectory to provide an overview of the distribution of energy gaps for each time frame. The CT character of every trajectory is plotted against the energy gap to the S0 state at the corresponding geometry. For this, the character of the diabatic quantum population of a trajectory is transformed into the corresponding CT character and then depicted at the energy gap of the currently active state to the S0 energy of this trajectory at this state. All these values are then convoluted to yield the shown wavepackets.
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states that locate the excited electron on the sulfur-decorated bpy ligand. At the final time-step of the simulation, most of the trajectories are found in this T1 minimum from where the population depletes via radiative emission, as has been shown in the experiment.\textsuperscript{3} Plotting the energy gaps with respect to the S−S bond length shows that three hot spots are populated throughout the dynamics. First, there is a high energy population at moderate S−S bond lengths indicating trajectories in higher lying states where the sulfur bond is of no consequence. The electronic character at these states is a mixture of all considered types of MLCT or MSCT states centered around energy gaps of 2.5 and 2.0 eV, respectively. It can be seen that population of the MSCT states is associated with a slightly increased bond length. Trajectories can be trapped for a short amount of time in these two quasi-minima before ending up in a state that further promotes elongation of the S−S bond upon which energy gaps are decreased and the T1 minimum is reached. We note that in the first 150 fs of the dynamics, coherent motion of the S−S bond length is observable due to the initial population of non-equilibrium states that all seem to favor bond elongation compared to the ground-state bond length\textsuperscript{62} (Figure S4). The presence of \textsuperscript{5}−bpy modification results in the stabilization of charge on the corresponding ligand due to a dynamical energy-lowering of the associated states as the S−S bond is lengthened. This additional dynamical stabilization of the excited electron is not observed in some modifications to the [Ru(bpy)\textsubscript{3}]\textsuperscript{2+} complex where selective metal-to-modified ligand excitation is possible.\textsuperscript{62,63} Similarly to the \textsuperscript{5}−bpy ligand, selective excitation is possible here due to lowering of the absorption energy of bright states that are characterized by charge transfer to the modified ligand. The additional dynamical stabilization within the \textsuperscript{5}−bpy ligand is assumed to decrease the reversibility of the localization process on this ligand, resulting in a stronger trapping of the electron on the \textsuperscript{5}−bpy ligand in comparison to more rigid modifications of the bpy ligand. The availability for both further relaxing and rather rigid ligands that can be selectively excited enables the synthesis of tailored complexes and opens up the avenue to a set of interesting questions regarding competitive pathways if both types of ligands are present.

### 5. SUMMARY

A time-resolved investigation of the nuclear and electronic dynamics of [Ru(\textsuperscript{5}−bpy)(bpy)\textsubscript{2}]\textsuperscript{2+} in acetonitrile following excitations with green (520 nm) to blue (430 nm) light has been conducted. Two different sets of excited states are initially populated via absorption, each reminiscent of transferring an electron from the ruthenium center to one of the two types of ligands present: the parent bpy ligands or the modified \textsuperscript{5}−bpy ligand, which are experimentally accessible at 430 and 520 nm, respectively. From these diverging sets of initially populated states, formation of a unique localized long-lived triplet state is observed from where radiative decay can occur. After formal oxidation of the metal atom and reduction of the respective ligands via metal-to-ligand charge transfer, ultrafast time-resolved UV/Vis pump–probe spectroscopy reveals an excitation wavelength-independent behavior of the observed complex, where the absence of precursor states unequivocally identifies the formation of the lowest energy state within less than 80 fs. Excess vibrational energy in the T1 state is transferred to the solvent on a 10 ps timescale. A direct insight into the molecular dynamics occurring in the early times is obtained with surface-hopping trajectory simulations, using a TD-DFT-fitted LVC model. The general validity of this LVC model to describe the ensuing dynamics was verified using the absorption spectrum as a reference. Furthermore, it was found that 16 vibrational modes and one triplet state had to be removed from the LVC Hamiltonian to allow the correct formation of the minimum energy structure of the lowest triplet state. The non-adiabatic dynamics was then performed with a Hamiltonian containing 78 states and 161 vibrational degrees of freedom, where a total of 8983 trajectories were propagated during 250 fs each to unravel the mechanisms of ultrafast formation of the emissive state. The non-adiabatic dynamics show that ultrafast intersystem crossing into the triplet manifold occurs on two time scales, a fast intersystem crossing component \(k_{\text{ISC,fast}}\) and a slow one \(k_{\text{ISC,slow}}\). Simulations starting in an energy range of 2.85–3.05 eV delivered \(k_{\text{ISC,fast}} = 46\) fs and \(k_{\text{ISC,slow}} = 337\) fs. Similar time...
constants have been obtained for the low-energy excitation (2.4 to 2.6 eV) with $k_{ISC,fast} = 43$ fs and $k_{ISC,slow} = 256$ fs. The fast ISC component persists if the dynamics are repeated while keeping all nuclei in every trajectory frozen, proving it to be due to electronic spin-mixing that does not rely on any structural rearrangement beyond the zero-point energy sampling of the ground-state geometry. Contrarily, the slow component completely vanishes in the absence of structural relaxation. At the end of the 250-fs simulation time, half of the population is found in the lowest triplet state for both excitation wavelengths. When looking at the electronic wave functions of the two ensembles of structures, the character of the total wave function changes toward increased contribution of MSCT states during the dynamics, regardless of the initial population of states. Therefore, during the very first few fs, the excited electron gets more localized on the sulfur-decorated ligand, forming a $[\text{Ru}(\text{S-bpy})(\text{bpy})]^{2+}$ species, where an electron has been excited from the central metal to the S–S bond. This early dominance of MSCT states is due to their lower energy in comparison to the MLCT counterparts. Another reason that drives the prevalence of MSCT states during the dynamics is the energetic stabilization of some MSCT states upon elongating—and essentially breaking—the attached S–S bond resulting in a further energetic separation between MSCT and other MLCT states where parent bpy ligands are involved. During the dynamics, a decrease in the $S_0$–$T_1$ energy gap was found to directly correlate with an increase of the S–S bond length.

Both experimental observations and theoretical predictions reveal an ultrafast ISC coupled with the formation of an excited triplet state minimum from where emission has been observed with a timescale of 109 ns. While the formation of this state is independent of the excitation wavelength in the visible region of the spectrum, the final state is solely located on one ligand ($S^0$-bpy), opening up the possibility of directed energy transfer to another reactive species. Furthermore, the excited-state geometric evolution, viz., the elongation/rupture of the S–S bond, is reminiscent of the ground-state changes of the S–S bond upon reduction, and thus, renders this photosensitizer a promising candidate for investigation on excited-state proton-coupled multielectron-transfer reactivity via the peripheral disulfide/dithiol switch.
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Abstract

Laser control of chemical reactions is a challenging field of research. In particular, the theoretical description of coupled electronic and nuclear motion in the presence of laser fields is not a trivial task and simulations are mostly restricted to small systems or molecules in reduced dimensionality. Here, we demonstrate how the excited state dynamics of \([\text{Ru}(\text{S}^–\text{S} \text{bpy})(\text{bpy})_2]^{2+}\) can be controlled using explicit laser fields in the context of fewest switches surface-hopping. In particular, the transient properties along the excited state dynamics leading to population of the \(T_1\) minimum energy structure are exploited to define simple laser fields capable of slowing and even completely stopping the onset of S–S bond dissociation. The use of a linear vibronic coupling model to parameterize the potential energy surfaces showcases the strength of the surface hopping methodology to study systems including explicit laser fields in full dimensionality and with a large amount of close-lying electronic excited states.
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Laser fields can be used to monitor but also to modify ultrafast dynamical processes on a molecular level. Experimental progress in laser spectroscopy allows for increasing resolution to unravel the flow of excited molecular wave packets. In parallel, dynamical simulations provide atomistic insight into the potential energy surfaces (PESs) visited by the wave packets. However, only few of these simulations include explicit laser fields to excite the system and thus reconcile experimental and theoretical observations.

The observed excited state dynamics can be altered using additional pulses tailored to yield outcomes differing from the unperturbed dynamics. Here, a classification into weak- and strong-field effects is useful, where weak-field pulses induce transitions between states but do not change the shape of the respective PESs and strong-field pulses influence the dynamics by introducing time-dependence PESs. The large number of successful simulations reported in the literature (see e.g. Refs. 17–26) highlights their versatility. In general, two main avenues can be distinguished to design computationally control pulses. One is based on exploiting knowledge about the underlying PES and designing laser pulses with a particular reaction pathway. The other uses automated control theories in the form of optimal or local control theory. In optimal control theory, a desired product state or property is maximized over the course of the complete dynamics, relying on a multitude of runs, resulting in an iteratively adapting pulse. In contrast, local control theory tries to maximize the chosen state or property in each time step, requiring only a single simulation to yield a locally optimized pulse shape. The downside of these forms of control is the non-analytical shape of the resulting fine-tuned pulses, oftentimes hindering physical interpretation of the excited state mechanisms at work and complicating experimental realization of these pulses.

Previous theoretical work using explicit laser control pulses was mostly done on small systems or relying on few selected degrees of freedom as well as with limiting participating states – as the sheer number of states and possible relaxation pathways in large systems complicates the excited state dynamics considerably. In the present Letter, we use nonadiabatic dynamics simulations in full dimensionality to manipulate the excited state dynamics of...
[Ru(\textit{S--S}bpy)(bpy)\textsubscript{2}]\textsuperscript{2+} (bpy = 2,2'-bipyridine). This transition metal complex is a prototype of experimentally relevant metal-based photosensitizers, with sufficient complexity so that many competing processes take place and control is not straightforward. The peripheral disulfide bridge induces the appearance of metal-to-ligand charge-transfer states localized on the \textit{S--S}bpy ligand (henceforth labelled MSCT) at energies lower than those pertaining the standard MLCT states localized on the bpy ligands.\textsuperscript{30,31} However, selective excitation of the MLCT or MSCT states in the UV range, leads to a decay into the lowest T\textsubscript{1} state in less than 200 fs, regardless of the initially populated states\textsuperscript{32} (see Figure 1a). This unselective deactivation is due to the high density of states that form a ladder along which efficient funneling into the T\textsubscript{1} state occurs. The T\textsubscript{1} state, with the excited electron located at the \textit{S--S}bpy ligand, relaxes by weakening the S–S bond and eventually undergoes sulfide extrusion giving a monosulfurated decomposition product.\textsuperscript{31} Such unwanted reaction ruins the promising applications of this complex for excited-state proton-coupled multielectron transfer reactivity via the peripheral disulfide/dithiol switch. The present work is thus an ambitious attempt to avoid S–S dissociation by altering the natural dynamics of a transition metal complex that posses a extensive number of nuclear and near-degenerate electronic degrees of freedom.

The simulation and control of the excited state dynamics of [Ru(\textit{S--S}bpy)(bpy)\textsubscript{2}]\textsuperscript{2+} is performed using trajectory surface-hopping dynamics simulations with the SHARC (surface-hopping including arbitrary couplings) package.\textsuperscript{33–35} SHARC is an extension of Tully surface-hopping,\textsuperscript{36} where not only nonadiabatic couplings are considered, but also spin-orbit couplings and dipole couplings—the latter enabling explicit interaction with laser fields.\textsuperscript{37,38} The trajectories are based on a set of 4000 initial conditions created from a ground-state Wigner sampling.\textsuperscript{39} The PES of the molecule are obtained from a linear vibronic coupling model (LVC),\textsuperscript{40,41} that includes 21/19 singlet/triplet electronic states and 161 vibrational normal modes with parameters described elsewhere.\textsuperscript{32} As an LVC model cannot describe dissociation, this is hinted by monitoring the initial stretching of the S–S bond. The transition dipole moments that account for the interaction with external laser fields are calculated with
Figure 1: a) Schematic representation of the natural excited state dynamics of [Ru(8−8bpy)(bpy)2]2+. After irradiation with a UV laser pump pulse at 2.95 eV, mostly MLCT states at the bpy ligands are excited (in petrol green). Within few hundred fs, subsequent intersystem crossing (ISC) and internal conversion (IC) lead to the population of states where the excited electron is located at the S−Sbpy ligand (in orange). From there, the T1 state is reached and the S–S bond length weakens. (b) By adding a subsequent IR laser control pump field (or sequence of those), S–S weakening can be preventing transferring population from the MSCT back to the MLCT states.

Before undertaking the challenge to modify the excited state dynamics of the complex, it is necessary to investigate the natural response of the molecule using an excitation pump pulse explicitly. To this aim, we employ a pulse with an energy of 2.95 eV, resonant with the main absorption peak of mainly MLCT character, henceforth, labelled as pumpUV pulse (Figure S1 and Table S1). We take a Gaussian envelope function with full width half maximum (FWHM) of 50 fs, corresponding to a peak intensity of 75 GW/cm² (1.46·10⁻³ a.u. maximum amplitude of the electric field). This pumpUV pulse is able to invert 41% of the population (see Figure 2a) from a set of 4000 trajectories initialized in the electronic singlet ground state. Further details on the laser pulse are provided in Section S2. The resulting time-dependent populations are shown in Figure 2a. They are classified according to their...
electronic character as follows. [Ru(S=Sbpy)(bpy)_2]^{2+} is split into 4 fragments, the central metal atom (M), the two bpy ligands (L and L) and S=Sbpy (S). If both, electron and hole in the excitation are located on the same fragment, the state is a centered state (that is, metal-centered MC, ligand-centered LC or SC) while if electron and hole are located on different fragments, the states have charge-transfer (CT) character (i.e. MLCT, MSCT, LMCT, SMCT, LSCT, SLCT, LLCT). This analysis is done from the transition density matrices using TheoDORE.

![Figure 2](image.png)

Figure 2: a-e) Time-dependent populations classified according to their charge-transfer character influenced by pulse sequences depicted. f) Time-evolution of the average S–S bond length for all excited trajectories simulated using the pulse sequences depicted in a)-e).
According to their electronic character, the pump UV pulse excites a mixture of MLCT, MSCT, and SC states (Figure 2a). However, after ca 100 fs there is a clear decline of the MLCT contribution in favor of MSCT states. This decline agrees with the decrease previously found in the simulations of Ref. 32 that instead of a pump pulse used an instantaneous excitation (i.e. placing all the trajectories at t=0 fs directly in the electronic excited states, reminiscent of the reflection principle in wave packet dynamics44). Both sets of dynamics are yet different at initial times: upon instantaneous excitation,32 the initial distribution of CT states is dominated by MLCT states, which then undergo ultrafast transfer into MSCT states; using a finite pulse, there is an almost equal mixture of MSCT+SC and MLCT states at the peak of the pulse. The latter is due to the delayed excitation implicit within the finite pump pulse, where any excited trajectory will already start the ultrafast relaxation towards MSCT states while other trajectories are only excited later, resulting in a mixture of populations at the peak of the pulse.

Population of the T1 is associated with an increase in the equilibrium S–S bond length, which in the employed LVC model goes from 2.11 Å in the S0 to 2.34 Å in the T1. Note that the latter value is underestimated with respect to TD-DFT reference calculations,32 due to the harmonic character of the LVC potentials. In any case, the elongation of the average S–S bond length for all excited trajectories (Figure 2f) can be taken as a clear indication of S-S dissociation leading to eventual sulfide extrusion.31 The observed S–S bond stretching is not linear but goes in steps. The initial peak can be explained by two concurrent effects: On the one hand, a coherent increase in the S–S bond length for the excited state trajectories is visible as trajectories are promoted out of the S–S equilibrium bond length in the S0 state. On the other hand, the use of a Gaussian shaped pump pulse, imprints a Gaussian shape in the evolution of the properties of the excited wave packet (Section S3). Indeed, the first maximum of the S–S bond length average located at 104.5 fs has exactly the width of the intensity of the laser pulse (Figure S2) and arises 29.5 fs after the maximum of the pump pulse. Therefore, excited trajectories take on average 30 fs to increase the S–S bond.
length from the initial length. Subsequent maxima are roughly 75 fs apart, corresponding to the time needed for a single oscillation of the disulfide bond. Those subsequent maxima undergo a visible broadening at later times due to an increase in population of the T1 state and relaxation to the respective minimum structure featuring the weakened S–S bond. The weakened disulfide bond in turn increases the time needed for a single oscillation, resulting in a broadening in time for reaching the S–S bond length maxima as more and more trajectories fall out of sync.

![Potential energy plot for all considered states along the interpolation of internal coordinates from the S0 to the T1 minimum energy geometry. The T1 state is highlighted in black and the region where the pump pulse will promote strongest is marked in yellow.](image)

Figure 3: Potential energy plot for all considered states along the interpolation of internal coordinates from the S0 to the T1 minimum energy geometry. The T1 state is highlighted in black and the region where the pump pulse will promote strongest is marked in yellow.

Looking at the PESs that connect the S0 with the T1 minimum structures (Figure 3), one can see that all states but T1 are destabilized when approaching the T1 minimum. Thus, once the T1 state is populated, relaxation is barrierless and almost ballistic. The high density of states surrounding the initially excited states opens up a multitude of different branching pathways, all eventually leading to the T1 state, where the excited electron is located at the S–Sbpy ligand. To modify this ultrafast decay towards states that involve the S–Sbpy ligand and ultimately lead to an S–S bond length elongation, a suitable target needs to be defined. Keeping in mind that the T1 state is of MSCT+SC character and knowing that MLCT states are found at energies higher than their MSCT counterparts, we set our control goal to increase the population of states located at the plain bpy ligands through the dynamics.
Due to the high number of states, different onset times, and possible relaxation routes, no suitable laser pulse can be derived from a mere inspection of the PESs in Figure 3. Instead, and borrowing from local control theory,\textsuperscript{45} we define the time-dependent target quantity $p_L(E_{\beta\alpha}, t)$

$$p_L(E_{\beta\alpha}, t) = |\mu_{\beta\alpha}| \cdot \text{MLCT}^2_{\alpha},$$

where $\beta$ is the active excited state in the current trajectory and $\alpha$ is another excited state with a particular percentage of MLCT character (MLCT$_\alpha$). The transition dipole element between $\alpha$ and $\beta$ (\(\mu_{\beta\alpha}\)) is proportional to the ease of a transition between both states and $E_{\beta\alpha}$ is the energy difference between the active state and state $\alpha$ and therefore reminiscent of the frequency needed for resonance between $\beta$ and $\alpha$. This time-dependent measure can be evaluated for each state and each time step for all trajectories to obtain a map that showcases which laser pulses are likely to excite population to the MLCT band.

To further increase selectivity between MLCT and MSCT or SC states, we expand the quantity $p_L(E_{\beta\alpha}, t)$ to $p(E_{\beta\alpha}, t)$, defined as:

$$p(E_{\beta\alpha}, t) = |\mu_{\beta\alpha}| \cdot (\text{MLCT}^2_{\alpha} - \text{MSCT}^2_{\alpha} - \text{SC}^2_{\alpha})$$

where MSCT$_\alpha$ and SC$_\alpha$ are the contributions of MSCT and SC character of the excited state $\alpha$. We collected $p(E_{\beta\alpha}, t)$ values for 1000 trajectories propagated during 250 fs, starting in the $S_0$, and using the pump pulse described above. The resulting $p(E_{\beta\alpha}, t)$ values have been convoluted in energy with Gaussian functions of 0.3 eV FWHM, yielding Figure 4.
Figure 4: Values of $p(E_{\beta\alpha}, t)$ initiated by the pump UV pulse, reminiscent of the density of trajectories that could transiently be excited from the current active state to either MLCT states (positive $p(E_{\beta\alpha}, t)$ values shown in light blue to white) or MSCT+SC states (negative $p(E_{\beta\alpha}, t)$ values shown in green). The y-axis is the energy needed for a resonant transition with the active state. The pump pulse is depicted in black and a viable laser frequency to excite MLCT states is indicated with horizontal lines in gold.

We see that around $t = 75$ fs, MLCT bands (light blue) that could be transiently excited build around 0.5 eV above and below the currently active state (see gold lines). MSCT+SC states (in green) instead are found at lower energy differences (1.2 eV below the active states), corroborating their overall stabilization with respect the MLCT states. Throughout the dynamics, the energetic position of these MLCT and MSCT+SC bands stay constant, only fading out slowly towards the end of the dynamics as they represent lower energy states accessible from rather high energy states; these higher energy states get less and less populated the longer the dynamics continues due to non-adiabatic relaxation to lower energy states. An additional MSCT+SC band appears at the same energy as the active states (0 eV in Figure 4) because it gets more and more populated, with other MSCT+SC states in close vicinity. Finally, we can see that a MLCT band raises around 200 fs at ca 2 eV. This additional band represents trajectories that are very close to the $T_1$ minimum energy geometry from where the MLCT band is far away in energy.

The analysis of Figure 4 hints to a two-laser-pulse scenario to change the excited state dynamics of $[\text{Ru}^{(S--S\text{bpy})(\text{bpy})_2}]^{2+}$: a first pulse with frequency of 2 eV could be used to
excite trajectories close to the T\textsubscript{1} minimum geometry back to MLCT states, from where the S–S bond would contract. A second pulse could act at a much lower frequency (0.5 eV) and target trajectories in the process of descending down the ladder of states towards the low-lying MSCT+SC states. However, a 2 eV pulse would also act as an additional pump pulse inverting S\textsubscript{0} population, further complicating the ensuing dynamics. Therefore, the 2 eV pulse was discarded and only the infrared (IR) 0.5 eV pulse will be used besides the original pump\textsubscript{UV} pulse. We note that surface hopping cannot account for vibrationally excited states that could potentially be excited by an IR pulse within the electronic ground state, so these are excluded.

Accordingly, the following two-pulse setup is envisioned: the pump\textsubscript{UV} pulse used previously to excite population from the S\textsubscript{0}, followed by a 0.5 eV pulse (labelled pump\textsubscript{IR}), with again a FWHM 50 fs Gaussian envelope and a maximum intensity of 75 GW/cm\textsuperscript{2} (corresponding to 1.46·10\textsuperscript{-3} a.u. maximum amplitude of the electric field). The schematic influence of the expected dynamics when applying the pump\textsubscript{IR} to control the dynamics of Ru(S\textsubscript{−−}Sbpy)(bpy)\textsubscript{2}\textsuperscript{2+} is shown in Figure 1b. The delay time (\(\tau\)) between UV and IR pulses is defined as

\[
\tau = t_{0,IR} - t_{0,UV}
\]  

(3)

where \(t_{0,IR/UV}\) are the centers of IR and UV pulses, respectively. This delay is set to 115 fs (Section S3, Figure S3) to guarantee a distinct separation between the initial UV pump and the IR pulse. We note that because the transition dipole moments of [Ru(S\textsubscript{−−}Sbpy)(bpy)\textsubscript{2}]\textsuperscript{2+} are very large and they are paired with an intense laser field, the resulting dynamics will be a combination of weak- and strong-field effects. The evolution of the states triggered by the pump\textsubscript{UV}-pump\textsubscript{IR} pulse sequence is shown in Figure 2b. During the duration of the pump\textsubscript{IR} pulse, an increase of MLCT character is visible accompanied by a decrease of MSCT character, resulting in a distribution of MLCT to MSCT+SC characters similar to the distribution at the end of the pump\textsubscript{UV} pulse. Accordingly, the average S–S bond length of excited trajectories (Figure 2f), undergoes a strong reduction during the time the pump\textsubscript{IR}
pulse is on. Both observations indicate a successful population of MLCT states during the pump$_{IR}$ pulse, that in turn leads to a hardening of the S–S bond. However, as the pump$_{IR}$ pulse ends, repopulation of MSCT states is observed paired with an increase in the average S–S bond length.

As a next attempt to stop the decay towards the T$_1$ state completely, the pump$_{IR}$ pulse was substituted with a continuous wave of frequency 0.5 eV providing a permanent drain from MSCT to MLCT. This continuous wave overlaps with the pump$_{UV}$ pulse, so that it excites few trajectories at earlier times than the pulse(s) of Figures 2a and 2b, as it can seen in Figure 2c. After the pump$_{UV}$ pulse ends, more and more trajectories are excited with 51% population inversion at $t = 350$ fs. As intended, the decay of the MLCT character is completely blocked and the ratio of CT states remains constant after the maximum of the initial pump$_{UV}$ pulse. Furthermore, the S–S bond length (Figure 2f) oscillates around a value of 2.145 Å – only slightly elongated with respect to the equilibrium value (2.11 Å). Thus, this permanent IR continuous wave traps the excited population effectively in a mixture of states where the electron is located at any of the three ligands without relaxing to the T$_1$ minimum structure.

Finally, we investigate whether the continuous wave can be efficiently replaced by a train of short pump$_{IR}$ pulses –allowing for a more targeted modulation of the excited state dynamics–, where each single IR pulse would promote population of MLCT states accompanied by a reduction of the S–S bond. To position the pump pulses, we use the oscillations of the S–S bond length, so that the pump pulses are placed at the respective maxima. We use three pump$_{IR}$ pulses with a FWHM of 20 fs, separated from each other by 73 fs with the first acting with a $\tau$ of 102 fs between the pump$_{UV}$ pulse and the first IR pulse. The resulting dynamics are shown in Figure 2d. As it can be seen the MLCT character increases during the duration of all three laser pulses at the expense of MSCT contribution and the S–S bonds decreases strongly for each pulse hitting the complex. However, concomitant to each decrease of the S–S bond length there is a stronger increase, leading to even stronger
coherent oscillations after each pulse. This unwanted behaviour can be rationalized by two accumulating effects. One relates to the timing of the pump$_{IR}$ pulses, which acting at the maximum of the S–S bond length for most trajectories, promotes the system to populate MLCT states but the accompanying hardening of the bond results in a gain of kinetic energy along the S–S bond vibration –resembling a swing on a playground where an extra force is applied when the maximum height is reached. The second is that the strong pump$_{IR}$ pulses can increase the synchronization between more and more trajectories as the PESs shift with the time-dependent slow oscillations of the pulse. As a result, this train of IR pulses is not useful to prevent S–S dissociation.

An alternative is to set the centers of the IR pulses asynchronous to the S–S bond oscillations to obtain the opposite of the swing-effect described above. To this aim, another train of pump$_{IR}$ pulses is simulated, starting from the same first IR pulse with all subsequent laser pulses acting with a $\tau$ of only 50 fs. This way, the first pump$_{IR}$ pulse initiates the swing, which is then damped by the next pulse acting before a full oscillation of the S–S bond can be completed, effectively removing kinetic energy from the vibration. The time-resolved population is depicted in Figure 2e. A larger proportion of MLCT states and a decrease of the average S–S bond length is achieved, when compared to the previous pulse sequence. The asynchronous timing of the pulses with respect to the S–S bond oscillations results in an effective shortening of the average S–S bond length compared to the uncontrolled dynamics, giving an average bond length that oscillates around a value of 2.16 Å.

In conclusion, in this Letter we show how the excited state dynamics of [Ru($^{8-\text{S}}$bpy)(bpy)$_2$$]^{2+}$, a derivative of the well-known photosensitizer [Ru(bpy)$_3$]$^{2+}$, can be modified using laser pulses in the context of surface hopping trajectory simulations. We showed that a simple IR pulse is capable of transiently exciting population away from the pathway to the T$_1$ minimum energy structure, which is characterized by a weakening of the S–S bond that finally leads to dissociation. However, after the pulse ends, the natural course of the dynamics turns on, steering back towards the T$_1$ minimum and thus leading to S–S bond stretching. By
replacing the infrared pulse by a continuous wave of the same frequency, we demonstrated that the distribution of populated states and the S–S bond length can be frozen almost at the ground state equilibrium value preventing dissociation. Similar effects can be achieved by using a train of pulses, where depending on the interval between two pulses, the oscillations of the S–S bond can be better synchronized or be kept at a strongly reduced level close to the modifications achieved using a continuous wave. By ultimately avoiding sulfide extrusion, such compound could be subsequently reduced exploiting the $2e/2H^+$ nature of the disulfide/dithiol interconversion and find application in solar fuel generation.

This example suggests that control of excited state dynamics in large molecular systems can be successfully modelled in full dimensionality and can hopefully inspire laser control experiments. The presented approach could be extended to other transition metal complexes, where manipulating the different electronic states can be useful to break or hold a particular bond or push electron transfer in a particular direction.
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S1 Further computational details  
All the nonadiabatic dynamics simulations have been carried out using the program package SHARC 2.1.[1] The nuclear and electronic propagation was performed in a completely diagonal basis where both the off-diagonal coupling terms of the transition dipole moments with the external field and the spin-orbit couplings are projected onto the diagonal of the Hamiltonian, forming a set of spin-mixed states.[2, 3] In the context of laser fields, such a procedure is known as the instantaneous adiabatic representation or instantaneous Born-Oppenheimer representation.[4] Such a basis has been found to be beneficial compared to keeping the laser interactions as off-diagonal elements in the presence of strong external fields[5] but has also been shown to give nonphysical results in other cases where a Floquet basis was found to be superior.[6, 4, 7] A time step of 0.25 fs has been employed for the nuclear propagation while the electronic wave function was propagated using time steps of 0.01 fs in a locally diabatic
The simulations carried out to find suitable wave lengths for control of the excited state dynamics have been run for 250 fs, while all other simulations were run for 350 fs.

Decoherence of the electronic wave function on different states has been considered with the energy-based criterion acting in every time step using a decoherence parameter of 0.1 Hartree. Commonly, the kinetic energy of surface hopping trajectories is adapted at a hopping event to counteract the change in the potential energy experienced at the hop, hence, conserving the total energy of each trajectory. In the presence of laser fields, this is complicated by the fact that energy uptake or dissipation in the form of photon absorption or stimulated emission is possible, resulting in changes to the total energy. To differentiate between both types of hops (light-induced and not light-induced), a number of possibilities exist, but none of them were found suited to deal with the here investigated transition metal complex in the diagonal representation and the sets of pulses employed. Additionally, modifying the kinetic energy along the non-adiabatic coupling vector—which is considered the best direction to rescale the kinetic energy along—is complicated in the presence of states of different multiplicities, and this is not remedied by the use of a set of mixed states. Therefore, it has been decided that the kinetic energy at a transition between states is not adapted, even if in the literature such decision showed deviations in comparison with quantum simulations.

In order to estimate how much the current dynamics is affected by this choice, a comparison is shown below in Section S6.

### S2 The laser pulses

The interaction of the molecule with laser fields is treated within the semi-classical dipole approximation, where the field is classical and the electrons are quantum mechanical objects. A uniform field within each time step is assumed. The multipole expansion of the interaction of the field with the molecule is truncated to linear terms, i.e. to the interaction with the transition dipole moments of the system. Interactions due to the overall charge of the molecule are neglected as these would be identical for all considered states because the number of electrons does not change within the simulations. Accordingly, the simulated interaction \( \hat{V}_{\text{ext}} \) takes the form of

\[
\hat{V}_{\text{ext}} = -\hat{\mu}(\mathbf{R}) \cdot \epsilon(t)
\]

with \( \hat{\mu}(\mathbf{R}) \) being the dipole matrix and \( \epsilon(t) \) the time-dependent field. The field can be written as a sum of \( N_L \) laser pulses as follows

\[
\epsilon(t) = \sum_i^{N_L} \mathbf{p}_i \cdot \epsilon_i^0 \cdot \cos(\omega_i(t - t_{0,i}) + \eta) \exp \left[ -4 \cdot \ln(2) \left( \frac{t - t_{0,i}}{FWHM_i} \right)^2 \right].
\]

Here \( \mathbf{p}_i \) is the polarization vector of laser pulse \( i \) with a maximum amplitude of \( \epsilon_i^0 \) and frequency \( \omega_i \). The phase factor \( \eta \) is set to zero. The envelope function is a simple Gaussian function centered at \( t_{0,i} \). For all simulations, a linearly polarized field along the \( x \) direction was used, as the molecule showed the largest transition dipole moments along this axis (which in a laboratory fixed molecule, it points from the central metal atom towards the disulfide bridge of \( S^-S^{\beta}bpy \)). The estimation of the \( \mu(E_{\beta\alpha}, t) \) values to determine suitable control pulses also include transition dipole moments along \( x \). In order to verify that the observed dynamics is not an artifact of the assumed alignment of the simulated ruthenium complex, the influence of changing the polarization from \( x \) direction to a random polarization is discussed in Section S5.
All laser fields used in the main manuscript are depicted in Figure S1 with laser parameters collected in Table S1.

<table>
<thead>
<tr>
<th>$\epsilon_0^i$ [GW/cm$^2$]</th>
<th>$\omega$ [eV]</th>
<th>$t_{0,i}$ [fs]</th>
<th>FWHM$_i$ [fs]</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) 75</td>
<td>2.95</td>
<td>75.0</td>
<td>50.0</td>
</tr>
<tr>
<td>b) 75</td>
<td>0.50</td>
<td>190.0</td>
<td>50.0</td>
</tr>
<tr>
<td>c) 75</td>
<td>0.50</td>
<td>0.00</td>
<td>$\infty$</td>
</tr>
<tr>
<td>d) 75</td>
<td>0.50</td>
<td>177.5/250.5/323.5</td>
<td>20.0</td>
</tr>
<tr>
<td>e) 75</td>
<td>0.50</td>
<td>177.5/227.5/277.5/327.5</td>
<td>20.0</td>
</tr>
</tbody>
</table>

Table S1: Laser parameters of the lasers employed in panels a-e of Fig S1.

Figure S1: Laser fields used in the main manuscript. Parameters listed in Table S1.
S3 Coherent increase in the S–S bond length

Excitation of [Ru(S−−Sbpy)(bpy)2]+ with the pump\textsubscript{UV} pulse triggers coherent oscillations in the average of the S–S bond length, see Figure S2. The average S–S bond length increases until reaching a first maximum located 29 fs after the maximum of the pump pulse. Following this first maximum, the average S–S bond length oscillates to lower values before entering a stepwise and recurring increase in average as more and more trajectories decay towards the T\textsubscript{1} minimum energy structure, where the S–S bond drastically weakens.

When investigating this oscillatory behavior, we found that the first oscillation of the average bond length almost exactly coincides with the shape of the applied intensity $I$ ($I \propto \epsilon(t)^2$). As mentioned in the main text, a two-fold mechanism is at work here: I) First, the amount of excited trajectories changes during the length of the pump pulse. Each excited trajectory initiates its dynamics at a different point in time, resulting in different absolute time scales at which the T\textsubscript{1} minimum is reached. The more trajectories get excited in a single time step, the stronger the influence of these coherently excited trajectories on the average S–S bond length, resulting in an intensity shaped oscillation. II) Second, the S–S bond length moves coherently in the initially excited states. The interested reader can go to Figure S5c where no explicit laser pulse is used to excite the trajectories but instead the trajectories are directly projected in the electronic excited states at time zero. In this case, a very similar pattern of rising average S–S bond length is observed, albeit the oscillations are sharper than when using an explicit UV laser pulse.

Figure S2: Average S–S bond length (black) after a pump\textsubscript{UV} excitation. The laser field $\epsilon(t)$ is plotted in purple. The grey shapes fitted into the maxima along the S–S bond average correspond to the (scaled) intensity ($\epsilon(t)^2$) of the pump pulse, which was manually moved to be centered at the respective maxima.

Overall, we can conclude that the oscillations are due to differences in the equilibrium point of the ground and the excited states, while the broadening of the observed oscillation is due to the employed pulse. The oscillation has a recurrence time of ca 73 fs, close to experimentally determined disulfide bridge bond vibrations (between 65-77 fs). At later times, the oscillations flatten out as trajectories follow different relaxation pathways, resulting in slightly shorter or longer bond oscillations, until more trajectories show longer bond oscillations as the S–S bond weakens.
S4 Time delay analysis

To see how sensitive the excited state dynamics is to the position of the broad FWHM=50 fs pump$_{IR}$ pulse, the effect of several time delays ($\tau$) have been investigated using 4000 trajectories. Besides $\tau$ of 115 fs, presented in the main manuscript, we have simulated $\tau$=95 and 135 fs. As shown in Figure S3, the S–S bond length is different, with a smaller dip for $\tau$=95 fs compared to $\tau$=115 fs. For a $\tau$ = 135 fs the dynamics is similar as for $\tau$ =115, indicating that with the employed broad pulse featuring a FWHM of 50 fs, the exact position of the IR pulse is not important to see a reduction in the average of the S–S bond length.

![Figure S3: Average S–S bond length for different time delays ($\tau$) between the pump$_{UV}$ and the pump$_{IR}$ pulses (FWHM=50 fs). The reference uses only pump$_{UV}$.](image)

S5 Random laser polarisation

All simulations presented up to now have been conducted using linearly polarized electric fields in the $x$-direction, because it corresponds to the direction of the largest transition dipole moment, and and thus the initial excitation is maximum along this direction. In order to estimate the effect of the polarization, two computational approaches can be conceived. One is to randomly assign the spatial orientation of each molecule while the electric field acts along $x$. Another is to keep the orientation of the molecule and randomly adapt the polarization vector of the electric field. We chose the latter approach as it is simpler to implement, especially since each rotated molecule would need to be rotated back into the reference system of normal modes employed in the LVC model.

Using a random polarization for the electric field, two new simulations are set up (Figure S4c and S4d) and compared to those of the main manuscript in Figure 2a and 2b (shown again in Figure S4a and S4b). 4000 trajectories are set up in all cases, each having a completely randomized polarization vector for the complete field (i.e. in a two-pulse setup, both pulses share the same polarization vector) and normalized to still yield a maximum of 75 GW/cm$^{-2}$ intensity. For the case of only pump$_{UV}$, less population is excited with randomly polarized light (26 % compared to 41 %), corroborating that the largest transition dipole moment is located along the $x$ direction. The character of the states populated in both cases (Figure
Figure S4: a) Time-resolved population after, (a) a pump$_{UV}$ pulse $x$-polarized, (b) a pump$_{UV}$-pump$_{IR}$ sequence $x$-polarized, (c) a pump$_{UV}$ pulse randomly polarized, and d) a pump$_{UV}$-pump$_{IR}$ sequence randomly polarized. e) Corresponding time-evolution of the S–S bond length. All laser pulses have a FWHM=50 fs.

S4a and c, for polarized along $x$ or randomly) are very similar. In the S–S bond length for (Figure S4e), a slightly larger average is found for a randomly orientated electric field but overall the dynamics is very similar.

In the case of the pump$_{UV}$-pump$_{IR}$ sequence we also see a reduction in the amount of excited trajectories using randomized polarization vectors. However, the IR pulse results in a smaller increase of MLCT character than for a similar pulse along $x$. The average S–S bond length of excited trajectories is also less influenced by the control IR pulse but yields qualitatively similar results. Overall, we can conclude that the choice of the $x$ direction for the electric field only enhance a stronger interaction with the ruthenium complex but dynamics is not affected. In an experiment, where the molecules are randomly oriented, only a smaller amount of those would be excited but the dynamics is expected to be qualitatively the same.
**S6 Influence of adapting kinetic energy on a hop**

In the main manuscript, the kinetic energy of a surface hopping trajectory was preserved during a hopping event. Therefore, the total energy in a trajectory is not conserved but instead increases for hops to higher lying surfaces and decreases for switches to lower energy surfaces. This methodology has been found\cite{11, 20, 12} to give detrimental results for hops induced via non-adiabatic couplings as the presence of frustrated hops and the instantaneous adjustment of the kinetic energy is said to be important to mimic quantum behavior with the non-adiabatic coupling vector being the best choice for the direction of the velocity adjustment. However, when surface-hopping dynamics includes explicit laser fields, the overall energy conservation does not strictly apply, as hops caused by interaction with the electric field represent absorption or stimulated emission of a photon, associated with an allowed change in total energy. The presence of low-energy laser fields coupled with the propagation in a field-dependent basis invalidates using criteria to differentiate field- and non-adiabatic-induced. Hence, here the hops were not adjusted for energy.

![Figure S5](image-url)

Figure S5: a-c) Time-resolved populations after trajectories are started directly in the electronic excited states. The difference between the sets is that the velocity vector (v) is rescaled at a hopping event to conserve the total energy in a) while b) does not show conservation of energy at a transition between surfaces (none) and c) uses the non-adiabatic coupling vector (h) to adjust the kinetic energy. d) Time evolution of the S–S bond length. The intensity of the pump pulse that was used for dynamics including electric fields is fitted as best as possible to the first maximum of the S–S bond length (see Section S3 for the corresponding discussion).

Still, we found interesting to investigate how large is the influence of adapting or not the
kinetic energy, for which two sets of trajectories have been simulated starting in the excited states, differing only in their treatment of velocity adjustment. Accordingly, we prepared two sets of 1000 trajectories, which for convenience, are stochastically selected based on the relative oscillator strength in the energy range of 2.85 to 3.05 eV and projected onto the corresponding excited states (i.e. no explicit laser pump pulse is used). One set of trajectories is rescaled along the velocity vector \((v)\) at a hop, another set is not rescaled at all (none) and a final set uses the non-adiabatic coupling vectors \((h)\) between the involved states to adjust the kinetic energy along. The resulting time-resolved populations are presented in Figure S5a-c. Interestingly, tiny deviations can be observed for the first two sets of dynamics. Only when using the non-adiabatic coupling vector to rescale, distinct and larger increase in MSCT states is observed, indicating that population of low-lying triplet states increases faster in this protocol. Also when looking at the S–S bond length (Figure S5d), deviations between both the first two protocols are negligible and occur only at later times. Not rescaling the velocities results in a stronger broadening of the oscillations of the S–S bond length compared to the adjustment along the full velocity vector. However, when using the non-adiabatic coupling vectors for energy conservation, a very steep increase in S–S bond length is observed, reaching a maximum value of around 2.31 \(\text{Å}\) after 200 fs from where on it stays almost constant. This value is very close to the equilibrium bond distance found at the \(T_1\) minimum structure of the employed LVC model (2.34 \(\text{Å}\)), hinting that almost all trajectories are in the \(T_1\) minimum after 200 fs. The differences between the dynamics and both the dynamics without energy adjustment and adjustment along the full velocity vector are twofold: when using the non-adiabatic coupling vectors, on the one side, the kinetic energy along specific bonds is increased when descending down the multitude of states, potentially increasing the kinetic energy along the S–S bond. On the other side, as the active state tries to switch to states with higher potential energy, frustrated hops are encountered when the kinetic energy along the non-adiabatic coupling vector is insufficient. This happened a total of 7231 times when using the non-adiabatic coupling vector and 0 times in the case of the full velocity vector which always contained enough energy (more than 7 eV in most cases) to accommodate the respective energy change. Therefore, on average 7 hops to higher-lying states have been frustrated per trajectory, barricading access to states that potentially feature larger MLCT character as they are generally located at higher energy and restricting the space of active states to lower energy states of predominantly MSCT character. We note that the non-adiabatic coupling vector has been commonly deemed the best and most physically sound choice for rescaling direction.[11, 17, 18, 12]

In summary, we find that the differences between not rescaling or rescaling along the full velocity vector are very small. Overall, the energetic closeness of the excited states in this transition metal complex results in a large number of hops with small energy gaps. When distributing this small amount of energy using the full velocity vector, very small changes to the momenta of each single atom are observed. Therefore, rescaling along the full velocity vector conserves the total energy, but gives very similar results to not rescaling the kinetic energy at all. Adjusting the kinetic energy along the non-adiabatic coupling vector is found to change the speed upon which the S–S bond elongates as well the speed of the deactivation mechanics and would be the preferred treatment for hops that are not induced by an external field. Unfortunately, it is not possible to properly distinguish between field-induced hops and hops due to non-adiabatic couplings and spin-orbit couplings. Therefore, in order to not interfere with field-induced hops the simplest choice of not conserving the total energy was chosen for all encountered hops.
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