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Abstract

The two-dimensional material graphene is being intensively studied due to its unique properties.

Exploration of its potential for novel applications appears to be far from complete, with defect

engineering being one promising avenue for tailoring its properties. Not only can aberration-

corrected scanning transmission electron microscopy (STEM) image graphene, but the focused

electron beam can also be used to create defects and even manipulate individual substitutional

impurities with atomic precision.

In this work, both graphene as well as its impurities, most notably silicon, are investigated using

STEM. First, the temperature-dependent electron knock-on cross section of pristine graphene was

measured. The quantification of the observed radiation hardness at elevated temperature led to

an experimental estimate of the carbon adatom migration barrier on graphene. Second, the cross

sections for electron-beam induced dynamics associated with silicon and phosphorus dopants were

measured. Previous and the new experimental data for silicon were used to discuss in detail

the success probability for single-atom manipulation of silicon substitutionals. In addition, two

different experimental approaches for the implantation of aluminum into graphene were evaluated.

Finally, the controlled single-atom manipulation of impurity atoms in graphene was extended

toward automation. While the degree of control over more than two silicon atoms could not

be improved, a software application capable of performing autonomous manipulation of multiple

impurities was developed and successfully deployed. This involved implementing a convolutional

neural network to recognize the atomic structure in STEM images, an algorithm to determine the

shortest path for manipulating multiple impurity atoms to a pattern, and automatic positioning

of the electron probe to irradiate the required sites.

Although sample quality and undesirable chemical interactions continue to impede progress toward

multi-atom structures, this work lays the basis for scaling up the technique of atom manipulation

in the scanning transmission electron microscope.
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Zusammenfassung

Das zweidimensionale Material Graphen wird aufgrund seiner einzigartigen Eigenschaften intensiv

untersucht. Die Erforschung seines Potenzials für neuartige Anwendungen scheint noch lange nicht

abgeschlossen zu sein, nicht zuletzt, da Defect Engineering eine vielversprechende Methode ist,

um seine Materialeigenschaften anzupassen. Mithilfe aberrationskorrigierter Rastertransmissions-

elektronenmikroskopie (STEM) kann Graphen nicht nur abgebildet werden. Vielmehr kann der

fokussierte Elektronenstrahl auch zur Erzeugung von Defekten und sogar zur Manipulation einzel-

ner substitutioneller Fremdatome mit atomarer Präzision verwendet werden.

In dieser Arbeit werden Graphen und seine Verunreinigungen, allen voran Silizium, mittels STEM

untersucht. Zunächst wurde der temperaturabhängige Wirkungsquerschnitt für Stöße von hoch-

energetischen Eletronen mit Gitteratomen gemessen, die zur Entfernung letzterer aus makellosem

Graphen führen. Die Quantifizierung der beobachteten Strahlungshärte bei erhöhter Temperatur

konnte zur experimentellen Abschätzung der Migrationsbarriere für Kohlenstoffatome auf Graphen

genutzt werden. Zweitens wurden die Wirkungsquerschnitte für Elektronstahl-induzierte Dynami-

ken in Zusammenhang mit Silizium- und Phosphordotanden gemessen. Frühere und die neuen

Daten für Silizium wurden verwendet, um die Erfolgswahrscheinlichkeit für die Manipulation

einzelner Siliziumatome ausführlich zu diskutieren. Außerdem wurden zwei verschiedene experi-

mentelle Ansätze für die Implantation von Aluminium in Graphen bewertet.

Zudem wurde die kontrollierte Manipulation einzelner Fremdatome in Richtung Automatisierung

erweitert. Während der Grad der Kontrolle über mehr als zwei Siliziumatome nicht verbessert

werden konnte, wurde jedoch eine Softwareanwendung entwickelt und erfolgreich eingesetzt, die die

Manipulation mehrerer individueller Substitutionsatome eigenständig durchführt. Dazu wurden

ein Convolutional Neural Network zur Erkennung atomarer Strukturen in STEM-Bildern, ein

Algorithmus zur Ermittlung des kürzesten Weges für die Manipulation von mehreren Fremdatomen

zu einem Muster sowie die automatische Positionierung des Elektronenstrahls implementiert.

Obgleich Probenqualität und unerwünschte chemische Wechselwirkungen den Fortschritt hinsicht-

lich der Erzeugung von Strukturen mit mehreren Atomen weiterhin behindern, legt diese Arbeit den

Grundstein für die Ausweitung der Atommanipulation im Rastertransmissionselektronenmikroskop.
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1 Introduction

In this thesis, electron irradiation effects on graphene are studied with scanning transmission

electron microscopy (STEM). Conversely, the applicability of STEM as a nanoengineering tool at

the atomic scale is investigated using graphene. I report on my contribution to various aspects of

”single-atom manipulation”. Whilst certain knowledge of the basics of STEM and particle physics

is assumed, the present chapter aims to make the methods and the results covered in this work

fully comprehensible for physicists and at least partially explicable for technicians and natural

scientists.

Graphene, a two-dimensional (2D) allotrope of carbon, was first predicted in 1947 [1]. Its reproduc-

ible isolation from graphite did not occur until 60 years later [2]. It is a monolayer of carbon atoms

arranged in a honeycomb structure and, thus, only one atom thick. Numerous other superlative

properties are attributed to it as well, e.g. in terms of stiffness, tear resistance [3], and electrical

[4, 5] as well as heat conductivity [6].

Techniques classified as scanning probe microscopy have become the predominant engineering tools

for fabrication and investigation at the nanoscale [7]. Since the late 1980s, the atomically sharp

tips of scanning tunneling microscopes have been used to move atoms over clean metal surfaces

held at cryogenic temperatures [8]. A recent highlight in 2016 was the use of scanning tunneling

microscopy to manipulate individual surface vacancies and realize ”a kilobyte rewritable atomic

memory” [9] that is stable at temperatures up to 77 K.

With the invention of the probe-corrected STEM [10, 11], Richard P. Feynman’s vision of an

electron microscope one hundred times better, when compared to 1959, has been made reality

[12]. While scientists have been able to see single atoms in STEM images since 1970 [13, 14], it

is now possible to visualize each atom or atomic column in most materials. The highest reported

resolution is around 50 pm [15, 16].

In 2014, it was discovered that the scattering of energetic imaging electrons can cause three-

coordinated Si impurities to move through a monolayer of graphene. By purposefully directing the

Ångström-sized electron probe, that movement can be controlled with atomic precision [17, 18].

Our research team has focused on investigating the possibilities and limitations of this method,

henceforth referred to as single-atom manipulation. Despite facing up challenges on the edge of

scientific knowledge and the art of engineering, continuous progress has been achieved.

STEM has thus emerged as a new tool for the direct assembly of nanostructures with the ability to

manipulate single atoms. Rearrangements in the atomic structure are possible if the transferable

kinetic energy is comparable to the strength of covalent bonds [17]. The advantage over scanning

tunneling microscopy techniques is the stability of configurations at room temperature. Experi-

ments have revealed the potential for atomically precise manipulation of Al, Si, and P impurities

in a graphene lattice using the Å-sized focused electron beam [18–21].
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1 Introduction

One of my goals was, by using substitutional impurity atoms as an ”ink” and the 2D material

graphene as ”paper”, to develop electron microscopy software that is capable of controlling a

STEM and, by doing so, writing arbitrary pre-defined patterns. To make that aim comprehensible,

details relevant to my research will be mentioned in the present chapter. This will include an

opening description of the technique STEM, a brief introduction to density functional theory

(DFT), an overview of point defects in graphene, and an outline of diffusion in solids, examining

surface diffusion on graphene in more detail. Then, electron-beam induced irradiation effects in

graphene will be described. Last, basic information related to my experimental work on single-atom

manipulation will be given.

1.1 Scanning transmission electron microscopy

The present section is a summary of STEM aspects relevant to this thesis, based on ref. [22]. I will

give a brief explanation of why an electron microscope instead of a visible-light microscope needs

to be used for the imaging of graphene and other 2D materials. In addition, I will explain how

this type of microscope works and which detectors are most commonly used for material analysis

with STEM.

While the wavelength of visible light ranges from roughly 380 to 740 nm, electrons accelerated by

a potential of a few kV have a wavelength in the 10 pm regime. According to generally applicable1

resolution limits (Abbe diffraction limit, Rayleigh criterion), this allows resolving a much smaller

distance, i.e. to distinguish features on a much smaller length scale. While the best resolution in

visible-light microscopy is usually about 200 nm, the resolution in electron microscopy is limited

by the aberrations of the electromagnetic lenses.

Electrons are emitted by a gun, which is driven either electrostatically or thermally, and then

accelerated by an electrostatic potential. The charged particles then get focused by electromagnetic

lenses. In aberration-corrected instruments, a series of multipole magnets is used to correct the

lens errors. After passing this so-called probe corrector, the electrons are deviated perpendicular to

the direction of their momentum by so-called scan coils. The beam of electrons is rastered across

a region of the sample, called the field of view (FOV). In addition to the condenser lenses and

the aberration corrector, the lens system also consists of an objective lens before the sample and

projector lenses after the sample.

At and inside of the sample, the beam electrons interact with the material and scatter. A part of

them is transmitted through the sample, deviated by the projector lens, and enters the detector

system. In a modern STEM, there are commonly multiple annular or circular semiconductor (SC)

detectors present. If an electron hits such a detector, it causes a certain number of electron-hole

pairs. The resulting voltage can be measured and gives a certain intensity per pixel, synchronized

with the scan coils. Depending on the semi-angle of collection, we call the detector an annular

bright field (ABF) or medium-/high-angle annular dark field (MAADF/HAADF) detector. The

SC detectors generally have high capacitance to not be highly responsive to fast changes in the

intensity of the signal. Their bandwidth is in the range of 100 kHz. In addition to SC detectors,

a magnetic prism as part of an electron energy-loss spectroscopy (EELS) setup is often available.

In EELS, the amount of energy an imaging electron loses due to an inelastic scattering process is

measured, from which the chemical compounds present can be determined.

1This applies to visible-light microscopy as well as to electron microscopy.
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1.1 Scanning transmission electron microscopy

1.1.1 Annular dark field image contrast

For dark field (DF) imaging with STEM, usually an annular axis-on-axis2 semiconductor detector

is used. An individual instrument may be equipped with multiple such annular dark field (ADF)

detectors. They are located behind the specimen in the direction of the beam propagation, which

is typically upwards for dedicated STEMs, and collect electrons scattered in the angular range3 of

ca. 50 to 200 mrad with respect to the optical axis [22, 23], depending on the acceleration voltage.

The ADF-STEM image contrast is due to a different number of electrons hitting the detector

for different sample regions. It mainly arises from incoherent scattering – intense diffraction peaks

satisfying the Bragg condition [24] are avoided because of the angular range – and is predominantly

affected by differences in the mass density and the thickness of the sample [22]. In this mass-

thickness contrast, elements with a greater atomic number and thicker specimen regions appear

brighter.

The contrast due to differences in mass density becomes particularly important when imaging

suspended monolayers of 2D materials. In the atomic limit, this is determined by the atomic

number Z and is therefore commonly called Z-contrast. Specifically for ADF-STEM images of

graphene, this is why substitutional impurities can be distinguished from 6C. An example of a

MAADF-STEM image of defective graphene with a substitutional Si impurity is illustrated in

fig. 1.1.

Figure 1.1: Raw (left) and Gaussian-blurred (right) MAADF-STEM image of a strained defective
graphene structure with a Si atom incorporated in the 2D lattice. The impurity appears brighter
than the surrounding C atoms. The FOV was ca. 1 × 1 nm2, the pixel dwell time was 8 μs, and
the number of pixels was 512 × 512 px.

2The detector axis and the optical axis of the microscope are coincident.
3Technically, the semi-angle of collection.
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1.1.2 Electron-probe shape

The electron-probe shape of the STEM determines how the electron dose is distributed in the two

spatial dimensions perpendicular to the axis of the beam cone. In electron-beam manipulation,

the irradiation must be precisely directed at single atoms. The spatial distribution of the dose is

thus very important for a good estimate of the count of electrons impinging on each atom. The

electron-probe shape (later referred to as beam intensity profile) is determined by the electron-

optical instrumentation, i.e. lenses and apertures [22]. In 2014, the full width at half maximum of

the Nion microscope which we are using was estimated to be 1.4 Å, although it was not clear how

much this varies over time [25]. Approximating the shape by a single Gaussian- or Lorentzian-

shaped curve, or by a superposition of such yields precise analytical probe functions [26–29].

1.1.3 STEM as a nano-engineering tool

This section is based on original work in Publication 1 [30].

Both STEM and conventional transmission electron microscopy (TEM) allow the exposure of

specimens to highly energetic electron irradiation. The typical acceleration voltage in modern

instruments ranges up to ca. 200–300 keV. The irradiation effects caused by the electron-material

interaction can be imaged in-situ with atomic resolution in spatial terms and with a time resolution

determined by the exposure time in TEM and by the frame time in STEM, respectively. During

the last decade, electron irradiation has been used to sculpt materials at the nanoscale [31–35], to

induce phase transitions [36, 37], change the local structure of materials [38–41], and even induce

the positional exchange between individual atoms [17, 18, 20, 42, 43]. The application of the last-

mentioned method to graphene is a main topic of this thesis. It will be referred to as ”single-atom

manipulation” and be explicitly discussed in section 1.6.

1.2 Density functional theory

DFT is a method to describe many-body systems and calculate their properties. In the context of

quantum mechanical modeling, it is based on the inhomogeneous distribution of the electron density

[44] and used to calculate e.g. energies in atoms, molecules, and solids, though the applications of

DFT are much more far-reaching. DFT methods offer broad variations and are often combined with

other methods. An example of the latter is molecular dynamics (MD), for which forces calculated

based on DFT potentials can be used (DFT-MD).

When numerically solving the Schrödinger equation [45], using DFT drastically reduces the compu-

tational effort, because it eliminates the necessity to solve the complete equation of the many-body

system. This makes DFT calculations with many more electrons possible when compared to more

exact methods. The Born–Oppenheimer approximation [46] (the nuclei are seen as fixed due to

the larger time scale of their movement when compared to the movement of electrons) is inherently

assumed. The total energy of the system is formally written as a sum of the kinetic energies of

the electrons, the electron-nuclei interactions, and the electron-electron interactions. According to

the Hohenberg–Kohn theorems [44], the electron density (given by the wavefunction as a function

of the spatial coordinates) determines the ground state of a system. DFT calculations seek to

iteratively minimize the total energy functional of the electron density, by optimizing the latter.

4



1.3 Point defects in graphene

There are different approaches to modeling the energy functional. The ansatz according to Kohn

and Sham [47], which splits the minimization problem into single-electron Schrödinger equations,

has become widely accepted. The Kohn–Sham formalism shifts the many-electron problem to

the exchange-correlation energy, for which no explicit derivation is possible. The exact form of

the exchange-correlation functional is not known (except for the free electron gas). A variety of

approximations for it exists, and one of the most commonly used functionals was introduced by

Perdew, Burke, and Ernzerhof (PBE) [48].

1.3 Point defects in graphene

In material sciences and especially in nanotechnology, deviations from perfection are common

research foci, because it is crucial to understand their effect on the material properties. As for

graphene, structural, topological, intrinsic, and substitutional defects have been extensively studied

[49–52]. The present section gives a brief overview of point defects (0-dimensional defects). Defects

of higher dimensions are not dealt with in this thesis: whenever those were observed during an

experiment, the FOV was re-positioned to a sample region that was neither significantly strained,

nor notably bent, and free from dislocations, grain boundaries, and edges.

Formation energy of defects

DFT-based values for defect formation energies Ef , some of which are mentioned below, are

typically calculated according to [53, 54]

Ef = Ed − Ebulk − nµC, (1.1)

where Ed is the total energy of the defective structure, Ebulk is the total energy of the pristine

structure, µC is the chemical potential of C, and n is the number of added (n > 0) or removed

(n < 0) C atoms. Thereby, the chemical potential is taken as µC = Ebulk/NC, where NC is the

number of atoms in the pristine structure. An alternative definition of Ef in terms of energies

assigned to the bonds of the defective and the pristine structure is given in ref. [55].

1.3.1 Stone–Wales defect

The Stones-Wales defect [56], which is denoted SW(55-77) and illustrated in fig. 1.2, is intrinsic,

meaning that no heteroatoms are present, and topological, meaning it changes the local symmetry

Figure 1.2: Atomic structure of a reconstructed SW(55-77) defect in graphene, obtained from DFT
calculations. (Adapted with permission from ref. [50]. Copyright 2011 American Chemical Society.)
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Figure 1.3: Atomic structure of a reconstructed single vacancy in graphene, obtained from DFT
calculations. The atom encircled in red has a dangling bond that remains due to geometrical
reasons. (Adapted with permission from ref. [50]. Copyright 2011 American Chemical Society.)

of the lattice. The number of lattice atoms is conserved upon formation. By rotating a C-C bond

by 90° with respect to its midpoint, two pentagons and two heptagons are formed. The formation

energy of this defect is ca. 5 eV [53, 57], though if the formation involves the above-mentioned bond

rotation, a kinetic barrier of ca. 10 eV needs to be overcome [53]. Stone–Wales transformations in

graphene are frequently observed in high-resolution transmission electron microscopy (HRTEM)

[58] and STEM [59] at energies at and above 60 keV, hence the energy to overcome the transition

barrier can be provided by the electron beam.

1.3.2 Single vacancy

A missing lattice atom is a structural and intrinsic point defect, and it is the simplest defect in

any material. In graphene, a single vacancy (SV) reconstructs through a Jahn-Teller distortion

[60]: two of the three dangling bonds saturate by forming a bond between two former neighbors of

the missing atom, while one bond remains unsaturated [50]. The structure surrounding the single

vacancy (SV, or MV for monovacancy) contains a pentagon and a nonagon instead of two hexagons

and the notation of the defect is, thus, V1(5-9). The DFT-calculated atomic structure is depicted

in fig. 1.3. The defect formation energy is ca. 7.5 eV [53, 61, 62].

1.3.3 Multivacancy

In a double vacancy or divacancy (DV), two neighboring atoms are missing. Since no non-carbon

atoms are involved, it is an intrinsic defect. There are combined topological and structural as well

as purely structural divacancies. In a fully reconstructed DV, which is depicted in fig. 1.4a and

denoted V2(5-8-5), all bonds are saturated and the surrounding structure contains two pentagons

and one octagon instead of four hexagons. The DV formation energy is ca. 9 eV (4.5 eV per

missing atom) [61, 62], which is why DVs are thermodynamically more favorable than SVs. Other

appearances of a DV are omitted here for brevity, but they include additional bond rotations. The

removal of more than two atoms leads to larger and more complex defect configurations (see e.g.

[63]), an in-depth characterization of which is also beyond the scope of this work.
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1.3 Point defects in graphene

Figure 1.4: Atomic structure of a reconstructed double vacancy V2(5-8-5) in graphene, obtained
from DFT calculations. (Adapted with permission from ref. [50]. Copyright 2011 American
Chemical Society.)

1.3.4 Substitutional impurities

Certain heteroatoms adopt a stable configuration if incorporated into the graphene lattice as

substitutional impurities. They can substitute one or two C atom(s) in an SV or a DV, respectively.

Si is the element that is observed most often when investigating free-standing monolayer graphene

by STEM, since (hydro-)carbon contamination layers typically contain Si and due to its similar

valence binding, it has a high affinity to bond with C. A substitutional Si impurity in a single

vacancy (Si@SV) enters a three-coordinated configuration (thus also denoted as Si–C3), whereas

it is four-coordinated if in a double vacancy (Si@DV, or Si–C4) [17]. Single Si impurities are of

particular interest for this thesis because they can be moved through the graphene monolayer at

atomic precision using the focused beam of a STEM.

Graphene doped with B and N has been extensively studied as well [64, 65], and ways for implanting

the semi-metal Ge [66] and the transition metal Au [67] into graphene have been shown. However,

Al [68] and P [69] impurities are, after Si, the most promising candidates for single-atom manipula-

tion [21]. They bond in tetrahedral-like configurations with sp2 and sp3 character, and the impurity

atom buckles out of the lattice plane. Please refer to section 1.6 for more details on single-atom

manipulation in graphene.

Si atoms are almost always present on graphene samples (see e.g. [17, 18], and also according to my

own experience). N atoms can sometimes be observed without intentional doping (see e.g. [68]).

Any other atom has to purposefully be incorporated into the lattice.

1.3.4.1 Two-step substitution of carbon

The growth of doped graphene by CVD with heteroatom-containing precursors, for example

(HCN)3 [70], and ion implantation [21, 64, 66] into free-standing monolayers were considered

feasible ways to dope graphene. In 2012, bombardment with Au and B atoms/ions has been used

to create vacancies, which can be filled by different elements in a second step, showcased for Pt,

Co, and In [71]. In 2017, a 100 keV electron probe was used to create vacancies in graphene,

which were then filled with Si by irradiating the surrounding amorphous contamination [42].

Shortly afterward, single Si atoms were found within single-walled carbon nanotubes (SWCNTs)

7



1 Introduction

as well as graphene after Ar+ plasma irradiation treatment [72], which causes a high density of

vacancies in the corresponding lattices [63]. The conclusion was that other impurities could also

be incorporated that way if they could be brought near the vacancies created by the irradiation.

This was successfully carried out in rapid succession for Al [68] and Au [67].

1.3.5 Carbon adatoms

In graphene, interstitial atoms do not exist, because a configuration with an additional atom at an

in-plane position (e.g. in the center of a hexagon) is not stable. Instead of straining the material in

two dimensions, additional atoms sit on one of the two surfaces outside of the lattice as adatoms.

As depicted in fig. 1.5, the energetically favored position of a C adatom is on top of a carbon-

carbon bond center (bridge site), where it has an adsorption energy of ca. 1.4 eV [73]. Please refer

to section 1.4.1 for more details on the bonding and the dynamics of C adatoms on the surface of

graphene.

1.4 Diffusion in solids

The present section is a brief introduction to relevant basics based on ref. [74]. However, the surface

diffusion of carbon adatoms on graphene is discussed in more detail due to its major relevance for

this thesis and original work in Publication I [30].

Diffusion (from Latin ”diffundere”: to spread out, to scatter) refers to the natural motion of

particles such as atoms or molecules caused by a concentration or chemical potential gradient

(chemical diffusion, intermediate to high coverage of diffusible species), or by spontaneous migration

of particles in the absence of such a gradient (tracer diffusion, very low coverage of diffusible species)

[74]. For the purpose of this work, we are solely interested in the tracer regime.

Random-walk diffusion kinetics

The following applies to self-diffusion (e.g. C adatoms on graphene) and hetero-diffusion (e.g. Si

adatoms on graphene). In solids, the movement of a diffusing particle across larger areas or volumes

is typically just a concatenation of jumping or tunneling processes from one adsorption site (in

equilibrium, local potential energy minimum) to another one. During every individual migration

step, the migration energy Em has to be overcome by the particle. At non-cryogenic temperatures

and spanning multiple classical migration mechanisms (see [74]), the temperature-dependence of

the diffusion coefficient D(T ) (mean-square displacement per unit time) is found to follow the

Figure 1.5: The carbon adatom adsorption sites (0 and 9) and the adatom migration path (0-9) in
top (a) and side (b) view. (Reproduced with permission from ref. [73]. Copyright 2013 American
Physical Society.)
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1.4 Diffusion in solids

semi-empirical Arrhenius equation [75]

D(T ) = D0 exp

(
− Em

kBT

)
, (1.2)

where D0 is the self-diffusion or hetero-diffusion coefficient at infinite temperature, Em is the

migration energy, kB is the Boltzmann constant, and T is the temperature. Furthermore, D(T ) is

proportional to the migration rate Γ(T ) (with the dimension of inverse time), which is characterized

by an attempt frequency f0 and the same thermodynamic factor:

Γ(T ) = D(T )
z

d2
= f0 exp

(
− Em

kBT

)
, (1.3)

where z is the number of neighboring adsorption sites the particle can hop to, and d is the spacing

of the sites.

1.4.1 Surface diffusion of carbon adatoms on graphene

For this thesis, the diffusion of carbon adatoms is highly relevant in two respects. First, the

recombination of diffusing carbon adatoms with vacancies explains the observed radiation hardness

of graphene at elevated temperatures (as will be discussed in section 3.2), which has been reported

before [76, 77]. Second, the replacement of a substitutional impurity in graphene by carbon also

involves approaching carbon atoms (sections 3.3.1 and 3.3.2). Surface diffusion of non-carbon

adatoms on graphene, although relevant for Si and Al substitution in graphene [68, 72] is not

explicitly considered.

Carbon adatoms on the surface of graphene are widely agreed to diffuse exclusively via a basic

hopping mechanism [50, 73, 78], in contrast to diffusion by atomic exchange4 and tunneling

diffusion [74]. Equations (1.2) and (1.3) apply to the surface diffusion of (ad)atoms, molecules,

and clusters on the surface of graphene. Regarding carbon adatoms, DFT calculations show that

their equilibrium position (adatom adsorption site) is between two carbon (lattice) atoms with a

perpendicular distance to the lattice of 1.87 Å, forming a bridge-like structure (see fig. 1.5a). The

adatom bonds with two lattice atoms and features an sp2-like hybridization of the valence orbitals

bonds, and the lattice atoms each present sp2-sp3 hybridization. As far as the hopping mechanism

is concerned, the minimum energy adatom diffusion path, calculated in a static approximation

using the nudged elastic band (NEB) method [79], is a low-curvature line that ranges from an

adsorption site to one of the three adjacent ones. On its trajectory, the adatom slightly approaches

both the center of the interstitial space and the lattice plane (see fig. 1.5). Literature values for the

calculated carbon adatom migration barrier Em lie between 0.40 and 0.47 eV [62, 73, 78, 80, 81],

and the attempt frequency f0 is usually assumed to be ca. 4×1012 s−1 (value for carbon interstitials

in graphite) [82].

1.4.1.1 Healing of vacancies by recombination with carbon adatoms

Fundamentally important diffusion processes in some materials have been directly studied by

(S)TEM [83–85]. The migration of carbon adatoms on the surface of graphene, though, is not

accessible to direct observation. To measure how quickly they migrate, an experimental setup to

4A self- or hetero-diffusion mechanism involving the exchange between an adatom and an adjacent surface atom.
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monitor secondary effects has to be contrived. One way to accomplish that is an experiment to

quantify the vacancy healing rate as a function of the temperature, since the rate-limiting process

for vacancy healing is presumably the hopping mechanism described above. This temperature-

dependent mechanism is governed by the energy barrier for surface migration of carbon adatoms

and can mathematically be described according to eq. (1.3).

Small vacancies and even larger holes up to 100 vacancies have been shown to heal under electron

irradiation with a kinetic energy of 60 keV, even at ambient temperatures [77]. Provided that

there is a source for carbon adatoms, a locally greater binding energy at vacancies in combination

with random diffusion according to (1.3) explains that phenomenon: the values given above for

Em and f0 result in a migration rate at ambient temperature of Γ(300 K) ≈ 8 × 105 s−1. This

yields a diffusion coefficient of D(300 K) ≈ 3×103 nm2 s−1, where z = 4 and d = agra/2 have been

used (with agra = 0.246 nm being the lattice constant of graphene). Further, adatom migration

may be enhanced under electron irradiation due to electrostatic interactions between the beam

and adatoms [42, 77], but this has not been proven.

1.4.2 Vacancy diffusion in graphene

The migration of single vacancies in graphene is rarely observed at ambient temperature [86].

Literature values for the DFT-calculated migration barrier of an SV in graphene range from 0.56

to 1.4 eV [61, 62, 87]. According to eq. (1.3), this suggests a drastic increase in the migration

rate at elevated temperatures above 100 °C. However, such an increase is not confirmed by our

experiment at temperatures up to 800 °C, as we will see later in section 3.2.1.

1.5 Electron-beam induced irradiation effects in graphene

In electron microscopy, it is crucial to understand the interaction between probe electrons and the

sample, both for image interpretation as well as material characterization. Beam-induced processes

occur due to electron irradiation. Thus, a cross section can be assigned to each of them.

Electron irradiation effects on carbon nanostructures have been intensely studied during the

past decade [50, 88, 89]. A detailed overview of 2D materials and state-of-the-art quantification

methods was recently given by Susi, Kotakoski, and Meyer [90]. Graphene, which is a zero-gap

semiconductor [4] with very high charge carrier mobility [91], is hardly damaged by secondary

ionization effects, but mainly by elastic electron-nucleus interactions, which conserve kinetic energy

and momentum. Electron-beam induced effects involving structural and topological changes at the

atomic scale in graphene were of particular interest for this work. Recent advances in theoretical

modeling have made it possible to quantitatively describe so-called knock-on damage due to elastic

electron-nucleus collisions [90, 92, 93]. In section 1.5.1, the phenomenon of knock-on displacement

is illuminated, followed by effects that are its consequences (sections 1.5.2 and 1.5.3).

Electron-electron scattering, on the other hand, is almost invariably inelastic, meaning that part

of the kinetic energy is converted into excitations in the material. It causes ionization of the

irradiated material, core excitation, valence excitation, and phonon excitation. Charging effects due

to ionization can usually not be observed in graphene (high conductivity). Beam-induced chemical

effects like etching and deposition occur at defects and edges of graphene [94, 95], most notably in

the presence of oxygen. The replacement of individual impurity atoms by carbon will be outlined
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in section 1.5.4. Secondary effects of electronic excitation are typically used for spectroscopic

techniques (e.g. EDXS, EELS) and/or energy-filtered imaging techniques. The contribution of

electron-electron interactions to knock-on damage is currently still difficult to understand and has

rarely been described quantitatively [96, 97].

1.5.1 Knock-on displacement of a carbon lattice atom

Note: The terminology for ”knock-on” (KO) events is nuanced. In principle, any elastic momentum

transfer is called a knock-on event, disregarding whether it causes an atomic displacement or not.

In literature, typically there was only interest in knock-on damage, which is used synonymously

with knock-on displacement. Hence, this effect will also be referred to as ”knock-on damage”.

The term knock-on displacement means that the bonding of a lattice atom is broken by the impact

of a particle and the atom is knocked out of its lattice position. This can happen due to an electron

scattering elastically from a nucleus and transferring an amount of kinetic energy that is greater

than or equal to the displacement threshold energy Td, which is ca. 21 eV for pristine graphene if

the atom is ejected perpendicular to the lattice [93]. DFT studies revealed that, owing to variations

in the momenta of the atoms neighboring the displaced atom, the displacement threshold follows a

temperature-dependent normal distribution, with the symmetric width slightly increasing from ca.

0.9 K at 75 eV to ca. 1.5 eV at 300 K, where it reaches a constant level up to at least ca. 450 K [98].

If there is a substitutional three-coordinated impurity in the lattice (X@SV), the KO displacement

threshold energy for the three C neighbors can be significantly lower than for a pristine lattice, as

in the cases of Si (16.75 eV) [17], Al (15.6 eV), and P (17.2 eV) [21]). If a C neighbor of Si or P is

knocked out, the impurity atom will relax towards the original position of the displaced atom and

will bind to the rest of the lattice in a four-coordinated configuration (X@DV).

The second crucial quantity in the context of electron knock-on damage is the maximum transferable

energy Emax, which is defined as the highest amount of kinetic energy that can be transferred

from a moving electron with an initial kinetic energy of Ee to a nucleus with mass mZ in a

collision. In general, Emax is transferred if (and only if) the electron backscatters at a polar angle

of θ = π = 180°. The higher Ee and the smaller mZ , the higher is Emax. The relativistic solution

for the latter can be derived from energy and momentum conservation, using the relativistic energy

E = γmc2 and the relativistic momentum p = γmv with γ = 1/
√

1 − v2/c2, where m is the (rest)

mass of an electron (or C atom, resp.), v is the velocity, and c is the speed of light [99].

In the static-nucleus approximation, in which the nucleus is at rest when scattering occurs, in the

case of a 12C nucleus, the maximum transferable energy in our typical acceleration voltage regime

ranges from 10.6 eV at Ee = 55 keV to 17.9 electronvolt at Ee = 90 keV (see fig. 1.6, blue curve),

which is below the displacement threshold in graphene.

However, if the vibrational movement of the nucleus is taken into account, Emax will be significantly

increased at and above ambient temperature. Limited to the out-of-plane movement (”z-only”),

the phonon-assisted maximum transferable energy derived from relativistic energy–momentum

conservation is given by [90]

Emax (Ee, v) =
1

2Mc2

[
Mvc + 2

√
Ee(Ee + 2m0c2)

]2
, (1.4)
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Figure 1.6: Maximum transferable energy Emax as a function of the electron kinetic energy Ee for
a 12C atom, with its out-of-plane velocity v being set to zero or different multiples of the root mean
square velocity vphDOS

rms at ambient temperature. The displacement threshold energy Td = 21.13 eV
[93] is depicted as a dashed horizontal line.

where M is the mass of the nucleus, v is the out-of-plane velocity5 of the nucleus (which is parallel

to the electron beam in case of perpendicular irradiation), m0 is the electron mass, Ee is the initial

electron kinetic energy, and c is the speed of light. In fig. 1.6, Emax is depicted as a function

of the electron kinetic energy Ee for different values of v. The velocity of the target atoms v is

assumed to be normally distributed with a variance equal to the temperature-dependent mean

square velocity vms(T ) := (v(T ))2 =
∫
p(v(T ))(v(T ))2dv(T ), where p(v(T )) is the (Gaussian)

probability distribution function of v(T ) [93]. Using the phonon density of states (DOS) derived

from a frozen phonon calculation, vms(T ) can be estimated by

vms(T ) =
ℏ

2M

∫ ωz

0

gz(ω)

1

2
+

1

exp
(

ℏω
kBT

)
− 1

ω dω, (1.5)

where ℏ is the reduced Planck constant, ω is the out-of-plane phonon frequency, ωz is the highest

(out-of-plane) phonon frequency, gz(ω) is the out-of-plane phonon DOS, kB is the Boltzmann

constant, and 1/ (exp(ℏω/kB/T ) − 1) is the Bose–Einstein distribution function. At ambient

temperature, the evaluation of eq. (1.5) yields vphDOS
ms (300 K) ≈ 3.1 × 105 m2 s−2 [93], which

corresponds to a root mean square velocity of vphDOS
rms (300 K) = (vphDOS

ms (300 K))1/2 ≈ 560 m s−1.

5A defining subscript ”z” is omitted for simplicity in the notation.
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1.5 Electron-beam induced irradiation effects in graphene

Figure 1.7: Molecular dynamics simulation after a kinetic energy transfer of 15 eV to a C neighbor
of a Si@SV impurity in graphene. (a) Initial configuration at time t0, top view. (b) Time t0, side
view. The kinetic energy transferred to a C neighbor is indicated. (c) Time t1 = t0 + 70 fs, side
view. The trajectories of the ejected C atom and the Si atom are marked by dashed lines. (d) End
configuration at time t2 = t0 + 140 fs, top view. (e) Time t2, side view. (Reproduced from ref.
[17]. Published 2014 by the American Physical Society under the CC BY 3.0 license.)

1.5.2 X–C bond inversion in graphene

In 2014, it was shown that and explained why a three-coordinated Si atom that is incorporated in

the graphene lattice can be induced to exchange its position with a C neighbor by irradiating a

specimen with electrons in a STEM [17]. The bond inversion process was proposed to be carried by

a kinetic energy transfer just below the displacement threshold energy from an incident electron to

one of the C atoms neighboring the Si@SV, which is also referred to as the primary knock-on atom

(PKA) [21]. According to DFT-MD calculations, if the amount of transferred energy is within

a well-defined range, i.e. from 15 to 16.25 eV, the PKA gets ejected from the lattice but pulled

towards the Si atom due to their mutual attraction. The Si atom relaxes towards the vacancy and

the ejected PKA gets incorporated in the lattice again, on the opposite side of the Si atom [17].

This atomic motion is depicted in fig. 1.7 for 15 eV. If the energy transfer is in the range from

14.625 to 15 eV, the PKA, after bouncing off the Si atom once and being drawn downwards a

second time, is left as an adatom on the side opposite to its starting position. Between 16.25 and

16.75 eV, it also lands as an adatom on the opposite side of the Si. Since the three-coordinated

Si@SV is thermodynamically favored over Si@DV and a C adatom close by, the configuration will

likely recombine back to Si@SV. Thus, a kinetic energy transfer in the entire range from 14.625

to 16.75 eV leads to a flip of the bond between the PKA and the Si@SV impurity (later referred

to as ”bond inversion” or ”direct exchange”). Energies below the lower bond inversion threshold

do not lead to a structural change, and energies above 16.75 eV lead to KO displacement of the

PKA, as discussed in section 1.5.1.

The cross section (typically specified in barn; 1 barn = 1 b = 10−28 m2) for an energy transfer

within the above-mentioned range was of particular interest for my work. For 60 keV electrons

and the ”z-only” model, the originally calculated values lied between 0.47 and 0.64 b [17], which

was later corrected to 0.005 b [19]. Experimental measurements in 2014 [17] yielded 0.61 b with a

95 % confidence interval [0.42, 0.89] b. The same set of electron doses yielded (0.53 ± 0.09) b (as

will be discussed in section 3.3.1) based on the analysis method described in section 2.4.1. For a

kinetic energy of 55 keV, the cross section is roughly one order of magnitude lower [18].

Looking ahead, the bond inversion process introduced in this section will serve as the fundamental

basis for single-atom manipulation, which is dealt with in section 1.6. It has been observed and

studied by DFT simulations for three-coordinated Si, Al, and P [17, 21].
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Figure 1.8: MAADF-STEM images of an experimentally observed SW transformation involving a
Si@SV impurity. The plane-normal of the graphene monolayer is tilted with respect to the electron
beam by ca. 17°. (a) Hexagonal structure with a Si impurity (bright contrast in the middle)
before the transformation. (b) Metastable SW 5577 defect involving the Si atom, resulting from a
clockwise SW transformation. (c) Hexagonal structure after clockwise relaxation, with exchanged
positions between the Si and one of its C neighbors. (Adapted from ref. [21]. Published 2019 by
the American Association for the Advancement of Science under the CC BY 4.0 license.)

1.5.3 Stone–Wales transformation involving an impurity atom

Although SW defects due to a rotation of a Si–C bond are rarely seen under the microscope

(see fig. 1.8), the SW transformation could also contribute to single-atom manipulation. If the

relaxation from the metastable SW 5577 to the hexagonal configuration involves another rotation

by 90° in the same direction, the end result is equivalent to a direct exchange. According to

NEB calculations, the energy barrier for the transition back to hexagonal from an SW 5577

configuration with Si is as low as 0.8 eV [21]. Thus, this relaxation process can be activated quite

easily under electron irradiation, which leads to a low lifetime of the SW 5577 defect involving Si.

Therefore, a fraction of the electron-induced exchange events observed with (S)TEM could indeed

be unobservable SW transformations that have relaxed to the hexagonal configuration before the

instrument could resolve the SW defect. As far as P is concerned, SW defects are observed much

more often, which is likely in virtue of the higher energy barrier for relaxation (1.6 eV) [21].

1.5.4 Knock-on displacement of a dopant or replacement by carbon

The substitutional dopant is of central importance in the context of single-atom manipulation in

graphene. Thus, if it gets knocked out or replaced by carbon, nothing will remain to manipulate.

Knocking out an isolated three-coordinated Al, Si, or P impurity, leaving behind a single vacancy,

is rarely if ever observed. Owing to the higher mass and despite the lower displacement threshold

energy, the knock-on displacement cross section for Si impurities is orders of magnitude lower than

for neighboring C atoms according to DFT calculations [17], which most likely holds for Al and P

as well. Therefore, this effect is neglected in the further course of this work.

The replacement of a dopant by a freely diffusing C adatom that approaches the impurity is

much more likely, although the exact mechanism is uncertain. The resulting configuration, which

is pristine graphene and an impurity adatom on top, is energetically favorable over the doped

lattice with a C adatom. For most impurities, though, there presumably is an energy barrier to

overcome during the replacement process. In such cases, the process can be activated or accelerated
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1.6 Single-atom manipulation in graphene

by electron irradiation, although the role of the beam in the induced process is unclear. After

replacement, the displaced impurity diffuses away quickly. This effect is sometimes observed for

Si, and often for P and Ge [17, 21].

1.6 Single-atom manipulation in graphene

During the most recent years, several research groups including ours in Vienna have made significant

progress on the manipulation of single atoms in graphene and other materials [18, 41, 42, 100–104].

In graphene, the phrase ”single-atom manipulation” refers to selectively inducing an exchange

in position between a dopant X and a neighboring C atom. This is achieved by directing the

focused electron beam of a STEM precisely at the adjacent C atom located where the impurity

atom is supposed to move. In the case of Si impurities, which are frequently found during STEM

investigations, the suitable acceleration voltage regime has been empirically pinpointed [18, 100].

In the case of Si, Al, and P dopants, only three-coordinated X@SV are manipulable. In fig. 1.9, the

corresponding direct exchange energy (kinetic energy transferred to the PKA) ranges are depicted.

A four-coordinated X@DV, which can result from X@SV by the KO displacement of a C neighbor,

is a trap state for all three elements: once the impurity is four-coordinated, it can no longer be

moved [17, 20, 21, 105]. Thus, it must be noted that knock-on displacements are undesirable and

can hinder single-atom manipulation experiments.

1.6.1 Target impurities

Without knowledge beyond their valence shell configuration and their bonding orbitals when

incorporated in the graphene lattice as substitutional impurities, a couple of different elements

could be good candidates for manipulation in the graphene lattice. To classify them, we can divide

them into:

1. Isoelectric with C: Si, Ge, Sn

2. Direct neighbors of Si in the periodic table: Al, P

3. Direct neighbors of C in the periodic table: B, N

4. Transition metals: Fe, ...

Tin has not yet been investigated, and this work does not deal with it either. Germanium can be

implanted into graphene at a modest success rate, but cannot be further manipulated [66]. The

atomic dynamics of boron [106] and nitrogen [21, 106–108] impurities under electron irradiation

have been observed, but it is difficult to work with them due to low contrast. Transition metals

are mentioned here to indicate possible prospects, but were not the subject of the investigations

carried out here.

Silicon

Si persists as the most suitable candidate for atomically precise manipulation because it is such

a common lattice impurity [17, 109]. A high level of control when manually moving a single

Si@SV through the graphene lattice is possible [42]. Using an acceleration voltage of 60 kV, the

longest experimentally observed series of successfully directed exchange events of Si and C without
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Figure 1.9: Kinetic energy ranges – transferred to the PKA – that lead to the direct exchange of
the positions between a three-coordinated X@SV impurity and the PKA, compared for Al, Si, and
P. The initial movement of the PKA is perpendicular to the lattice plane. (Adapted from ref. [21].
Published 2019 by the American Association for the Advancement of Science under the CC BY
4.0 license.)

any unwanted process is 34 [18]. According to simulations and experimental evidence, a four-

coordinated Si@DV, which remains if a C neighbor is knocked out by the electron beam, cannot

be manipulated [20, 105]. For 55 kV, the exchange-to-damage ratio is higher than for 60 kV, but

the manipulation process takes ca. two orders of magnitude longer [18]. 57 kV might be the ”sweet

spot”.

Phosphorus

After insights gained from DFT-MD simulations, it was experimentally confirmed that P seems

also a candidate for single-atom manipulation. Its behavior is somewhat different from Si, and a

major problem with P is the replacement process by C (see section 1.5.4), which seems significantly

more active than with Si [21, 69]. Further experimental investigations could still yield interesting

results.

Aluminum

Single-atom manipulation of Al dopants is promising according to a recent study [68]. DFT-MD

calculations showed that the energy range for direct exchange [21] is lower than for Si, but should

be roughly two times larger than for P (see also fig. 1.9). In the scope of my work, however, the

use of Al dopants was not possible due to delayed sample availability and time constraints.

Iron

Iron dopants in graphene have been studied using DFT-MD calculations [110]. The direct exchange

process with C works analogously to Si, Al, and P. There has been an experimental report on their

behavior, but it seems likely that the impurity in question was misidentified and was Si instead

[111]. However, due to their magnetic properties, manipulation experiments could be of great

interest.
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1.6 Single-atom manipulation in graphene

Figure 1.10: Schematics of an atomic pattern comprising substitutional atoms in graphene. The
filled circles represent C (black) and other (yellow) atoms, for example Si.

1.6.2 Controlled single-atom manipulation

Single-atom manipulation of Si impurities in graphene with atomic precision at a certain level

of control [20, 100] was carried out within a few years after the explanation of the electron-

beam induced Si–C bond inversion process (see section 1.5.2). Consequently, higher control was

demonstrated by directing a Si atom to circulate in a single hexagon of the graphene lattice and by

manipulating a Si atom 34 steps in a preferential direction [18]. The primary objectives of my work

were to gain more knowledge of any physics that is related to high-control single-atom manipulation.

The secondary objectives were the development of automation software (see section 2.7.3 and

section 3.5.1) that takes over the so far needed STEM user inputs during manipulation work.

Finally, the ultimate goal was the controlled single-atom manipulation of multiple Si impurities into

an arbitrary pattern. An example of an ordered heteroatomic structure with 11 manipulated atoms

is schematically illustrated in fig. 1.10, although to control so many impurity atoms, most likely

Si, and to bring them so close together by single-atom manipulation remains an open challenge.

Meanwhile, two individual Si atoms must not approach closer than a defined number of lattice

sites during the manipulation process, because the embedding energy of Si is reduced by ca. 0.5–

1.5 eV per atom for separations lower than three sites [17, 112]. Therefore, it is difficult (if not

impossible) to move Si atoms that are nearest or second-nearest neighbors away from each other

again. Furthermore, it was observed for a Si atom separated by two lattice sites from another

Si moved towards the latter under 60 keV electron irradiation (without spot irradiation targeted

onto the corresponding C neighbor) [17]. In another observation of second-nearest Si neighbors,

one of the impurities was replaced by C [113]. As for third-nearest and fourth-nearest neighbors,

there exist various nonequivalent configurations, and the respective energy reductions have only

partially been clarified so far [112].
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1.6.2.1 Non-disruptive versus terminating processes

As highlighted at the beginning of section 1.5, cross sections can be assigned to any processes

under electron irradiation. The ratio of these cross sections indicates the suitability for (controlled)

single-atom manipulation, because only three-coordinated X@SV can be manipulated. Both the

jump-to-damage ratio as well as the manipulation rate (per unit time) are functions of the electron

kinetic energy [18, 21]. Therefore, it is crucial to find and use the optimal electron energy, which

should feature a high jump-to-damage ratio and retain a practicable manipulation rate.

The following processes (1–3) leave behind a manipulable X@SV configuration and are, thus,

beneficial for manipulating single atoms.

Process 1: Direct exchange (also referred to as ”jump”)

The beam-induced bond inversion process of X–C, as discussed in section 1.5.2, leads to a direct

position exchange between an impurity X@SV and one of its three neighboring C atoms. From

another viewpoint, it can be expected that many (if not most) of the observed exchanges take

place due to the (direct) bond inversion process. However, the actual process dynamics are not

accessible to direct observation, since the corresponding atomic movement takes place at the 100 fs

time scale.

Process 2: Stone–Wales transformation

Thus, it may be that some of the observed X–C exchange events are attributable to SW defects

that relax rapidly to the configuration with an inverted X–C bond (see section 1.5.3).

Process 3: Double jump

It is occasionally observed that a Si impurity moves by two lattice sites between the acquisition

of an image and the subsequent one (see [18] and also according to my personal experience). It is

assumed that it is a combined process of two exchange processes.

In analogy to the non-disruptive processes, let us also recall the undesired ones (4 and 5). If one

of these occurs, single-atom manipulation cannot be continued using the same impurity atom.

Process 4: KO displacement of the PKA

As mentioned in section 1.6, four-coordinated Si@DV, as well as Al@DV and P@DV atoms, are

not manipulable. Dynamics of Al-C3N sites have recently been observed [68], but it is unclear if

these can be controlled.

Process 5: Replacement of the impurity by C

If the impurity gets replaced by C (see section 1.5.4), it is no longer present in the lattice and thus

obviously lost for further manipulation.
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2 Methods

In this chapter, the methods used in this work will be explained. First, the experimental equipment

will be described. This will be followed by an overview of the preparation of the investigated

graphene samples. Then, the methodology for characterizing the electron beam of the used STEM

will be documented, and the experimentally observed as well as theoretically predicted cross

sections of electron-induced atom displacements in graphene will be described. Further, the used

regression algorithms and the applied method for the propagation of uncertainties and stochastic

measurement errors1 will be recorded explicitly. Finally, the software packages developed in the

course of this work will be described with respect to the tasks at hand.

2.1 Instrumentation

2.1.1 Nion UltraSTEM 100

The most important instrument used is a Nion UltraSTEM 100 scanning transmission electron

microscope, which is installed in Vienna. A photo of the Nion instrument in Vienna and a general

design layout for dedicated STEMs are depicted in fig. 2.1. The instrument’s most important

characteristics are listed on the manufacturer website2. The Nion UltraSTEM 100 is a probe-

corrected dedicated STEM with an acceleration voltage ranging from 40 to 100 kV. The system

design present in Vienna includes extra pumping for an objective area pressure ≲ 10−9 mbar (this

is two to three orders of magnitude lower than for most other STEM instruments), with the gun

pressure ranging from 10−10 to 10−11 mbar. The device has a coherent beam cold field emission

gun (FEG) with a brightness of β > 109 A cm−2 sr−1 and the probe diameter in the focal plane

is ca. 1.2 Å, which is going to be important for our purposes, since the accuracy of some studies

highly depends on the precise determination of the probe’s size as well as its shape. Furthermore,

the instrument has the built-in option to use a cartridge featuring an electrical connection between

external contacts and pins on the sample holder, which allows electrothermal in situ experiments

(see section 2.1.3).

The basic configuration of a Nion UltraSTEM 100 includes both a MAADF and a HAADF detector.

For this work, primarily the first one was used, whose semi-angle of collection range is 58 to

200 mrad. The MAADF detector was precisely characterized by the manufacturer, who measured

an average maximum intensity proportional to Z1.64 based on images of 5B, 6C, 7N, and 8O atoms

in hexagonal boron nitride [23].

Nion microscopes are controlled by two software applications, Nion AS2 and Nion Swift3. For the

purposes of this work, AS2 simply communicates with both the electrical backplanes and the front-

1These are also called random errors, in contrast to systematic biases.
2https://nion.com/products.html
3https://nionswift.readthedocs.io/en/latest/index.html
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2 Methods

Figure 2.1: Photo and schematics of the core components of the Nion UltraSTEM 100 installed in
Vienna. (Adapted from ref. [113], courtesy of M. Tripathi.)

end application Swift. A small description of Swift, though, is more relevant to this work, since

it is the application with which the microscopist directly interacts. It is open source and features

an application programming interface (API) that allows any user or third party to develop custom

extensions [114]. Crucially, most of the experimental measurements within the framework of my

research work were not feasible without customized Nion Swift plug-ins that precisely accomplish

sophisticated data acquisition and image filtering tasks (as will be discussed in section 2.7).

2.1.1.1 Electron energy-loss spectroscopy

The Nion UltraSTEM 100 located in Vienna is equipped with an electron energy-loss (EEL)

spectrometer (PEELS 666, Gatan Inc.4) and an electron-multiplying charge-coupled device (EM-

CCD) camera (iXon Ultra 897, Andor5). The analytical technique electron energy-loss spectroscopy

(EELS) is used to measure the kinetic energy loss of electrons due to interaction with a specimen.

Pioneered in 1948 [115], it is mostly applied in the combination with (S)TEM. The primary

electrons are nearly monochromatic, meaning that their energy spread is small compared to possible

4https://www.gatan.com
5Part of the Oxford Instruments Group, https://andor.oxinst.com.
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Figure 2.2: EEL spectra of Si impurities in graphene. (a) Three-coordinated Si@SV. (b) Four-
coordinated Si@DV. The peak with onset at ca. 284 eV corresponds to the carbon K edge [117].
(Reproduced with permission from ref. [109]. Copyright 2013 American Chemical Society.)

losses in the EEL spectrum. The energy loss is due to inelastic scattering, mainly caused by

electron-electron interactions (as introduced in section 1.5) [116]. The scattered intensities need

to be dispersed as a function of kinetic energy, which is done by guiding the electrons through a

magnetic prism. Spatially split by energy, the electrons are collected by a multi-channel detector,

in our case the scintillator-coupled EMCCD camera (see upper parts in fig. 2.1).

An EEL spectrum can be split into a zero-loss, a low-loss, and a high-loss region. The most

intense feature is the zero-loss peak (ZLP), which is created through unscattered electrons. Its

full width at half maximum (FWHM) is used to specify the energy resolution. The low-loss region

lies between the ZLP and about 50 eV and contains peaks corresponding to plasmons and valence

excitations. Core excitations cause an energy loss in the high-loss region (above 50 eV), where

characteristic peaks – ionization edges – are found that serve the unambiguous identification of

chemical elements. Above the onset of an ionization edge, there are smaller features – corresponding

to the fine structure – which allow the analysis of the local bonding and the environment of the

ionized atoms [113, 116].

In this work, the elements Al, Si, and P needed to be distinguished, so the only interest was in the

ionization edges. These are labeled K, L, M, ... (standard spectroscopic notation). For the three

above-mentioned elements, the L2,3 edges (2p-orbitals with a total angular momentum quantum

number j = 1/2, 3/2) are in the same order of magnitude, but the energy differences among them

are much larger than the resolution of typical EELS instrumentation: the onsets are at ca. 73 eV

for Al, ca. 99 eV for Si, and ca. 132 eV for P [117]. The EEL spectra of Si@SV and Si@DV in

graphene [109] are depicted in fig. 2.2. The spectra for Al [68] and P [69] are similar in shape, with

the edge onsets instead being at the energies given above.
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2.1.2 UHV system

Modern experimental research in physics often takes place at the edge between technical possibilities

and limitations. For the examination of materials with high-resolution electron microscopes, it is

extremely useful to have in situ apparatuses – e.g. for sample cleaning, heating, vapor deposition,

tomography, etc. – at hand. They allow simultaneous alteration of the material under investigation

and image acquisition or an alternating workflow. The main advantage of these techniques is that

the sample remains in a controlled atmosphere, with no exposure to ambient. However, it can be

impossible or technically unfeasible to integrate a specific instrument in a microscope assembly,

and such solutions may not be commercially available.

The Nion UltraSTEM 100 in Vienna has two in situ components attached to it, a gas leak valve

and a laser unit, the latter of which is described in section 2.1.3. Its outstanding unique property

among STEM devices is that its column is connected6 for sample insertion to the CANVAS7 system

[118], an extended UHV system (see fig. 2.3) containing a transfer system, storage space for ca. 75

(S)TEM samples, an evaporation chamber with a variety of integrated devices, and ports to a load

lock for taking in and out samples, a glove box under argon atmosphere with another sample entry,

and a combined atomic force and scanning electron microscope (AFSEM, GETec Microscopy8).

The entire system is kept at pressures in the 10−9 to 10−10 mbar range, which conserves samples for

the long term and has – soon after its installation in 2017 – allowed numerous studies in connection

with the controlled alteration of materials [63, 72, 95, 119] and the growth of new ones [120].

2.1.3 In situ and in UHV devices for sample alteration

In the present section, the devices relevant for my studies are briefly described. Experimental

work with the microwave argon plasma source (see below) was mostly carried out by other group

members. That efforts also yielded some graphene samples with a high number (ca. 10) of silicon

impurities within an area a few tens of nm2 in size.

Column laser unit

An in situ diode-pumped solid-state laser (473 nm, Cobolt Blues 25, Cobolt AB9) with a radiation

power up to 100 mW is aimed through a shutter (pulse lengths ≳ 100 μs), focusing optics (resulting

in a diameter of ca. 26 μm in the focal plane, respectively an area of ca. 560 μm2 [68]), and

a viewport into the objective area of the Nion UltraSTEM 100 . It is suitable to reduce the

ubiquitous hydrocarbon contamination coverage on graphene surfaces by evaporating it or making

it accumulate at separated contamination spots with large clean sample regions in between [121].

Microwave Ar+ plasma source and laser unit in plasma chamber

A microwave plasma generator emitting low-energy Ar+ ions was used for vacancy creation in

graphene [63]. This treatment was used to incorporate, in a subsequent step, Si (see section 1.3.4.1)

as well as Al (see section 3.4.2) atoms into the lattice by recombination with the vacancies created

beforehand. The measured ion energy was approximately Gaussian-distributed with a mean of ca.

170 eV and a standard deviation of ca. 30 eV. The exposure time was 300 s and the ion irradiation

dose ca. 3 × 1013 cm−2.

6The entire vacuum space is separated into individual sections by gate valves with Cu seals.
7Abbreviation for controlled alteration of nanomaterials in vacuum down to the atomic scale.
8https://www.getec-afm.com/afsem
9Part of HÜBNER Photonics, https://hubner-photonics.com.
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Figure 2.3: Schematics of the UHV system run by the Physics of Nanostructured Materials group in
Vienna. The transportation of the samples, on the ”pucks” accommodating them, is accomplished
via cars, each of which can carry up to three pucks.

A specimen as clean as possible is needed for incorporating atoms directly into the lattice. There-

fore, the sample used for the voltage-dependent cross-section measurement reported in section 3.3.1

was simultaneously irradiated with laser light to elevate the sample temperature and attenuate

hydrocarbon buildup during the Ar plasma irradiation. The irradiance (power density) on the

sample spot was ca. 200 mW mm−2 [68].

In situ electrical sample heater

All experiments at elevated temperature were conducted with ”type 1” samples (see section 2.2)

that were transferred onto a chip with electrical contacts. The chip is mounted in a TEM holder

with an integrated electrical circuit (Fusion, Protochips Inc.10). A current can be passed through

the heating coil of the chip, which heats the sample. The temperature is controllable based on the

manufacturer’s calibration (per chip). After consultation with the manufacturer, the uncertainty

of the temperature was estimated as ±2 % in relative terms.

10https://www.protochips.com

23

https://www.protochips.com


2 Methods

2.2 Preparation of graphene samples

Two different sample types were used. The first (”type 1”) was commercial monolayer graphene

grown by chemical vapor deposition (CVD) – Easy Transfer, Graphenea S.A.11 – and transferred

either onto a perforated/holey silicon nitride support grid grown on a silicon substrate (PELCO,

Ted Pella, Inc.12), or onto a Protochip (see section 2.1.3). The silicon nitride chips had a membrane

thicknesses of 50 nm and a hole diameter d = 2.5 μm and have been used for the voltage-

dependent measurement involving silicon (as will be discussed section 3.3.1). The latter chips

enable electrothermal measurements in situ by passing a current through the heating coil of the

chip. These have been used for all temperature-dependent measurement (sections 3.2.1 and 3.3.2).

The second (”type 2”) were commercial TEM gold grids with Quantifoil holey carbon (2 μm in

diameter) and suspended monolayer graphene (Graphenea, S.A.). These samples can typically

be used to tune a Nion UltraSTEM 100 in a time-efficient manner and were, thus, suitable to

extensively test the developed software packages run during microscopy experiments (section 2.7).

2.2.1 Increasing the density of substitutional impurities

The efforts of our collaborators13 in Vienna and at the MIT gave us access to ”type 1” specimens

with low densities of Al [68] and P [21] impurities, and high densities of Si.

Al incorporation after Ar plasma treatment

The incorporation of Al into monolayer graphene was done by two-step substitution of carbon as

introduced in section 1.3.4.1, using the low-energy Ar+ plasma source described in section 2.1.3.

To bring Al close to the vacancies created due to the plasma irradiation [63], an Al target (99.999 %

purity, Sigma-Aldrich14) was thermally evaporated by heating to 955 °C. The vacuum chamber

base pressure was ca. 5 × 10−10 mbar, and the Al partial pressure was kept at ca. 1 × 10−8 mbar

during evaporation. An evaporation time of 20 s resulted in a high density of Al clusters ca. 5 nm

in diameter attached to the specimen surface, and single Al dopants in the graphene lattice [68].

Si incorporation yield after Ar plasma treatment

The density of Si impurities in graphene can be increased by two-step substitution of carbon. This

works even without an external Si source since that element can almost always be found in the

hydrocarbon contamination attached to the surface of the graphene monolayer. A fraction of the

vacancies created by the low-energy Ar+ plasma recombines with diffusing Si adatoms, for which

the surface diffusion barrier on graphene was calculated to be ca. 0.06 eV [72, 81], substantially

smaller than for C (0.40–0.47 eV, see section 1.4.1). After exposure of a suspended graphene lattice

to 50 eV Ar+ plasma irradiation with a dose of ca. 1 ion per nm2, a Si density of 0.15 nm−2 was

reported [72], which corresponds to an atomic concentration of ca. 0.4 %. About two thirds of the

Si atoms were incorporated in single vacancies, and one third in double vacancies.

P-doped graphene

Graphene with substitutional P impurities can be grown on a Cu foil using CVD with a triphenyl-

phosphine (C18H15P) precursor. Details on the fabrication procedure are given in ref. [21]. We

received a sample transferred onto a Protochip heating holder (section 2.1.3) from our collaborators.

11https://www.graphenea.com
12https://www.tedpella.com
13Research groups of Jani Kotakoski, University of Vienna, and Ju Li, Massachusetts Institute of Technology.
14https://www.sigmaaldrich.com
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2.2 Preparation of graphene samples

2.2.2 In situ sample cleaning

To execute my cross-section measurements as well as my controlled single-atom manipulation

experiments, clean graphene areas at least 10 nm2 in size (and ideally much larger) were needed.

On TEM samples, a large fraction of the suspended monolayer graphene is typically covered by

hydrocarbon contamination, even after chemical cleaning methods and annealing at ca. 150 °C for

ca. 9 to 12 hours upon loading into the UHV system.

Therefore, to obtain large areas of clean graphene while viewing the sample under the microscope,

two methods were used. The laser cleaning method (by local heating; see section 2.1.3 and

ref. [121]) was applied whenever the contamination coverage was too high (fig. 2.4) or mobile

contamination covered the lattice in the FOV and thereby hindered the experimental measurement.

The second way of cleaning arose from the experimental setup for temperature-dependent measure-

ments (as will be discussed in sections 3.2.1 and 3.3.2), since this allowed heating the sample up

to ca. 1000 °C. If suspended monolayer graphene becomes subject to such treatment, part of

the surface contamination will pull together to some extent, but will not be evaporated. Mobile

contamination, though, will be significantly reduced for ca. 2 to 3 hours. However, the heating

cycles as well as keeping the sample at high temperatures will degrade silicon-based sample

substrates. The degradation was not quantified, but a rough estimate is that a sample as described

in section 2.1.3 is unusable for microscopy after 30 experiments at or above 500 °C for more than

10 hours.

2.2.2.1 Laser cleaning parameters

The laser parameters suitable to clean the lattice were in the same order of magnitude for both

”type 1” (silicon nitride, 50 nm thick membrane) and ”type 2” (Quantifoil) samples. That being

said, the intensity and the exposure must further be fine-tuned for every individual sample.

As for ”type 1” samples with a thickness of 50 nm, a good starting point to remove mobile

contamination was found at 10 mW in terms of nominal power15 and 5 ms in terms of exposure

time. To remove the part of the contamination that adheres slightly and is not attracted by the

electron beam to the same extent as mobile contamination, ≥ 20 mW is likely needed for 5 ms,

but this has to be done very carefully since 40 mW power with the same illumination time can

destroy large areas of such a sample.

In the case of ”type 2” samples, a nominal power of 15 to 20 mW and an exposure time of 2

to 5 ms have proven as a reference point to obtain large spots of atomically clean lattice (see

fig. 2.4), albeit these values should be taken with care and always reduced when first attempting

on another sample. To remove mobile contamination, a nominal power of 3 to 7 mW with the

above-mentioned exposure time is recommended, or 15 mW and 500 to 1000 μs, alternatively.

Hint: If no cleaning effect has occurred the first time, it is recommended to incrementally increase

one of the parameters, preferentially the exposure time, by at most 20 % per step (rule of thumb).

15Only fraction of the light intensity enters the column due to losses in the optical system.
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Figure 2.4: Typical contamination coverage of suspended monolayer graphene and effect of laser
cleaning (MAADF-STEM images). (a) Image of a 25 × 25 nm2 region of suspended monolayer
graphene with high hydrocarbon contamination coverage (bright speckled contrast). The fast
Fourier transform (FFT) is shown as an inlay at the top right corner; the peaks corresponding to
atomic distances in the graphene monolayer are not particularly pronounced. (b) Image of a region
17 × 17 nm2 in size directly after cleaning with the column laser unit described in section 2.1.3.
The power and the exposure time of the laser unit were set to 20 mW and 5 ms, respectively. The
peaks in the FFT (inlay at the top right corner) are strongly pronounced. (c) Overview of a clean
256 × 256 nm2 large region ca. two hours after laser cleaning. The bright areal contrast in the
upper left corner is multilayer graphene with adhesive contamination (either coating the layers or
enclosed by the individual layers). The bright square-shaped contrast in the center is accumulated
mobile contamination after the beam has been scanned across that region for ca. one minute.

2.3 Characterization of the electron beam

The calibration of the beam current was a prerequisite for the quantification of irradiation effects

and the description of scattering processes in terms of cross sections. Further, determining the

size and shape of the electron probe was essential to explaining the healing of vacancies in pristine

graphene by carbon adatom migration competing with the creation of vacancies by electron knock-

on damage.

2.3.1 Calibration of the beam current

The beam current IB cannot be directly measured during the acquisition of STEM images. Instead,

the virtual objective aperture (VOA) current IVOA is tracked by Nion AS2 and saved to image

metadata by Nion Swift. For the acquisition of a calibration function IB(IVOA), the beam current

was assumed to be equal to the current hitting the EELS drift tube if no sample was present in

the column and no electric tension was applied to the EELS prism. The drift tube was connected

to electrical ground via an Ohmic resistor (resistance: R = 10 MΩ). The voltage drop across the

resistor, UB, was directly measured as a function of IVOA and converted to the beam current, using

Ohm’s law (IB = UB/R). Then, a linear least-squares (LSQ) fit of the model function

IB(IVOA) = a1IVOA + a2, (2.1)

which is linear in IVOA, was performed. The beam current was gauged so often that a calibration

line was available for each cross-section measurement between two weeks before and after the

measurement.
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2.4 Cross sections of atom displacements

2.3.2 Reconstruction of the probe shape

This section is based on original work in the supplemental material of Publication I [122]. The

conceptual design as well as the development of the software was done by colleagues.

The shape of a STEM probe can be estimated by comparing a simulated and an experimental

image [123]. Instead of maximizing their correlation, minimizing their difference is a similar way

to reconstruct the probe shape. The image intensity at pixel location (x, y) is modeled by

Imodel(x, y|a, c, b) =
∑
i

g(x, y|xi, yi,a, c) + b (2.2)

as a superposition of rotationally symmetric probes g, one at each atomic position (xi, yi), with

an additive background b. This yields good approximations for images of 2D materials [64]. The

atomic positions are found in the experimental image, using the fully convolutional neural network

(FCNN) described in section 2.7.3.1. As for the probe, the ansatz

g(x, y|xi, yi,a, c) =
∑
j

aj exp
(
−
(
(x− xi)

2 + (y − yi)
2
)
/cj

)
(2.3)

with the parameter sets a = {a1, a2, . . . , aN} and c = {c1, c2, . . . , cN} is made. They are optimized

by minimizing the (sum of the squared) intensity difference between Imodel and the experimental

image intensity Iexperiment:

min
a,c,b

∑
x,y

(Imodel(x, y|a, c, b) − Iexperiment(x, y))
2

(2.4)

This was numerically solved by a gradient descent algorithm [124], implemented using the PyTorch

library [125]. The method described above will provide ambiguous probe shapes if applied to

experimental images of an ideal lattice, e.g. pristine graphene. Thus, it is crucial to use an image

with defects.

2.4 Cross sections of atom displacements

A main objective of my work was the measurement of cross sections for various electron-beam

induced processes (see section 1.5) in pristine graphene and graphene with substitutional impurities

in the lattice. Thereby, these stochastic processes were quantified for different electron kinetic

energies (different acceleration voltages) and at different temperatures. Further, the interpretation

of results as well as the discovery and the explanation of physical relationships were further tasks

that were partially accomplished in the scope of this thesis.

2.4.1 Experimental measurements

This section is based on original work in Publication I [30] and the corresponding supplemental

material [122].

Before data was acquired, we made considerations about the establishment of a default experimental

method and the conception of a standardized computer-aided analysis procedure (fostering repro-

ducibility and a smooth workflow).
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The experimentally observed cross section σobs can be approximated once the electron dose Ne

impinging on the region of interest (ROI, as will be discussed in section 2.4.1.2) has been measured

and the number of events Nobs caused by this irradiation dose has been counted. Given the

expectation value of the electron dose per event λ, the experimental cross section can be calculated

via

σobs =
1

ρAλ
with ρA = 2

1

AUC
=

4

a2gra
√

3
, (2.5)

for areal atomic density ρA; AUC is the graphene unit cell area, and agra is the lattice constant

of graphene. The experiment design (as described later in section 2.4.1.3) ensured that what was

observed constituted a homogeneous Poisson process [126]. Using Bayesian parameter estimation

[127], the posterior mean (PM) solution is given by

λPM = Ne
Nobs

Nobs − 1
, (2.6)

where Ne is the arithmetic mean of the individual electron doses, after each of which exactly one

event was observed. As for the uncertainty ∆λPM, the square root of the variance of the PM

solution is used:

∆λPM :=
√

var (λPM) = Ne
1√

Nobs − 2
(2.7)

The accuracy and the robustness of the calculated cross-section estimate increase with the number

of observed events. In the present case, the uncertainty of the used estimator is proportional to

≈ 1/
√
Nobs according to eq. (2.7). Therefore, we aimed to collect 50 to 100 electron doses for each

measuring point, which was defined either by the temperature or the acceleration voltage.

When using stationary spot irradiation (i.e. keeping the electron beam parked on an atom) [17, 18]

and ADF detector voltage feedback [18, 128], it is in principle possible to derive the irradiation

dose on the atom based on the two-dimensional probe density profile in units of electrons per

unit area, which is given by the beam current (see section 2.3.1) and the shape of the probe (see

section 2.3.2). In practice, however, it is difficult to perform the measurement that way and the

dose uncertainties are much higher than for the measurement method described in section 2.4.1.

2.4.1.1 Signal-to-noise ratio and perception limit

According to the Weber-Fechner law [129], the intensity perceived by a human is sense-specific

and logarithmic in terms of the physical intensity. For low relative intensity differences between a

feature and the background (or another feature), the Weber contrast

C(Sf , Sb) :=
Sf − Sb

Sb
, (2.8)

is often used. Sf and Sb represent the stimuli intensity of the feature and the background,

respectively. For comparison, the physical signal-to-noise ratio (SNR) is simply given by

SNR =
Ssignal

Snoise
, (2.9)

where Ssignal and Snoise are the average intensities of the ”signal” (in our context: atom) and the

”noise” (in our context: vacuum), respectively.
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2.4 Cross sections of atom displacements

Regarding the visual sense, a rule of thumb is that the perception limit for relative differences is

ca. 5 % according to eq. (2.8), however, this no longer holds in case the human-eye recognition

has to be fast (say in less than a second). Even though the displayed contrast can dynamically

be set in Nion Swift and the STEM images were live-filtered (as will be discussed in section 2.7.2)

during acquisition to suppress noise with high spatial frequencies, it was unrealistic to sense an

atom-to-background contrast of only C = ± 5 % quickly enough. Instead, the typical operation

regime described in the following section 2.4.1.2 led to typical atom-to-background contrast values

of 15 to 25 %, or an SNR between 13 : 10 and 5 : 4, respectively.

In addition, the software package for atomic structure recognition developed by my colleagues

(section 2.7.3.1) can be used immediately after image acquisition. The neural network outperforms

human-eye recognition in cases for which it was trained by deep learning [130], though it was not

evaluated in detail what contrast or SNR thresholds it can handle.

2.4.1.2 ROI and choosing the optimal scan parameters

The most useful experimental approach was to first take care of maximizing the electron dose rate

that impinges on the ROI, which is the area that can be assigned to the atom(s) studied (differing

among the investigated effects). By our convention, that area is obtained from applying a Voronoi

decomposition [131, 132] to the graphene sheet (see fig. 2.5). Later, it will also be called the area

that ”corresponds to” the atom(s), though it has nothing to do with atomic radii.

Maximizing the dose minimizes the time needed to observe a certain count of events and can

be accomplished by either increasing the beam current (by tip flashes or by increasing the gun

extraction voltage), which is limited by the stability of the electron gun tip, or by lowering the

field of view (FOV) and, hence, increasing the dose density rate impinging on the ROI. In the

case of pristine graphene, where the ROI is the entire FOV, the latter option does not increase

the rate of events under investigation (details on that specific measurement below). If dynamics

involving impurities are investigated, however, it will be useful to choose the FOV as small as

possible. To ensure the validity of the measurement, though, it is required that the FOV contains

a margin of ca. 2 Å at all edges of the ROI. The electron dose impinging on the ROI will then

be homogeneously distributed due to the beam movement. Further, unavoidable specimen drifts

have to be compensated. The microscopist has to regularly recenter the ROI. Independent from

the requested magnitude of the stage shift in the xy-plane, the mechanical stage will be shifted by

≳ 1.5 Å due to technical limitations16.

The frame time tf is predominantly determined by the product of the number of pixels and the

dwell time per pixel, Nx × Ny × tp, and is further increased to a small extent by probe flyback

times from the end of a scan line (or image) to the beginning of the next one. On the one hand, it

was beneficial to use a tf as low as possible, because this would bring about the best possible time

resolution. On the other hand, decreasing tf will lower the SNR if the FOV remains equal, so the

best working regime is when the image contrast is at or just above the SNR limit.

The number of pixels can be considered a spatial sampling rate. To resolve all sample features, a

minimum number of pixels per unit length is necessary, the magnitude of which is not discussed

in detail here. As long as the pixel density is sufficiently high (regarding graphene, this always

applies if there are ≳ 25 pixels per Å), the informational content of the image is determined by

16Please do not misunderstand: It is a wonder that the stage can do such small mechanical shifts.
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AUC

a b

Figure 2.5: Schematics of the regions of interest (ROIs) for different irradiation effects involving
three-coordinated impurities in graphene. (a) Replacement of a three-coordinated impurity atom
by a C atom; the ROI is the Voronoi cell corresponding to the impurity atom (dash-bordered and
shaded in red). (b) Positional exchange of an impurity atom and a C neighbor and KO displacement
of a C neighbor; the ROI consists of the Voronoi cells of the three C neighbors (dash-bordered and
shaded in green).

the detection time per unit area, in contrast to the pixel density. Concretely, if the FOV is ca.

1× 1 nm2, the scan setting Nx = Ny = 256 and tp = 8 μs results in virtually the same information

quality as Nx = Ny = 512 and tp = 2 μs, since their products are equal. Once this equality had

been noticed and verified, only the first setting was used.

Knock-on cross section of pristine graphene

The ROI is the entire FOV, since every atom in the field of view is identical. In the SNR limit

regime, the frame time is proportional to the chosen FOV (in unit area). A smaller field of view

and a lower frame time leads to higher time resolution, although the dose density rate and, thus,

the event rate for knock-on damage of pristine graphene stays the same. Nonetheless, a reduction

of the FOV has the effect that a larger proportion of the viewed atoms is located at the edge

of the FOV. Therefore, a larger fraction of the events will happen at the edge, which will pose

the risk of unnoticed events and impact the validity of the experiment. Consequently, the FOV

cannot be chosen arbitrarily small. The predominantly used settings in the temperature-dependent

KO cross-section measurement (as will be discussed in section 3.2.1) were FOV ≈ 1 × 1 nm2 and

256 × 256 pixels with a pixel dwell time of tp = 8 μs.

Cross sections of effects involving impurities in graphene

If the ROI is only a fraction of the FOV (see fig. 2.5), the effective electron dose can be calculated

via

N eff
e = Ne

ROI

FOV
, (2.10)

where Ne is the (total) electron dose, calculated according to eq. (2.12). For replacement of the

impurity by C, the ROI is the area that corresponds to one atom, which is 1/2 of the graphene

unit cell area AUC (neglecting lattice distortions). This means that, here, the assumption that the

replacement process is due to electrons impinging on the Voronoi cell of the X@SV impurity. For

X-C exchange events and knock-on displacements of a C neighbor, the ROI is 3/2 × AUC. This

situation is also shown in fig. 2.5.
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2.4 Cross sections of atom displacements

Figure 2.6: MAADF-STEM images of a graphene monolayer before and after electron KO damage
(Ee = 90 keV). (a, b) Raw images. (c, d) Colored double Gaussian-filtered images. In (b) and (d),
there is a single vacancy V1(5-9) in the upper left corner of the image. The temperature was ca.
100 °C, the pixel dwell time was tp = 16 μs, the number of pixels is Nx ×Ny = 256 × 256 px, and
the FOV is ca. 1 × 1 nm2. See fig. 3.5 for a schematic illustration of the structure. (Reproduced
from Publication I [30]. Published 2022 by Elsevier Ltd. under the CC BY 4.0 license.)

For the voltage-dependent measurement involving Si (section 3.3.1), a frame time of tf ≈ 0.5 s

(256 × 256 × 8 μs) and a FOV of either 0.8 × 0.8 nm2 (50 keV) or 1 × 1 nm2 (65 and 70 keV) was

used.

During the temperature-dependent measurement involving Si and P (section 3.3.2), the subscan

option of Nion Swift was used. The pixel dwell time as well as the spatial sampling rate were kept

constant at tp = 8 μs and 256 pixel nm−1, while the subscan FOV was varied between ca. 0.8×0.8

and 1.2 × 1.2 nm2 (thus containing ca. 200 × 200 to 300 × 300 pixels).

2.4.1.3 Data acquisition

This section is based on original work in Publication I [30].

First, the experimental approach and the procedure are explained using the example of temperature-

dependent KO cross-section measurement of pristine graphene (as will be discussed in section 3.2.1).

In fig. 2.6, MAADF-STEM images of pristine graphene immediately before and after a KO damage

event at an electron kinetic energy of 90 keV are depicted. Whenever the number of atoms was

not conserved, the acquisition was stopped and the FOV was shifted to a pristine region, which

amounts to observing a homogeneous Poisson process [126]. When a topological atom-conserving

defect, e.g. an SW 5577 defect [56, 133], was noticed and immediately followed by an atom loss,

the series was stopped and excluded from any further evaluations (also if such a sequence was

observed during the later analysis), because the local threshold energies and cross sections would

be different to those of the pristine lattice. However, if the hexagonal structure was restored in

31



2 Methods

Figure 2.7: MAADF-STEM image of a graphene monolayer (intermediate speckled contrast) with
holes created by 90 keV electron irradiation (dark contrast, encircled in white). Bright areas are
hydrocarbon contamination. The FOV is ca. 16 × 16 nm2.

the subsequent frame, the acquisition was uninterruptedly continued. To facilitate the reader’s

understanding, a holey graphene monolayer after measuring multiple knock-on damage events at

800 °C is depicted in fig. 2.7. Many of the created vacancies subsequently grew to larger holes by

further atom loss under electron irradiation.

As for cross sections involving impurities (section 3.3), some aspects differ slightly. To describe

the measurement completely: whenever an impurity exchanged its position with a C neighbor,

the acquisition was continued, since the final state is equivalent to the initial state concerning the

observable. Whenever a C neighbor was knocked out, leaving a four-coordinated impurity behind,

or the impurity was replaced by C, the acquisition was stopped and the FOV was shifted to a

region containing a single X@SV. In the very rare case of directly observed SW defects involving an

impurity atom, the acquisition was either continued or stopped, depending on whether the structure

immediately relaxed back to the hexagonal structure or was followed by a KO displacement of any

atom in the FOV.

To make defect detection by the human eye easier (and, in many cases, possible in the first place),

the images were blurred by a double-Gaussian kernel [23, 134] during acquisition (see section 2.7.2).

All image series were saved, either in a Nion Swift data item or directly in a TIFF file, using the

Nion Swift VCR plug-in described in section 2.7.1. The ones related to the KO cross-section

measurements of pristine graphene, which is a dataset consisting of just under 200000 images in

total, were searched for missing atoms manually with ImageJ [135]. The frame series belonging to

the voltage-dependent measurement with the participation of Si impurities (section 3.3.1) consist

of ca. 13000 images, which were also checked manually. The 2100 images in the series in connection

with the temperature-dependent measurement involving Si and P impurities (section 3.3.2) were

analyzed with the assistance of an iPython notebook [136] utilizing a deep learning-based algorithm

for recognition of the local structure in (S)TEM images [137].
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2.4 Cross sections of atom displacements

2.4.1.4 Poisson analysis

This section is based on original work in Publication I [30] and the corresponding supplemental

material [122].

Data evaluation after image acquisition is described using the example of temperature-dependent

measurement of the KO cross section of graphene (as will be discussed in section 3.2.1). The

following can readily be translated to apply to all other investigated processes: in eqs. (2.11)

and (2.13), the subscript ”KO” has to be replaced by the corresponding abbreviation (as will be

introduced in section 3.3) and Ne has to be substituted with N eff
e = Ne × ROI/FOV (eq. (2.10)).

For an individual KO displacement event in pristine graphene, the observed cross section can be

calculated by eq. (2.5):

sobsKO =
1

ρANe
, (2.11)

where Ne is the electron dose, and ρA is the areal atomic density of graphene. Both the VOA

current and the frame time were saved to image metadata for every individual frame. The electron

dose was calculated by summing up the individual frame doses, which result from the beam current

(as a function of the VOA current according to eq. (2.1)) and the frame time:

Ne =
1

e

δ−1∑
j=1

tjIB,j

 +
tδ
2
IB,δ

 , (2.12)

where e is the elementary charge, tj is the frame time of the j-th frame, IB,j is the beam current

during the acquisition of the j-th frame, and δ is the index of the defect frame. The defect frame

was counted only half. In the case of image series continued after a positional exchange between

an impurity and a C neighbor, the first frame was counted half as well.

For multiple electron doses, the statistical estimator of the cross section is calculated based on the

expected dose per event (see eq. (2.6)) and given by

σobs
KO =

1

ρAλPM
=

1

ρANe

Nobs
KO − 1

Nobs
KO

, (2.13)

where Ne is the arithmetic mean of the doses, and Nobs
KO is the number of observed KO events.

2.4.2 Theoretical model for the knock-on displacement cross section of
pristine graphene

This section is based on original work in the supplemental material of Publication I [122].

The kinetic energy transfer E due to an elastic collision between an impinging electron (mass m0,

initial kinetic energy Ee) and a nucleus (mass M , initial velocity v parallel to the momentum of

the electron) can be derived from relativistic energy-momentum conservation. As a function of the

electron scattering angle θ, it is given by [90]

E(Ee, v, θ) =
1

2Mc2

[
(Mvc)

2
+ 2 (1 − cos θ)B(Ee, v)

]
(2.14)

with

B(Ee, v) := Ee

(
Ee + 2m0c

2
)

+ Mvc
√
Ee (Ee + 2m0c2), (2.15)
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where c is the speed of light in vacuum, and Emax is the maximum transferred energy for back-

scattering at an angle of θ = 180°, which was introduced in eq. (1.4):

Emax (Ee, v) := E (Ee, v, θ = 2π) . (2.16)

Assuming that the displacement threshold energy Td (see section 1.5.1) of a lattice atom is

isotropic, Mott scattering [138, 139] with the McKinley and Feshbach expansion [140] yields the

KO displacement cross section as a function of Ee and v [89, 90, 93, 141]:

σ̃theor
KO (Ee, v) = 4π

(
Ze2

8πϵ0m0c2γβ2

)2

{
Emax

Td
− 1 − β2 log

(
Emax

Td

)

+ πZαβ

[
2

√
Emax

Td
− log

(
Emax

Td

)
− 2

]}
. (2.17)

Z is the atomic number, e is the elementary charge, ϵ0 is the vacuum permittivity, and α is the

fine structure constant. The relativistic factor of the impinging electron is given by β(Ee) =

{1− (1 +Ee/m0/c
2)−2}1/2 and its Lorentz factor by γ(Ee) =

(
1 − β2

)−1/2
. The KO displacement

cross section as a function of the electron kinetic energy Ee and the temperature T is given by [93]

σtheor
KO (Ee, T ) =

∫ ∞

−∞
Θ (Emax (Ee, v) − Td) p(v, T )σ̃theor

KO (Ee, v) dv, (2.18)

where Θ is the Heavyside step function and p(v, T ) is the out-of-plane velocity distribution [93]

p(v, T ) =
1

vrms(T )
√

2π
exp

(
− v2

2(vrms(T ))2

)
, (2.19)

whose width is determined by the temperature-dependent root mean square velocity vrms(T )

(square root of eq. (1.5)). As for the numerical integration in eq. (2.18), the limits have to be

chosen such that the contributing velocity domain, i.e. the range for which Emax(Ee, v) ≥ Td, is fully

sampled. Since out-of-plane phonon modes become more populated with increasing temperature,

the KO cross section according to eq. (2.18) is expected to increase with rising temperature [93].

2.4.2.1 Generalization to other elastic effects with threshold energies

The McKinley and Feshbach cross-section model outlined above has a universal character in the

context of elastic electron-nucleus interactions. Equations (2.17)–(2.19) can be generalized for any

elastic process with threshold energies (lower and/or upper threshold). Exemplary for the case of

X-C bond inversion introduced in section 1.5.2, abbreviated by ”XCDex” for direct exchange of

the position between an X@SV impurity and a C neighbor, the elastic cross section is modeled by

σtheor
XCDEx(Ee, T ) = σtheor

KO (Ee, T )|TXCDEx
− σtheor

KO (Ee, T )|Td
, (2.20)

where σtheor
KO (Ee, T ) according to eq. (2.18) is evaluated twice, once at the KO displacement

threshold energy Td (second term) and once at the lower direct exchange threshold energy TXCDEx

in place of Td (first term). Please note that the subscript ”KO” is semantically incorrect for the

first term, but the notation was kept for clarity.
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2.4.2.2 Shortcomings

As supplementary information, please note that eqs. (2.17), (2.18), and (2.20) exclusively consider

a single electronic state, which is connected to a state-specific atomic displacement (or direct

exchange) threshold energy. The latter is typically calculated for the ground state. Thus, the

presented model does not take excited and/or ionized states created due to inelastic scattering

into account. It is noted in advance that the experimental cross sections for ”XCEx” (exchange

of the position between an X@SV impurity and a C neighbor) measured in this work cannot be

explained by an elastic model with the form of eq. (2.20). This model will thus deliberately not

be compared to the experimental data. Inelastic contributions to the total KO cross section are

beyond the scope of this thesis. They can potentially be described in the framework of Bethe

theory [142].

As mentioned in section 1.5.1, thermal perturbations of the lattice cause variations in the displace-

ment threshold energy Td [98], the effect of which is higher at elevated temperatures. Finally, the

three-dimensional description (instead of the ”z−only” model presented above) of electron KO

damage of graphene, taking into account scattering events with θ < π and arbitrary azimuth angle

of 0 ≤ ϕ ≤ 2π, was recently modeled and studied by a colleague [143].

2.5 Calculation of the carbon adatom migration barrier on
graphene

This section is based on original work in Publication I [122]. The DFT simulations were carried

out by colleagues.

The carbon adatom migration barrier was theoretically estimated by nudged elastic band (NEB)

calculations using the density functional (DFT) theory package gpaw [144]. The finite-difference

basis with a grid spacing of 0.18 Å, a 6 × 6 graphene supercell, and a 6 × 6 × 1 Monkhorst-Pack

k-point mesh were used. The convergence criterion for the forces was 0.02 eV/Å. The inclusion of

dispersion corrections can influence the barrier heights [145, 146]. Thus, three different exchange-

correlation functionals have been used: the Perdew-Burke-Ernzerhof functional (PBE) [48], the

Tkatchenko-Scheffler (TS) [147] van der Waals (vdW) correction on top of the PBE functional

(PBE-TS), and the C09-vdW functional [148], which explicitly treats vdW interactions.

2.6 Regression algorithms and error propagation

Model curves were fitted to experimental data by numerical algorithms. The individual uncertainty

of the data points has been taken into account, which yields weighted regression methods. As for

linear least squares17 (LSQ) regression, the used SciPy [151] function optimize.curve_fit18 has

input parameters for uncertainties, so the latter were be handed over directly. The nonlinear

LSQ regression with a trust region reflective algorithm [152] was implemented by using the SciPy

17Invention of the least squares method is attributed to Adrien-Marie Legendre [149] and Carl Friedrich Gauss [150].
18https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.curve fit.html
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module optimize.least_squares19 and the variance-weighted residual variance

r̃2 = wr2 = w (ydata − yfit)
2
, (2.21)

where r are the residuals and w are the weights. The latter are given by

w =
1

(∆ydata)
2 , (2.22)

where ∆ydata is the error of the data point. In the case of manually implemented nonlinear LSQ,

the residual variance with the same weighting was used. Finally, for orthogonal distance regression

(ODR) [153], the SciPy package odr20 was used, which accepts uncertainties regarding both the

abscissa and the ordinate.

2.6.1 Propagation of uncertainties and random errors

Parts of this section are based on original work in Publication I [30] and the corresponding supple-

mental material [122].

While biases (systematical errors) have been avoided to the best of my knowledge, random errors

and statistical uncertainties were propagated through the numerical evaluation.

Say a dependent variable is given as a function f(x) of the independent variables (parameters)

x = (x1, x2, ..., xn). If it is expedient to specify an uncertainty ∆f(x) and to attribute it to the

uncertainty or the random error ∆xi of the parameters and the covariance cov(xi, xj) in case of

correlated parameters, the so-called variance formula [154] (formerly known as ’Gaussian error

propagation’) can be used:

(∆f(x))
2

=
∑
i

(
∆xi

∂f(x)

∂xi

)2

+
∑
i ̸=j

∂f(x)

∂xi

∂f(x)

∂j
cov(xi, xj). (2.23)

The application of eq. (2.23) in relevant cases is broken down below:

1. Beam current IB, eq. (2.1):

∆IB =

√
(IVOA∆a1)

2
+ (∆a2)

2
+ 2IVOAcov (a1, a2) + (a1∆IVOA)

2
, (2.24)

where cov (a1, a2) is the covariance of the calibration parameters, obtained from linear LSQ

regression using scipy.optimize.curve_fit. No correlation was considered between either

of the parameters and the VOA current IVOA.

2. Observed cross section σobs, eq. (2.5):

∆σobs =

√(
− 1

ρAλ2
∆λ

)2

=
∆λ

ρAλ2
=

σobs

λ
∆λ, (2.25)

where ρA is the areal atomic density (of graphene), and λ is the expected electron dose per

event.

19https://docs.scipy.org/doc/scipy/reference/generated/scipy.optimize.least squares.html
20https://docs.scipy.org/doc/scipy/reference/odr.html
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3. Theoretical KO cross section σtheor
KO as a function of the displacement threshold energy Td

and the root mean square velocity vrms, eq. (2.18):

∆σtheor
KO =

√(
∂σ

∂Td
∆Td

)2

+

(
∂σ

∂vrms
∆vrms

)2

+ 2
∂σ

∂Td

∂σ

∂vrms
cov (Td, vrms), (2.26)

where cov (Td, vrms) is the covariance of Td and vrms, which was obtained from nonlinear LSQ

regression using scipy.optimize.least_squares.

4. Carbon adatom migration barrier Em on graphene according to the Arrhenius formalism:

By logarithmizing eq. (3.8), we obtain the model function y with the parameters b1 and b2,

which is linear in inverse temperature 1/T :

y

(
1

T

)
:= log

(
ktheorKO (T ) − kobsKO(T )

)
= −Em

kB︸ ︷︷ ︸
=:b1

1

T
+ logA︸ ︷︷ ︸

=:b2

, (2.27)

where ktheorKO is the theoretical KO rate, kobsKO is the observed KO rate, kB is the Boltzmann

constant, and A is the pre-exponential factor. The uncertainty according to the variance

formula is given by

∆y =
1

|ktheorKO − kobsKO|

√(
∆kobsKO

)2
+

(
∆ktheorKO

)2
. (2.28)

The uncertainty of kobsKO (eq. (3.1)) is

∆kobsKO = Nobs
KO

√(
− 1

t2tot
∆ttot

)2

= kobsKO

∆ttot
ttot

, (2.29)

where Nobs
KO is the number of observed KO events, and ttot =

∑
i ti is the total time of

irradiation (eq. (3.2)). The uncertainty of the latter is given by

∆ttot =

√∑
i

(∆ti)
2
. (2.30)

As for ktheorKO (eq. (3.3)), the uncertainty is

∆ktheorKO =
ρA
e

√(
σtheor
KO ∆IB

)2
+

(
IB∆σtheor

KO

)2
, (2.31)

where IB is the mean beam current, whose uncertainty is given by the standard error of the

mean [155]:

∆IB =
std (IB)√

n
, (2.32)

where std (IB) is the standard deviation of measured beam-current values, and n is their

number. The error of the migration barrier results from

∆Em = kB∆b1, (2.33)

where ∆b1 was obtained from ODR (y as a function of 1/T , eq. (2.27)) using scipy.odr.
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5. Expectation value of positional exchanges before KO damage, eq. (3.22):

∆E(M) =

√(
∆σSiCEx

σSiCKO

)2

+

(
− σSiCEx

σ2
SiCKO

∆σSiCKO

)2

=
1

σSiCKO

√
(∆σSiCEx)

2
+ (E(M)∆σSiCKO)

2
, (2.34)

where σSiCEx is the cross section for positional exchange between a Si@SV impurity and a C

neighbor, and σSiCKO is the cross section for KO displacement of a C neighbor.

Further, the uncertainty of the observed KO cross section according to the extended healing rate

model (eq. (3.17)) when using the DFT-calculated carbon adatom migration barrier, was calculated

via

∆σDFT
KO = ∆σLSQ

KO

∑
r̃2DFT∑
r̃2LSQ

, (2.35)

where r̃2DFT is the weighted residual variance for the one-parametric LSQ regression using the

DFT-calculated barrier, and r̃2LSQ is the weighted residual variance for the two-parametric LSQ

regression (both given by eq. (2.21)).

2.7 Developed software packages

The present section represents a description of the purpose and the functionality of the software

packages that I either developed or extended in the scope of my work. All packages have been

pushed onto an internal Git repository server of the Physics of Nanostructured Materials (PNM)

group and can be requested on demand, some of them are additionally published under the free

GPL-v3 license on Phaidra21 and/or GitHub22, as summarized in the chapter ’Outputs’.

2.7.1 Image recording

When saving consecutive ADF-STEM images and their metadata, it can be beneficial to wrap

them together and store them in a single data unit, be it a data item in a Nion Swift library or

a file in TIFF format. The image metadata needed to contain experimental parameters and scan

timings (i.e. the electron beam current, the field of view, the pixel dwell time, the line time, the

probe flyback time, and the microsecond-precise timestamp of when the image was fully acquired).

For this purpose, a PNM-internal Nion Swift plug-in called ”Video Cam Recorder” (VCR) was

used. It communicates with Nion Swift via its Python API [114] and waits for the completion of a

new MAADF (or HAADF) image. For this work, some run-time issues were fixed, which resulted

in a stable and fluent execution of both the plug-in and Nion Swift. Further, the following features

were implemented, removing several shortcomings:

• The core functionality of the plug-in (record and save) was implemented according to the

producer-consumer design pattern [156].

21Phaidra is the repository for the permanent secure storage of digital assets at the University of Vienna
(https://phaidra.univie.ac.at).

22https://www.github.com
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• Subtasks not updating any graphical user interface (GUI) elements are not run in the main

thread of Nion Swift.

• The function numpy.empty is utilized to pre-allocate ca. 2 GB of RAM (arbitrary value).

Whenever the image stacks being recorded grows larger than that, another 2 GBs are pre-

allocated.

• An option to directly save a TIFF file on the file system was added.

2.7.2 Live image filtering

The image stacks for the cross-section measurements reported in section 3.2.1 and section 3.3 were

acquired at the limit in terms of the SNR (see section 2.4.1.1). In these raw images, the human eye

can reliably recognize whether there is an atom missing in the graphene lattice, but this generally

takes longer than the frame time. Thus, a Nion Swift plug-in that is capable of applying a double-

Gaussian filter [23, 134] to the live image data item was developed. In the filtered image, which

gets updated with a short delay (≲ 100 ms) after the raw image, the human eye can detect missing

atoms quickly enough. At the time of writing this thesis, the functionality of the plug-in had

already been implemented as a core feature of Nion Swift, though not based on my development.

2.7.3 Automated single-atom manipulation

In cooperation with several former and present researchers of our group, a modular Nion Swift

plug-in with the title Nion Swift Atom Manipulator was written. It is capable of autonomously

arranging substitutional impurity atoms in graphene in an arbitrary user-defined pattern. The

object-oriented programming approach offers software interfaces wherever needed.

The overall task was divided as listed in table 2.1 and some individual tasks were contributed by

others. The architecture is intended to be as modular and reusable as possible, while the user

interface is embedded in the Nion Swift environment. Technically, there is the joint module 2 for

the tasks (b) and (c), and the individual modules 1, 3, and 4, which manage the tasks (a), (d),

and (g). Task (f) is embedded in all modules. Each module is executed in a dedicated thread, but

their in- and outputs depend on each other.

Table 2.1: Atom Manipulator: Overview of tasks, modules, and contributors.

AM ... Andreas Mittelberger AP ... Andreas Postl CH ... Christoph Hofer
CM ... Clemens Mangler JM ... Jacob Madsen TS ... Toma Susi

Task Module Contributor(s)

(a) Structure recognition 1 Structure recognition JM, TS, AP
(b) Bond detection

2 Structural pathfinding
CH, AP

(c) Structural pathfinding AP, TS
(d) ADF detector feedback 3 TractorBeam CM, TS, AP, AM
(f) Microscope control * (integrated in 1-4) AP
(g) Systems integration 4 Manipulation AP, JM
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2.7.3.1 Structure recognition

Fully convolutional neural networks (FCNNs) [157] are used to detect the atomic structure and

identify chemical elements in atomically resolved STEM images [158]. An image analysis tool

using a deep learning [130, 137] algorithm was developed by Dr. Jacob Madsen, whom I assisted in

acquiring training data, troubleshooting cases of incorrect results, and improving the performance

in terms of execution speed. First, the structure recognition module performs a spatial calibration

of the image scale. This is accomplished either in reciprocal space by the package ”Fourier scale

calibration” [159] or in real space by multiple invocations of the FCNN with the sampling rate

(in pixels per unit length) as a varying input parameter. Then, the module calls the FCNN to

determine atom positions [160], identify atomic and large-scale impurities [63], and assigns their

belonging to a chemical element (without any EEL spectra) [161]. The back end of the standalone

”Nion Swift Structure Recognition” plug-in, which is available on Phaidra [162], is called by the

Atom Manipulator plug-in [163]. The structure detected by this module will be illustrated in figs.

2.9, 2.10, and 3.16.

2.7.3.2 Bond detection

Another piece of code covers the detection of bonds after the atom positions are determined. Here,

ideas by our group have been realized. The implemented bond algorithm makes sure that carbon

atoms are considered to have a shared bond if their inter-atomic distance is below a user-defined

threshold, but also that each carbon atom has at most four bonds, and that there occur no triangles

in the saved bond configuration.

2.7.3.3 Structural pathfinding

This task is to ascertain the fewest possible number of manipulation events, i.e. the shortest total

path length, to move an arbitrary number N of impurity atoms into a user-defined configuration

consisting of N target (lattice) sites, at each of which an atom is located.

Approaches to the definition of a metric

The path length is defined by the number of necessary X-C exchange events, in contrast to the

Euclidean distance [164] between atoms i and j, which is given by

dij :=
(

(xi − xj)
2

+ (yi − yj)
2
)1/2

(2.36)

in Cartesian coordinates. Thus, another metric had to be found and defined before the mutual

assignment of impurities and target sites.

The idea of three-parametric ”unit cell coordinates” (κ, λ, η) was contrived, as illustrated in fig. 2.8.

The first two coordinates – κ and λ – unambiguously refer to the unit cell, and the third coordinate

– η = 0, 1 – refers to the sublattice. A metric applicable to pristine graphene was defined. It is

similar to the taxicab metric23 [165], the principle of which dates back to H. Minkowski [166]. The

distance in terms of the number of bonds (to be inverted) is given by

δij := 2 max (|κi − κj |, |λi − λj |, |ξij |) + ϵij , (2.37)

23Synonyms: city-block metric, Manhattan metric.
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Figure 2.8: Concept of a three-parametric coordinate system (κ, λ, η) for monolayer graphene. The
first two coordinates give the position of a unit cell in two zigzag directions (congruent with
conventional lattice vectors, which are typically denoted as a1 and a2), and the third coordinate
refers to the sublattice. The auxiliary coordinate ξ = κ − λ gives the position along an armchair
direction.

with the directional armchair separation

ξij = (κj − λj) − (κi − λi), (2.38)

and the sublattice correction term

ϵij := (ηj − ηi) sgn ((ηj − ηi)ξij) , (2.39)

where sgn is the signum function with the alternative definition

sgn(a) :=

{
−1 if a < 0

1 if a ≥ 0.
(2.40)

The expression according to eq. (2.39) seems more complicated than it factually is. To explain

based on fig. 2.8: if both atoms are in the same sublattice, ϵij will be zero. If atom i is in the left

sublattice (η = 0), atom j is in the right sublattice (η = 1), and j is further right – or further left –

than i, then ϵij will be one or minus one. The situation for i in the right sublattice and j in the

left one is analogous. It turned out, however, that this implementation is not practical because

it is disadvantageous in two respects. First, the computational effort to find the coordinate set

(κ, λ, η) for every detected atomic position is tremendously high, because the positions have to be

sorted based on Cartesian coordinates and the lattice vectors (in κ- as well as λ-direction) have to

be determined accurately. Second, if the detected structure deviates from the hexagonal in some

region (due to lattice defects or contamination), these coordinates, as well as the metric, will not

be applicable.

As a consequence, the embedding of the atoms was switched to a fully object-oriented approach.

Every atom is instantiated, treated as an object, and has a property neighbors, containing all

other atom objects with which it was found to have a bond (see section 2.7.3.2). Using a custom

neighbor-based metric (also based on the taxicab metric), the distance between atoms i and j in
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terms of the number of bonds (to be inverted) is recursively given by

cij :=


0 if j = i

1 if j ∈ neighbors(i)

1 + ckj else,

(2.41)

where k is the neighbor of i (or one of i’s neighbors*) with the least Euclidean distance (eq. (2.36))

to j among all neighbors of i. In computational regards, this is the most efficient solution so far.

For M impurity atoms and N target sites, a M -by-N cost matrix C is saved. Its matrix elements

are cij .

*Note: Commonly, different paths from the site i to j through the graphene lattice may have the

same length due to symmetry reasons, thus any chosen metric can result in an ambiguity of the

shortest path.

Mutual assignment of substitutional atoms and target sites: Cost minimization

The minimization of the total path length, counted as the number of positional exchanges, is

carried out as follows. Consider a set {xsi}, i = 1, 2, ...,M , of source positions and a set
{
xtj

}
,

j = 1, 2, ..., N (with N ≤ M), of target positions, the latter of which constitutes a user-defined

end configuration consisting of N substitutional atoms. The total task is a set {aj}, i = 1, 2, ..., N ,

of subtasks. Subtask aj is defined as: ”Put one substitutional atom to position xti”. If a subset

of N substitutional atoms are considered workers on the initial positions {xsi}, i = 1, 2, ..., N ,

the total task is abstracted to a linear assignment problem (LAP). Such problems can be solved

using the SciPy [151] function optimize.linear_sum_assignment, which is an implementation of

the Jonker-Volgenant algorithm [167, 168], a variant of the Kuhn-Munkres algorithm (Hungarian

method) [169, 170]. The function yields the minimum cost of the total task, meaning that it

minimizes the sum of the single path lengths. This is done by optimally picking one element per

column from the cost matrix C. If there are either more heteroatoms than target positions or

vice versa (M ̸= N), the total cost will also be optimized with regard to the min (M,N)-element

subset to be selected, which rises the computational effort by a factor
(
max(M,N)
min(M,N)

)
. In figure fig. 2.9,

the resulting paths for manipulating multiple substitutional atoms to a recognizable pattern are

depicted based on simulated ADF-STEM images.

Application of restrictive rules after cost optimization

The LAP’s minimum cost solution is a set of subpaths where individual subpaths do not intersect

at a single cross-over. A proof is omitted here, but this seems immediately obvious – and no

exception was found during extended tests with the graphene structure. However, some of the

paths may lead along equal partial routes. Additionally, the subpath of an impurity might direct

it close to the position of another impurity. Since two Si atoms can likely not be moved away

from each other once they are close (significantly reduced embedding energy per Si atom if the

atom separation is below three lattice sites, see section 1.6.2), it must be forbidden that any two

substitutional atoms become nearest or second-nearest neighbors at any time – except in the final

configuration, if the user sets this by defining the target sites.

This rule was addressed with different approaches. For the initial subpath sequence, the subpaths

were sorted by length in ascending order. The subpaths are analyzed regarding proximity conflicts

– as described above – one after the other, starting with the first subpath in the sequence. If

the subpath of an impurity is blocked by another impurity, one of its nearest neighbors or one of
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Figure 2.9: Structural pathfinding: Resulting subpaths for manipulating multiple impurities to
a given pattern. The set of subpaths was optimized using the Hungarian method. (a, c)
Colored Gaussian-filtered simulated ADF-STEM images of suspended monolayer graphene with Si
impurities. (b, d) Raw images with overlays for the recognized atomic positions (filled blue squares
for C, filled orange circles for Si), the user-defined target sites (non-filled orange circles), and the
calculated individual paths (solid orange lines). Four-coordinated impurities are automatically
excluded, and their nearest as well as second-nearest neighbors are avoided (red circle).

its second-nearest neighbors, a non-blocked alternative subpath24 will be calculated. The initially

calculated subpath will be substituted if the non-blocked subpath has the same length (as noted

above, sites might have multiple connecting paths with the same length). Otherwise, if the non-

blocked subpath is longer, a case distinction will be made (the impurity’s subpath dealt with at

the time will be referred to as blocked subpath):

1. If the blocked subpath leads over the initial position of another impurity (direct block) that

is planned to be moved later according to the current subpath sequence, the subpath of

the blocking impurity will be placed before the blocked subpath. Additionally, if the target

site of a directly blocking impurity causes a blockage – either directly or indirectly (due to

neighbors), and disregarding whether the blocking subpath was initially planned earlier or

later – the target sites of the two concerned impurities will be exchanged (see fig. 2.10b). This

24This might not be the shortest of all available non-blocked paths.
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concept was described and similarly put into practice with scanning tunneling microscopy

(STM) on a larger scale [9]. The procedure does not increase the total path length, since the

rear parts of both concerned subpaths start at the initial site of the blocking impurity.

2. If the blocked subpath leads across a nearest or second-nearest neighbor of another impurity

(indirect block 1 ) that is planned to be moved earlier, the blocking subpath will be placed

after the blocked one. Then, the algorithm is reinitialized based on the altered subpath

sequence (fig. 2.10c). To prevent endless loops, such subpath swaps can be applied at most

once to the same impurity pair.

3. If the blocked subpath leads via a nearest or second-nearest neighbor of another impurity

(indirect block 2 ) that is planned to be moved later, a procedure analogous to direct blocks

will be proposed: the blocking subpath will be suggested at an earlier point in the sequence,

and if the target site of an indirectly blocking impurity causes a blockage, exchange of the

corresponding target sites will be proposed. Then, the summed length of the two hypothetical

subpaths will be calculated. If, and only if, the sum is strictly smaller than the non-

blocked subpath (as discussed before this case distinction) added together with the blocking

subpath, the proposal will be put into effect. Otherwise, the non-blocked subpath will be

used (fig. 2.10d and f).

4. Cases 1 to 3 will be applied iteratively if a blockage is caused by multiple impurities, starting

with the impurity that is last along the blocked subpath.

This behavior comes with the risk of obtaining a total amount of jumps that is larger than the

shortest non-conflicting subpath set by a comparably small number, because in contrast to ref.

[9], not only the impurity atoms but also their nearest and second-nearest neighbors need to

be considered. Path optimization with these boundary conditions is a challenge, and further

optimization could improve this module slightly.

2.7.3.4 ADF detector feedback

Our research group wrote a Nion Swift plug-in that reads out the voltage from a Keithley25

measurement unit directly connected with the MAADF or HAADF detector inside the microscope.

The application detects voltage rises and drops. After comparing them with a user-defined

threshold for the relative change in voltage, interprets them as X-C exchange events or specimen

drifts during the spot irradiation of a C neighbor [18]. The functionality of the standalone

”TractorBeam” plug-in [171] is mirrored in the TractorBeam module of the Atom Manipulator.

2.7.3.5 Microscope control

This task is about starting scans before the structure recognition module (Tasks (a) and (b)) is

called, stopping scan mode after an image was completed, directing the electron beam to move an

impurity along the path calculated by the pathfinding module (Task (c)), and re-scanning after the

TractorBeam module detected a ”jump” event or ”drift”, or timed out (Task (d)). The Nion Swift

API is used to translate software commands to hardware control signals. The implementation of

this task into the various modules was the centerpiece of my work’s automation part.

25Keithley Instruments, LLC; https://www.tek.com/keithley.
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2.7 Developed software packages
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Figure 2.10: Structural pathfinding: Resolution of two conflicting subpaths using different
strategies. (a, e) Gaussian-filtered ADF-STEM of suspended monolayer graphene with Si
impurities. (b-d, and f) Raw images with overlays for the recognized atomic positions (filled
blue squares for C, filled circles for Si), the user-defined target sites (non-filled circles), and the
calculated individual subpaths (solid and dashed lines). (b) Initially, the subpath (green dashed
line) of the Si atom more right in the image (orange) leads to the target site more left in the image
(white). This causes a direct blockage of the other silicon’s subpath, which corresponds to a case
1 proximity conflict according to the main text. To resolve it, the corresponding target sites are
exchanged. (c) The nearest neighbor of the right impurity’s target site causes a blockage. Initially,
the execution of its subpath – shorter than the other – is planned first. This case 2 proximity
conflict is resolved by exchanging the subpath execution order. (d) The subpath (green dashed
line) of the impurity more left in the image (orange) is blocked by the second-nearest neighbor of
an impurity that is located at its target site (white). This is a case 3 proximity conflict, resolved by
using the non-blocked subpath as indicated, since moving the right impurity to the upper target
site and, subsequently, moving the left impurity to the remaining target position, results in an
equally long total path. (e) Similar to (d), with a nearest neighbor causing the blockage. The
alternative path of the same length is indicated by short-dashed lines.

2.7.3.6 Systems integration

The last part, the so-called atom manipulation module, ensures the communication among the

above-mentioned modules via events and listeners and calls the individual modules either one by

one (mode B, ”Single execution”) or sequentially and continuously (mode A, ”Auto Manipulation”).

There is another endless mode (”Live Analysis”) where imaging never stops26 but the TractorBeam

module is skipped. Furthermore, the module offers the features to work with simulated ADF-

STEM data and manually create a fresh live data item in Nion Swift. Finally, there is an option

to automatically save all frames being created during execution in mode B, both the raw data as

well as with graphical overlays indicating the atomic positions and the optimized paths. Using this

option is a must for scientific reproducibility and should guarantee that complete experimental

data is stored.

26Once the structure recognition module has finished processing an image, it is fed with the next complete image.
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2 Methods

Description of the working procedure

Once a sample region with incorporated impurity atoms has been found by the user, the structure

recognition module needs to be manually called once and fed with an atomically resolved image.

Then, the user can define a pattern of target sites. From there, the demanded user input demand

is minimal: press the button ”Start Atom Manipulator”. The computer is then commanded to

control the instrument and autonomously rearrange multiple impurities in graphene by single-atom

manipulation to form a pattern (e.g. a character, a quantum corral, ...) [19]. Note that this is

accomplished in a way that is very close to the best possible one (accurate structure recognition,

almost optimal path, rapid and precise beam movement), potentially eliminating human error and

optimizing the probability of a successful outcome.
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3 Results and discussion

This chapter presents the results obtained during the thesis research. First, the electron beam will

be characterized: on the one hand, the calibration of the beam current is essential for determining

any cross sections of beam-induced effects. On the other hand, a precise reconstruction of the

electron-probe shape was necessary to conclusively interpret the temperature-dependent electron

KO cross-section measurement of pristine graphene, which will be dealt with in the second section.

The observed radiation hardness of graphene at elevated temperatures will be reproduced by an

elaborated model describing electron knock-on damage with counteracting healing of vacancies due

to the recombination with surface-diffusing carbon adatoms.

Then, cross-section measurements of electron-beam induced atom displacements associated with

three-coordinated impurities in graphene will be reported. At ambient temperature, dynamics

involving Si@SV will be quantified for electron kinetic energies from 50 to 70 keV. Following the

presentation of the analyzed data, the success probability for single-atom manipulation of Si@SV

will be discussed. For 60 keV, further data for dynamics involving Si@SV, as well as P@SV, at

temperatures from ambient to ca. 1000 °C will be discussed.

Subsequently, the incorporation of Al into graphene using two different experimental methods

– ion implantation, and two-step substitution of C – will be evaluated. It is noteworthy that

both methods, especially two-step substitution, produced specimens with an increased density of

substitutional Si impurities.

The last section will first address my efforts to advance high-control single-atom manipulation

in graphene using STEM. The first operations of the developed software to perform automated

manipulation of multiple Si atoms will be documented. Finally, my experimental proceedings in

the context of the manipulation of multiple Si atoms to a pattern will be covered.

3.1 Characterization of the electron beam

3.1.1 Calibration data for the beam current

As described in section 2.3.1, the beam current IB was regularly measured as a function of the

VOA current IVOA, which is tracked and saved to image metadata by Nion software. Its error

was assumed to be ∆IVOA = 1 nA. In table 3.1, the calibration parameters a1 and a2 according

to eq. (2.1) are summarized for all measurement series. To show in an exemplary way, the beam

current measurements and the calibration lines for an acceleration voltage U = 70 kV are depicted

in fig. 3.1. These measurements belong to the scope of the voltage-dependent cross sections of

dynamics involving Si@SV impurities (as will be discussed in section 3.3.1).

47



3 Results and discussion

Table 3.1: Parameters and their standard errors for all beam-current calibrations at different
acceleration voltages U and on different dates, obtained from a least-squares fit with the model
function IB = a1IVOA + a2 (see eq. (2.1)), where IB is the beam current, and IVOA is the virtual
objective aperture current.

V-dep. ... voltage-dependent
T-dep. ... temperature-dependent

U [kV] Date a1 [10−3] ∆a1 [10−3] a2 [pA] ∆a2 [pA] Measurement Notes

50 2022-01-13 1.083 0.010 -0.34 0.09 V-dep., Si
60 2019-10-10 4.331 0.013 0.60 0.40 T-dep., Si/P *
65 2022-03-02 1.004 0.013 1.10 0.20 V-dep., Si
70 2022-01-18 1.266 0.004 -0.09 0.07 V-dep., Si
70 2022-02-16 1.112 0.009 1.71 0.13 V-dep., Si
90 2020-03-11 1.808 0.012 1.50 0.50 T-dep., pristine
90 2020-05-06 1.504 0.008 3.50 0.40 T-dep., pristine
90 2020-05-21 1.790 0.020 5.60 0.60 T-dep., pristine
90 2020-06-05 1.669 0.020 8.30 1.30 T-dep., pristine
90 2021-06-11 1.438 0.030 0.70 0.70 T-dep., pristine
90 2021-06-30 2.815 0.050 0.80 0.80 T-dep., pristine **

* The offset of the electrical measurement unit was not measured, but instead estimated by
extrapolation. Further, please note that a new tip (electron source) was installed shortly before
this measurement, which is why the typical beam current was higher when compared to all later
measurements.
** Outlier (possibly related to a dirty tip). The related experiment, i.e. the data point at
T = 45 °C ≈ 318 K of the temperature-dependent KO cross sections of pristine graphene (see
section 3.2.1), was excluded from any further analyses.

3.1.2 Electron-probe shape

The probe shape reconstructed by the algorithm described in section 2.3.2 and applied to a

MAADF-STEM image featuring a point defect is depicted in fig. 3.2. Four Gaussian components in

the probe shape g(x, y) according to eq. (2.3) were sufficient1. The fit parameters are summarized

in table 3.2 and the resulting superposition has a full width at half maximum (FWHM) of

(1.16 ± 0.01) Å. Note that a single Gaussian curve leads to qualitatively similar results.

Table 3.2: Fit values for the reconstruction model g =
∑

j aj exp (−(...)/cj) of the electron-probe
shape (see eq. (2.3) for the full notation). j is the running index, aj is the height of the j-th

Gaussian component, and σj =
√
cj/2 is the standard deviation of the j-th component.

j aj [arb. u.] σj [Å]

1 4.0727 0.4426
2 2.6470 0.4885
3 0.6514 0.7139
4 0.4172 1.3252

1Adding more components does not lead to an improvement in accuracy.
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Figure 3.1: Beam current IB as a function of the virtual objective aperture current IVOA at an
acceleration voltage of 70 kV.
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Figure 3.2: Reconstructed beam-current density as a function of the radial distance to the beam
center, fitted by four Gaussian components. (Adapted from Publication I [30]. Published 2022 by
Elsevier Ltd. under the CC BY 4.0 license.)
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3 Results and discussion

3.2 Electron knock-on damage of pristine graphene

This section is based on original work in Publication I [30] and the corresponding supplemental

material [122].

The initial aim of the experimental study that Publication I is based on was the measurement of

the electron knock-on damage cross section for pristine graphene as a function of the temperature,

from ambient to 1000 °C. Since the experimental results ought to be statistically robust, a large

enough set of electron doses for individual KO events was to be measured at each temperature. At

an electron kinetic energy of 60 keV, which is standard for STEM investigations of graphene,

the KO damage rate is virtually zero and thus the acquisition of such data is not possible.

In contrast, the KO cross section for 90 keV electrons is in the range of 5–20 mb at ambient

temperature [93] (12C lattice atoms). For a typical beam current of 50 pA, this yields a predicted

KO displacement event rate of ca. 0.35–1.45 min−1 (one per 40–170 s) according to eq. (3.3).

Therefore, an acceleration voltage of 90 kV seemed to fit well for this purpose. Furthermore,

it should be noted that tremendously rising displacement rates were expected with increasing

temperature (see section 2.4), and in order to still be able to accurately time-resolve the damage

effects, the maximum operating voltage (100 kV) of the Nion UltraSTEM 100 was not selected.

3.2.1 Temperature-dependent knock-on cross section at 90 keV

In stark contrast to the prediction based on the first-principles model (see section 2.4.2), the

calculated observed KO cross section σobs
KO(T ) does not increase with temperature, but rather

decreases (see table 3.3). This contradicts the vibration-assisted KO model for σtheor
KO (Ee, T )

(eq. (2.18)), according to which the cross section must increase with rising temperature. As phonon

modes are increasingly thermally occupied, σobs
KO(T ) does not represent the true temperature-

dependent KO cross section. Moreover, no significant difference with regard to varying frame

acquisition times from 2 to 0.5 s was observed. Therefore, further analyses were performed with

data merged for each temperature, as listed in table 3.3.

As will be described in section 3.2.3, the (hypothesized) reason for the discrepancy between

experiment and theory is thermally activated carbon adatom migration and recombination with

vacancies, so that a fraction of the latter heals out before observation in the STEM image.

3.2.2 Refinement of the displacement threshold energy and the root mean
square velocity of the nuclei

Estimates for the displacement threshold energy Td as well as the out-of-plane root mean square

velocity of the nuclei vrms(T ) were given in section 1.5.1. Both variables may be subject to

inaccuracies, and each of them is included as a parameter in the KO model for σtheor
KO (Ee, T )

according to eq. (2.18). The experimental KO cross section at 90 keV was accurately measured

at ambient temperature ((11.3 ± 0.8) mb, see table 3.3). Hence, it was used along with earlier

measurements for 85, 95, and 100 keV [93] to refine Td as well as vrms(T ) within reasonable limits.

A nonlinear regression was performed to fit σtheor
KO (Ee, T ) to the combined energy-dependent data

at ambient temperature, which is listed in table 3.4. The values Td = (21.03 ± 0.10) eV and

vrms(300 K) = (590 ± 20) m s−1 = (1.05 ± 0.03) × vphDOS
rms (300 K) were obtained by variance-
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3.2 Electron knock-on damage of pristine graphene

Table 3.3: Temperature-dependent cross section for KO damage of pristine graphene at an electron
kinetic energy of 90 keV. The datasets for different scan parameters (pixel dwell time, number of
pixels, FOV) were merged with respect to the temperature T . IB is the mean beam current, Nobs

KO

is the number of observed KO damage events, σobs
KO is the observed KO cross section, and σtheor

KO is
the theoretical KO cross section according to the McKinley and Feshbach model (see eq. (2.18)).
∆T is approximately 2 % of the absolute value. (Adapted from the Supplemental Material of
Publication I [122]: the values for the mean beam current were corrected and supplemented with
uncertainties.)

T [K] IB [pA] Nobs
KO σobs

KO [mb] σtheor
KO [mb]

300 116.6 ± 0.2 196 11.3 ± 0.8 10.7
333 127.6 ± 0.2 108 10.6 ± 1.3 12.9
373 128.8 ± 0.2 179 9.7 ± 0.9 16.0
473 106.4 ± 0.1 86 2.8 ± 0.3 26.5
573 123.5 ± 0.2 132 6.0 ± 0.6 41.1
673 115.5 ± 0.1 138 2.5 ± 0.2 59.9
873 107.0 ± 0.1 183 3.9 ± 0.4 108.7

1073 140.8 ± 0.1 52 3.6 ± 0.8 169.8

Table 3.4: Voltage-dependent cross section for KO damage of pristine at ambient temperature. Ee

is the electron kinetic energy, Nobs
KO is the observed number of KO damage events, and σobs

KO is the
observed cross section. For the cross-section values with asymmetric errors (ref. [93]), the weights
w = 2/

(
(∆+)2 + (∆−)2

)
were used in the nonlinear LSQ regression described in the main text.

Ee [keV] Nobs
KO σobs

KO [mb] ∆+σobs
KO [mb] ∆−σobs

KO [mb] Origin Notes

85 15 1.2 0.8 0.5 [93]
90 196 11.3 0.8 0.8 this study
90 21 11 10 5 [93] *
95 67 57 24 17 [93]

100 61 330 120 90 [93]

* In the regression, this value was superseded by our more accurate new measurement.

weighted least squares (LSQ) with a trust region reflective algorithm [152]. The experimental data

points and the fit curve are depicted in fig. 3.3.

3.2.3 Vacancy healing by recombination with diffusing carbon adatoms

The discrepancy between the knock-on model for elastic electron-nucleus interaction according to

eq. (2.18) (as will be illustrated with a green line in fig. 3.6) and the experimental results can be

explained by short-lived vacancies that are not accessible to observation because they get healed

out by carbon adatoms soon after creation. If there is any energy barrier involved in the healing of

vacancies, the process rate must have a temperature dependence and the proportion of undetected

vacancies will increase with rising temperatures. A model which describes this should provide

information about the highest involved barrier. Thus, under the assumption that the surface-

diffusion of carbon adatoms governs vacancy healing (rather than the lattice incorporation itself),

it was possible to measure their migration energy barrier, which is described in detail below.
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3 Results and discussion

Figure 3.3: Cross section for KO damage of pristine graphene as a function of the incident electron
kinetic energy at ambient temperature: Experimental values (red points) and the theoretical curve
according to the McKinley and Feshbach model (blue line, see eq. (2.18)). (Reproduced from the
Supplemental Material of Publication I [122]. Published 2022 by Elsevier Ltd. under the CC BY
4.0 license.)

The observed KO cross section is close to the theoretical one at temperatures up to ca. 350 K,

which implies that the recombination rate of carbon adatoms and vacancies is low compared to

the rate of further atom loss next to a vacancy at typical beam currents of 50–100 pA with an

electron kinetic energy of 90 keV. At higher temperatures, in contrast, the recombination rate

greatly exceeds even the highest possible frame acquisition rate of 2 s−1 (see section 2.4.1.2).

In the following, the effect is quantified step-wise with increasing elaboration, which provides an

explanation of the increased radiation hardness of graphene samples at elevated temperatures.

In terms of knock-on damage rates (events per unit time), the experimentally observed rate at a

given temperature T is simply given by

kobsKO(T ) =
Nobs

KO(T )

ttot(T )
, (3.1)

where Nobs
KO(T ) is the number of observed KO events and ttot(T ) is the total time of irradiation.

The latter is the sum of the individual irradiation times ti(T ) until a KO event:

ttot(T ) =
∑
i

ti(T ). (3.2)

The errors of the times ti(T ) were assumed to be half of the frame time (∆ti(T ) = tf/2). The

theoretically predicted rate is

ktheorKO (T ) =
IB
e

ρA σtheor
KO (T ), (3.3)

with IB being the beam current, e the elementary charge, and ρA the areal atomic density of

graphene. For the calculation of eq. (3.3), the arithmetic mean IB of all beam-current values

measured at a given temperature was used. The difference between kobsKO and ktheorKO is assumed to

be healing rate of vacancies

kh(T ) = ktheorKO (IB, T ) − kobsKO(T ). (3.4)
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3.2 Electron knock-on damage of pristine graphene

On the other hand, the vacancy healing rate can be put in relation with an energy barrier Eb via

the semi-empirical Arrhenius dependence [75]

kh(T ) = A exp

(
− Eb

kBT

)
, (3.5)

where A is the pre-exponential rate constant and kB the Boltzmann constant. Vacancy healing can

very likely be described by a chain process consisting of the surface diffusion of a carbon adatom

and the recombination of a vacancy with an adatom that diffused into its immediate proximity.

Then, two process rates and two energy barriers are involved, one each for adatom migration and

recombination. After postulating that the recombination barrier Er is negligible, the barrier Eb

can be substituted with the adatom migration barrier Em. Combining eqs. (3.4) and (3.5) yields

ktheorKO (T ) − kobsKO(T )
Er=0

= A exp

(
− Em

kBT

)
. (3.6)

Note: The assumption that the healing process is governed by the surface migration of carbon

adatoms is maintained from here.

The evaluation of the simplified Arrhenius model (see eq. (3.6)) is depicted in a semi-logarithmic

Arrhenius plot (see fig. 3.4) and yields a carbon adatom migration barrier of Em = (157 ± 8) meV,

in contradiction to the 0.40–0.44 eV obtained from our DFT calculations (see below for detail).

The Arrhenius treatment is too naive in this context and does not allow a valid interpretation of

this particular experiment. At temperatures above 400 K, the observed cross section and, hence,

the damage rates are very low compared to the expectation. The observed values could be called

”noise”: the predicted damage rate according to eq. (3.3) without subtraction of the observed

damage rate yield a similar energy barrier under the Arrhenius treatment. Furthermore, the pre-

exponential factor A is close to the frame rate, which demonstrates another constraint of the

applied measuring method: disregarding the size of the observed vacancy, only one knock-on event

was counted per vacancy. Hypothetically, the highest observed KO rate would, thus, be equal to

the frame acquisition frequency.

Rather than applying the simple Arrhenius formalism, it seems physically justified to first state

that vacancy healing is likely much faster on average than KO damage between 400 and 1073 K,

and to note that some vacancies can yet be observed occasionally. To correctly describe this

observation, the nature of the experiment must be explicitly accounted for: the scanning electron

probe is moving, both causes and observes knock-on damage, and has a finite current density

distribution. Hence, the time between the vacancy creation and its (possible) observation varies,

depending on where it is created with respect to the position of the electron probe.

This knowledge motivated the extension of the Arrhenius healing rate model according to (3.6)

and the consideration of a temperature-dependent healing probability Ph(T ). It is determined by

the fraction of vacancies that heal out before observation and can be used to redefine the healing

rate as a fraction of the theoretical knock-on rate:

kh(T ) := Ph(T )ktheorKO (T ) (3.7)

Further, a new effectively observed damage rate is obtained by combining eqs. (3.4) and (3.7):

kobsKO(T ) = ktheorKO (T ) (1 − Ph(T )) . (3.8)

As the next step in the elaboration of the model, the healing probability Ph(T ) is described by

the probability distributions of the random variables involved in the vacancy healing process. The
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Figure 3.4: Vacancy healing rate as a function of the inverse temperature in semi-logarithmic
representation (Arrhenius plot). The experimental estimates (red points) are based on the
difference between the McKinley and Feshbach model and the observed knock-on rate (see table 3.3,
cross-section values converted to rates using eqs. (3.1) and (3.3)). The linear fit (green line)
was obtained from orthogonal distance regression. (Adapted from the Supplemental Material of

Publication I [122]: the aspect ratio and the appearance of the grid were changed, kpredictKO was
relabeled to ktheorKO (T ), and the calculation of ktheorKO (T ) was done using corrected values for the
mean beam current. Originally published 2022 by Elsevier Ltd. under the CC BY 4.0 license.)

movement and the shape of the finite electron probe are neglected for the moment, meaning that

a defect created during the acquisition of a given image can be observed in the subsequent image

at the earliest.

It is assumed that migrating adatoms perform a random walk [172]. Then, the defect is not

observable if the number of adatom migration steps within a frame time (random variable nf(T ))

is greater than (or equal to) the number of steps needed to reach and heal a vacancy (random

variable nh). Whether an adatom undertakes an individual migration step or not, on the one

hand, constitutes a Bernoulli process [173]. nf(T ) is a thermodynamical quantity that obeys a

binomial distribution and can be approximated [174] by a normal distribution with a mean of

µ(T ) = tff0 exp

(
− Em

kBT

)
, (3.9)

where tf denotes the frame time, and f0 the migration attempt frequency (4 × 1012 s−1, literature

value for carbon interstitials in graphite [82]). After how many migration steps an adatom arrives

in the immediate proximity of a vacancy, on the other hand, constitutes a Poisson process [126].

nh is purely statistical, obeys a geometric distribution, whose continuous analog is the exponential

distribution [175], and is governed by the adatom concentration

cad :=
Nad

Nlat−at
, (3.10)

where Nad is the number of adatoms and Nlat−at is the number lattice atoms. Furthermore, the

expected average vacancy size Nv (1.6 ± 0.2 in our data) needs to be accounted for, since to fully

heal multivacancies, they have to be reached by multiple adatoms. To focus on the most essential,
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3.2 Electron knock-on damage of pristine graphene

the parameter ν of the exponential distribution is given by

ν = − 1

Nv
log

(
1 − 2

3
cad

)
, (3.11)

in the sense that ph(nh|ν) = ν exp (−nhν) is the probability density function (PDF) of the

distribution of nh. The expectation value of nh is given by

E(nh) =
1

ν
. (3.12)

To explain the validity of eq. (3.12), we consider single vacancies (SVs) only (Nv = 1) and perform

a first-order Taylor expansion (log(1 − x) ≈ −x):

E(nSV
h ) = E(nh)|Nv=1 = − 1

log
(
1 − 2

3cad
) ≈ 3

2cad
=

3

2
Nlat−at︸ ︷︷ ︸
=Nlat−b

1

Nad
=

Nlat−b

Nad
, (3.13)

where Nlat−b is the number of carbon-carbon bonds in the lattice. As described in section 1.4.1, the

energetically favored adatom sites are the bridge sites on top of the carbon-carbon bond centers.

Hence, there is one adatom site per bond (Nad−sites = Nlat−b). We find E(nSV
h ) ≈ Nad−sites/Nad,

which means that that the average number of needed migration steps to arrive at an SV is just the

number of available sites per adatom. This was also shown via Monte Carlo simulations [176, 177].

After defining the quotient random variable Q(T ) = nf(T )/nh, the healing probability can be

written as

Ph(T ) = Pr (Q(T ) ≥ 1) , (3.14)

where Pr (Q(T ) ≥ 1) is the complementary cumulative distribution function (tail distribution) of

Q(T ) at one. It can be approximated by the cumulative distribution function Pr (nh ≤ nf(T )|ν) of

nh for the expectation value of nf(T ), which yields

Ph(T ) =

∫ µ(T )

0

ν exp (−νk) dk = 1 − exp (−νµ(T )) . (3.15)

Inserting eq. (3.9), eq. (3.11), and eq. (3.15) into eq. (3.8) leads to

kobsKO(T ) = ktheorKO (T )

(
1 − 2

3
cad

) 1
Nv

tff0 exp
(

−Em
kBT

)
, (3.16)

a relation that can also be expressed in terms of cross sections by substituting the theoretical

defect formation rate ktheorKO → σtheor
KO and the defect observation rate kobsKO → σobs

KO. The correct

normalization with respect to the beam current is conserved by this substitution, because kKO =

(IB/e) ρAσKO. The predicted result according to eq. (3.16) will be illustrated in fig. 3.6 (dashed

purple line), using the DFT-calculated adatom migration barrier. At temperatures above 500 K,

the healing probability according to eq. (3.15) is close to one for typical frame times of ca. 0.5 s.

This does not correctly describe the experimental outcome, because vacancies can be observed

across all investigated temperatures.

Finally, the movement and the shape of the scanning electron probe are taken into account. The

positions of the created vacancies with respect to the probe position are, in reality, statistically

distributed corresponding to the electron probe current density profile. The time between a KO
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Figure 3.5: Schematic representation of a graphene monolayer with a single vacancy (marked with
a dashed purple circle) caused by the electron probe’s ”leading” tail. The defect can be observed
within the same scan frame (marked with a black rectangle). (Adapted from Publication I [30].
Published 2022 by Elsevier Ltd. under the CC BY 4.0 license.)

event and the detection (or the overlooking) of a vacancy can be as low as a few pixel dwell times,

but also almost as high as the frame time. Precisely stated, if the ”leading” tail of the probe

causes the vacancy (see fig. 3.5), the probability for healing before observation will significantly be

lowered, because the vacancy will almost immediately be recorded. Including both the electron-

probe shape g(x, y) according to eq. (2.3) and replacing the frame time with the probability mass

function of the detection time td(x, y) in eq. (3.16) yields

kobsKO(T ) = ktheorKO (T )
∑
x,y

(
1 − 2

3
cad

) 1
Nv

td(x,y)f0 exp
(

−Em
kBT

)
g(x, y), (3.17)

where x and y are discrete spatial coordinates of a pixel location, ranging from 0 to Nx − 1 and

from 0 to Ny − 1, where Nx and Ny are the pixel counts along the respective direction. Since

the detection time only depends on the vacancy’s position relative to the probe position, the

calculation can be performed using a fixed central probe and a varying vacancy position (without

loss of generality).

The extended healing rate model according to eq. (3.17) yields a qualitative match of our data.

However, the model contains two unknowns, namely the carbon adatom migration barrier Em and

the adatom concentration cad. The former can be estimated via first-principles simulations, but

the latter is essentially unknown. Different sets (Em, cad) fit to our data. Thus, the prediction

according to the extended model was evaluated twice: first, Em was fixed to the average DFT value

taking into account van der Waals interactions (0.415 eV, see below) and cad was optimized with

a one-parametric variance-weighted nonlinear LSQ algorithm, and second, both Em and cad were

subjected to a two-parametric optimization. The predicted cross-section values are visualized in

fig. 3.6 (purple and orange line). The two-parametric fit yielded (0.33±0.03) eV), where the given

uncertainty excludes any parameter correlation (between Em and cad), since it was obtained using

an adatom concentration value fixed to its two-parametric optimum. The line corresponding to
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Figure 3.6: Cross section for KO damage of pristine graphene as a function of the temperature, at
an electron kinetic energy of 90 keV: Experimental values (red points), theoretical curve according
to the McKinley and Feshbach model (green line, see eq. (2.18)), and the prediction according
to an extended model (orange as well as purple lines, see eqs. (3.16) and (3.17)). Both forms of
the latter describe knock-on damage with counteracting vacancy healing. The movement and the
shape of the STEM probe, which lead to a variation in defect detection time, are considered only in
the second form (solid purple line for the DFT-calculated carbon adatom migration barrier, solid
orange line for the LSQ optimized barrier). (Reproduced from Publication I [30]. Published 2022
by Elsevier Ltd. under the CC BY 4.0 license.)

the best estimator (orange) crosses the one-parametric one at ca. 415 K and lies higher at elevated

temperatures, which better describes the experimental observations.

Last, it has to be noted that the Taylor expansions of eq. (3.16) as well as eq. (3.17) up to the first

order, i.e. (1 − x(cad))
a(f0) ≈ 1− a(f0)x(cad) in terms of simplified variables, contains the product

of the adatom concentration cad and the attempt frequency f0. Thus, counteracting changes in

these two variables are indistinguishable and whenever one variable is set to a seemingly expected

value, the other one will decrease to an implausible order of magnitude. In concrete values:

cad = 10−3 nm−2 implies 0.8 × 108 s−1, whereas the expected f0 = 4 × 1012 s−1 [82] leads to a

very low cad = 2.0 × 10−6 nm−2. So, either the adatom concentration is much lower than what

to expect on typical graphene samples, or the model according to eq. (3.17) misses effects that

are required to consistently explain the result. The product values are (0.8 ± 0.4) × 106 nm−2s−1

for the two-parametric LSQ optimization and (0.8 ± 0.5) × 107 nm−2s−1 for the one-parametric

optimization using the DFT-calculated barrier. The given uncertainty value for the two-parametric

solution is based on the criterion ∆σLSQ
KO /σLSQ

KO = 20 % at 1073 K, and the uncertainty of the one-

parametric fit results using the DFT-calculated barrier were set proportional to the ratio of the

corresponding variance-weighted residual variances (eq. (2.21)).

As supplementary notes, the migration of single vacancies and the DFT results for the carbon

adatom migration barrier are discussed. SVs are observed across the entire temperature range

from 300 to 1073 K. Imaging the surrounding structure of an SV takes about 0.2 s (= 40 % of

a frame time), which indicates that the migration takes longer in spite of an expected migration
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barrier of ca. 1 eV (see section 1.4.2). Indeed, such a low barrier would imply that SVs can never

be observed at elevated temperatures, which is not the case in our extensive experimental data.

The spin-polarized DFT values for the carbon adatom migration barrier Em are 0.44 eV for the

PBE functional, 0.43 eV for PBE-TS, and 0.40 eV for C09-vdW. The inclusion of dispersion

interactions has little effect on Em. The apparent over-estimation by DFT might be explainable

by temperature-dependent entropic and vibrational effects altering the Gibbs free energy as well

as quantum zero-point effects [178], though the relative error heavily depends on the system and

the diffusion path [179] and can thus not be estimated at this point.

3.3 Electron-beam induced atom displacements at impurities

This section reports on the cross-section measurements of beam-driven dynamics involving three-

coordinated X@SV impurities in graphene, with X being a placeholder for Si or P. For Si@SV, a

voltage-dependent measurement in a range from 50 to 70 kV as well as a temperature-dependent

measurement in a range from ambient to 1000 °C were carried out. The latter was done using

a P-doped graphene sample (see section 2.2.1), where the primary aim was the acquisition of

temperature-dependent data regarding P@SV.

The investigated effects are the KO displacement of a C atom neighboring X@SV (section 1.5.1),

the positional exchange of X@SV and a C neighbor (sections 1.5.2 and 1.5.3), and the replacement

of X@SV by C (section 1.5.4). For brevity of notation, these effects are abbreviated as ”XCKO”,

”XCEx”, and ”XRepC”.

Since XCEx events are desired in the context of single-atom manipulation, these are presented

and discussed before the spurious XCKO as well as XRepC events. Furthermore, a hypothetical

itemization of the effectively observable cross section for SiCEx events will be provided in section

3.3.1.1. First, SW transformations relaxing back to the hexagonal structure might be involved.

Second, double positional exchanges (from one frame to the subsequent one) are treated like single

positional exchanges in the data analyses.

3.3.1 Voltage-dependent cross-section measurement for Si@SV

The cross sections for SiCEx, SiCKO, and SiRepC events were measured at electron kinetic energies

of 50, 60, 65, and 70 keV. The experimental results (including values based on refs. [17, 18]) are

summarized in table 3.5 and graphically presented in three separate figures, one each for the

investigated events.

As for SiCEx (see fig. 3.7), no events were observed at 50 keV. The total electron dose impinging

on the three C neighbors of the Si@SV was taken into account to calculate an upper bound of the

cross section (3.7 mb). At 55 keV, there is a notable onset ((7.1 ± 1.0) mb) according to the cross

section based on electron doses from ref. [18]. At 60 keV, the electron doses from ref. [17] yield a

cross section of (530 ± 90) mb, which is ca. three times larger than our new data ((150 ± 30) mb).

A similar deviation is also present for SiCKO events at 60 keV, which implies that the discrepancy

may be explained due to the different measuring and calculation methods applied in refs. [17] and

[18]. The SiCEx cross section shows a further increase above 60 keV, which flattens from 65 keV

(ca. 640 mb) to 70 keV (ca. 750 mb).

58



3.3 Electron-beam induced atom displacements at impurities
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Figure 3.7: SiCEx: Observed cross section σobs
SiCEx for the positional exchange between a Si@SV

impurity and a neighboring C atom as a function of the electron kinetic energy Ee, at ambient
temperature. The error bar at Ee = 50 keV is to be understood as an estimate for the upper limit,
since no corresponding events were observed.
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Figure 3.8: SiCKO: Observed cross section σobs
SiCKO for the knock-on displacement of a C atom

neighboring a Si@SV impurity as a function of the electron kinetic energy Ee, at ambient
temperature. The error bar at Ee = 50 keV is to be understood as an estimate for the upper
limit, since no corresponding events were observed.

The cross-section values for SiCKO (see fig. 3.8) feature an upward trend with increasing electron

energy. There was no SiCKO event observed at 50 keV, resulting in 3.7 mb for the upper bound of

the cross section. At 55 keV, one individual dose is provided in ref. [18], which gives a cross section

of ca. 0.07 mb. Hence, almost no damage occurs at and below 55 keV. The doses for 60 keV that
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Figure 3.9: SiRepC: Observed cross section σobs
SiRepC for the beam-induced replacement of a Si@SV

impurity by a C atom as a function of the electron kinetic energy Ee, at ambient temperature.
The cross section at Ee = 50 keV is to be regarded as a rough estimate, since the uncertainty of
the expected electron dose λPM according to eq. (2.7) diverges for only two observed events.

were provided from ref. [17] result in (22± 10) mb (300 times larger than for 55 keV), whereas the

new 60 keV data contains only one event, corresponding to an estimated cross section of ca. 5 mb.

Above 60 keV, the SiCKO cross section rises further and reaches (130 ± 30 mb) at 70 keV.

Regarding SiRepC (see fig. 3.9), the cross-section estimates show a slight rise with increasing

electron energy, although the uncertainties according to table 3.5 are large and might the true

accuracy might yet be overestimated, because the number of observed events is small for every

investigated electron energy (2, 3, 3, and 4).

3.3.1.1 Success probability for single-atom manipulation of Si@SV

The cross sections discussed above represent interaction probabilities. At each electron energy, the

ratio of the cross sections for SiCEx and SiCKO is a good indicator of the suitability for single-

atom manipulation, because the probability that an effect occurs (before the other) can be stated

in terms of the individual cross sections. SiCKO irreversibly leads to a four-coordinated Si@DV

that cannot be further manipulated.

Further, SiRepC also terminates single-atom manipulation, but only a part of the cross section

reported above may interfere. These are based on the assumption that SiRepC is a beam-induced

process when irradiating the Si@SV itself (its Voronoi cell, respectively; see section 2.4.1.2 and

fig. 2.5), although the role of the electron beam in the process is actually unknown. In contrast,

a manipulation experiment is done by spot irradiation of a C neighbor. If the electron probe is

centered on a C neighbor, a small fraction of the beam electrons will impinge on the Si@SV. The

electron dose impinging on the Voronoi cell of the Si@SV could be calculated on the basis of the

probe shape, but this dose is almost certainly different from the dose that contributes to SiRepC

events. The latter dose is not easily identifiable, simply owing to the fact that the values reported
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3.3 Electron-beam induced atom displacements at impurities

Table 3.5: Observed cross sections σobs for different electron kinetic energies Ee and beam-induced
processes involving a Si@SV impurity, at ambient temperature. Nobs is the number of observed
events. The values from refs. [18] and [17] have been recalculated based on the provided electron
dose values**.

SiCEx Positional exchange between Si@SV and one of its C neighbors
SiCKO Knock-on displacement of a C neighbor of Si@SV
SiRepC Replacement of Si@SV by C

Ee [keV] event Nobs * σobs [mb] ∆σobs [mb] Origin Notes

50 SiCEx 0 ≤ 3.7 n.a. this study
50 SiCKO 0 ≤ 3.7 n.a. this study
50 SiRepC 2 11.1 n.a. this study
55 SiCEx 49 7.1 1.0 [18] **
55 SiCKO 1 0.07 n.a. [18] * and **
55 SiRepC n.a. n.a n.a.
60 SiCEx 29 150 30 this study
60 SiCEx 38 530 90 [17] **
60 SiCKO 1 5.3 n.a. this study *
60 SiCKO 8 22 10 [17] **
60 SiRepC 3 30 30 this study
65 SiCEx 97 640 70 this study
65 SiCKO 6 33 17 this study
65 SiRepC 3 40 40 this study
70 SiCEx 101 750 80 this study
70 SiCKO 18 130 30 this study
70 SiRepC 4 70 50 this study

* If Nobs = 1, the posterior mean solution according to eq. (2.6) will diverge. Instead, λ = Ne was
used, where Ne is the only measured electron dose.
** The dose values were acquired by our research group in 2014 and 2018, and originate from
different measuring and calculation methods.

above are based on homogeneous dose distribution and the Voronoi segmentation of the monolayer

(see section 2.4.1.2). However, if the beam has a different role and the replacement process happens

mainly due to irradiation of a C neighbor, dividing the reported SiRepC cross section by three

(for the number of C neighbors) will make the values directly comparable to the cross sections

of the other effects. As the beam’s influence is unclear, it is also uncertain how the likelihood

for SiRepC during spot irradiation of a C neighbor varies due to sample drift, since they change

the electron dose impinging on the C neighbor and the Si@SV itself. Finally, independent from

the exact process dynamics, the higher the cross section for SiRepC calculated based on whatever

assumption, the higher is the probability for replacement due to the repeated image scans in a

manipulation experiment (see section 3.5, esp. fig. 3.16).

In general terms before simplifications: given the starting configuration Si@SV surrounded by a

pristine C lattice and using spot irradiation of a C neighbor, the probability that the next structural

change is the event α0 (and not any other) is given by

pα0
=

σα0∑
α σα

, (3.18)
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with σα denoting cross sections and α indicating the effects (section 1.6.2.1): ”SiCDEx” for

the direct exchange of Si and C, ”SW” for a Stone–Wales transformation involving the Si@SV,

”SiCDEx2” for a double jump of the Si@SV (presumably double direct exchange of Si and C),

SiCKO as introduced above, and ”SiRepC@C-Irr” for Si replacement by C (from outside of the

lattice) while a C neighbor is spot-irradiated.

To approximate: the cross section for SiRepC@C-Irr could be a third of the given cross sections

for SiRepC, but a different fraction could also be justifiable. On condition that the probe shape

is equal among different acceleration voltages, that fraction will remain the same. However, an

absolute quantification of SiRepC@C-Irr would only be possible based on a specific measurement

of that effect.

SW transformations are not only reversible, but half of them effectively result in exchanged

positions of the Si atom and a neighboring C (see section 1.5.3). The SW(55-77) defect configuration

with Si is almost never observed, since its lifetime under electron irradiation is very short, owing

to the low activation energy for relaxing back to the hexagonal configuration (lower than 1 eV

[21]). Hence, the question ≪Is the quantity supposed to be measured identical to what was

measured?≫ must be asked. Whatever the cross section for this SW transformation is, half

of it will lie hidden in the experimental values for the SiCEx cross section.

Last, double jumps, despite not being the intended outcome, just disrupt control in a single-atom

manipulation series, but the experiment can be continued afterwards. They have an effective

cross section σSiCDEx2, which could (presumably) be disassembled into σSiCDex× ϵ(σSiCDex), where

ϵ(σSiCDex) is an efficiency factor describing the likelihood for a second direct exchange before the

initial one was observed. The latter is given by ϵ(σSiCDex) = σSiCDexρAN
Ex1−Ex2
e , where NEx1−Ex2

e

is the electron dose impinging on the C neighbors between the individual exchange events. However,

since double jumps occur very rarely, these were not separately analyzed in section 3.3.1 and treated

like single jumps in the scope of my work.

Based upon the above, a heuristic approach is pursued. As noted above, any observed SW(55-

77) defects involving the Si@SV impurity are ignored, since they are observed very rarely. For

the purposes of the following consideration, direct exchange, half of the SW transformation, and

double exchanges are summed up to the effectively observable exchange cross section for Si and C

σSiCEx = σSiCDEx +
1

2
σSW + σSiCDEx2. (3.19)

The cross section for SiRepC@C-Irr cannot be quantified due to insufficient data. Then, the

single-event probability pm that the Si@SV configuration remains intact after an observed change

in structure, which will also be called ”manipulation success probability”, is simply given by

pm =
σSiCEx

σSiCEx + σSiCKO
. (3.20)

The random variable M shall be defined as the count of positional exchanges (preserving the

manipulable Si@SV) until the Si@SV configuration gets irreversibly altered by SiCKO, neglecting

SiRepC@C-Irr events. It obeys a geometric distribution (see ref. [180]) with the probability mass

function (PMF)

Pr(M = k | pm) = pkm(1 − pm). (3.21)

The expectation value

E(M) =
pm

1 − pm
=

σSiCEx

σSiCKO
, (3.22)
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Figure 3.10: Suitability of different electron kinetic energies Ee for single-atom manipulation of
Si@SV: expectation value E(M) as a function of the electron kinetic energy Ee, where M is the
count of SiCEx events before SiCKO, disregarding SiRepC@C-Irr.

and the variance

var(M) =
pm

(1 − pm)2
=

σSiCEx (σSiCEx + σSiCKO)

σ2
SiCKO

= E(M) (E(M) + 1) (3.23)

are of crucial importance for the purpose of single-atom manipulation with high control. A further

matter of particular interest is the probability that M ≥ k, i.e. the complementary cumulative

distribution function (CCDF) of M , evaluated at k:

Pr(M ≥ k | pm) =

∞∑
l=k

Pr(M = l | pm) = 1 −
k−1∑
l=0

Pr(M = l | pm) = 1 −
k−1∑
l=0

pkm(1 − pm). (3.24)

It gives the probability that the number of exchanges before knock-on damage is no less than k.

To evaluate eqs. (3.22)–(3.24), which are characterizing the distribution of M , new experimental

data is available for electron kinetic energies of 60, 65, and 70 keV (see table 3.5). At 50 keV,

neither a SiCKO nor a SiCEx event has been observed, thus no information regarding M can be

derived. Further, there is previous data available regarding SiCKO and SiCEx at 55 keV [18] and

60 keV [17]. The cross-section values might deviate by an unknown factor owing to the different

measuring and calculation methods, but this factor may be the same across all values, making the

ratios and thus pm according to eq. (3.20) as well as M directly comparable with the new data.

The expectation value E(M) as a function of the electron kinetic energy Ee is depicted in fig. 3.10

and listed in table 3.6. The propagated uncertainty ∆E(M) according to eq. (2.34) depends on

the errors of both influencing cross-section values. This results in especially large uncertainties for

the old 55 keV and the new 60 keV data, since there is only one SiCKO dose each. As similarly

reported in ref. [18], at 55 keV, the best estimator for the expectation value E(M) is drastically

higher than at 60 keV (100 vs. 24 for the old 55 and 60 keV data, and 28 for the new 60 keV

data), although the errors are large and the error ranges eventually overlap.
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Figure 3.11: Suitability of different electron kinetic energies Ee for single-atom manipulation of
Si@SV: complementary cumulative distribution function of M , evaluated at k, for electron kinetic
energies Ee = 55, 60, 65, and 70 keV. M is the count of SiCEx events before SiCKO, disregarding
SiRepC@C-Irr. The shaded areas indicate the standard deviation std(M) =

√
var(M) ≈ E(M).

Table 3.6: Suitability of different electron kinetic energies Ee for single-atom manipulation of
Si@SV: expectation value E(M) for different electron kinetic energies, where M is the count of
SiCEx events before SiCKO, disregarding SiRepC@C-Irr.

Ee [keV] E(M) ∆E(M) Source

55 100 70 [18]
60 24 12 [18]
60 28 28 this study
65 19 10 this study
70 6 2 this study
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Figure 3.12: SiCEx & PCEx: Observed cross section σobs
XCEx for the positional exchange between

a Si@SV or P@SV impurity and a neighboring C atom as a function of the temperature T , at an
electron kinetic energy of 60 keV. To reduce overlaps in the illustration of the data points, the
latter have been offset on the abscissa by −3 K for Si and by 3 K for P. The cross sections for
PCEx at 300 K and PCEx at 1273 K are to be regarded as estimates with very high uncertainty,
since eq. (2.7) cannot be used for less than three observed events.

Evaluation of the higher kinetic energies in the new data yields an estimate of E(M) = 19± 10 for

65 keV, which is not significantly lower than the 60 keV value (28 ± 28). At 70 keV, the expected

number of SiCEx events before SiCKO seemingly drops to a lower level (6 ± 2).

In fig. 3.11, the CCDF of M according to eq. (3.24) is illustrated for different electron kinetic

energies. This offers a insightful presentation of the success to be expected from single-atom

manipulation experiments with Si@SV and concludes the discussion of this measurement series.

3.3.2 Temperature-dependent cross-section measurement for Si@SV and
P@SV

The cross sections for XCKO, XCEx, and XRepC events involving Si@SV and P@SV were measured

at 300 K (ambient temperature), 573 K, 973 K, and 1273 K. The chemical species (Si or P) were

individually identified via EELS (analysis carried out by collaborators in MIT2). The experimental

results (including values for P@SV from ref. [21]) are summarized in table 3.7 and graphically

presented in three figures, one each for SiCEx & PCEx, SiCKO & PCKO, and SiRepC & PRepC.

As for positional exchanges (SiCEx and PCEx, see fig. 3.12), the cross-section values for Si

impurities do not show a monotonous trend, but rather rise and fall. The data contains only

three electron doses for 573 K and only one for 1273 K. Thus, these two data points are not

statistically robust. The error for 573 K according to eq. (2.25) might underestimate the true

error. Although the upper bound of the cross section at 573 K is lower than the lower bounds

at 300 K and 973 K, that difference might not be significant. No error estimate can be given for

2Research group of Ju Li, Massachusetts Institute of Technology.
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Figure 3.13: SiCKO & PCKO: Observed cross section σobs
XCKO for the knock-on displacement of a

C atom neighboring a Si@SV or P@SV impurity as a function of the temperature T , at an electron
kinetic energy of 60 keV. To reduce overlaps in the illustration of the data points, the latter have
been offset on the abscissa by −3 K for Si and by 3 K for P. The PCKO error bar at T = 300 K
and the SiCKO error bar at T = 1273 K are to be understood as estimates for the upper limit,
since no corresponding events were observed. The cross sections for SiCKO at 573 K as well as
973 K are to be regarded as estimates with very high uncertainty, since eq. (2.7) cannot be used
for less than three observed events.

the 1273 K data point (57 mb). The actual cross section could be at the same level as (or at a

higher level than) the value at 973 K ((150 ± 60) mb). The cross section for exchange of P and C

is a little more robust and shows an upward trend from 300 to 1273 K. The ambient temperature

data point (45 mb) is based on a single dose value, but matches literature ((50 ± 20) mb [21]),

which also supports the validity of both measurement methods. When directly comparing Si and

P, there is only a significant difference at ambient temperature, with SiCEx events having a three

times larger cross section than PCEx.

Due to the low cross section for SiCKO (depicted in fig. 3.13), there is a lack of data across all

temperatures (1, 1, 2, and 0 electron dose values). Nevertheless, there is an indication that the

cross section increases with growing temperature (300 K: 5.3 mb, 573 K: 17 mb, 973 K: 40 mb,

1273 K: no greater than 57 mb). The PCKO cross section shows a more pronounced upward

trend with increasing temperature, rising from 45 mb as an upper bound at ambient temperature

(literature: (10 ± 3) mb [21]) to (330 ± 150) mb at 1273 K.

Regarding the replacement by C (SiRepC and PRepC, see fig. 3.14), the cross section for Si is

increased at elevated temperatures (plateau at ca. 150 mb) when compared to ambient temperature

((30 ± 30) mb), although the number of observed events is small (3, 4, 3, and 1) and the cross

sections could thus have a greater error than specified according to eq. (2.25). Concerning P,

the replacement cross section at ambient temperature estimated based on one electron dose value

(134 mb) is about four times higher than for Si. There is no significant upward or downward trend

with rising temperature. Note that the literature value at ambient temperature ((70 ± 20) mb

[21]) is only half as large as the new value from this study. The literature value might be more
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Figure 3.14: SiRepC & PRepC: Observed cross section σobs
XRepc for the beam-induced replacement

of a Si@SV or P@SV impurity by a C atom as a function of the temperature T , at an electron
kinetic energy of 60 keV. To reduce overlaps in the illustration of the data points, the latter have
been offset on the abscissa by −3 K for Si and by 3 K for P. The cross sections for PRepC at
300 K as well as 1273 K and for SiRepC at 1273 K, are to be regarded as estimates with very high
uncertainty, since eq. (2.7) cannot be used for less than three observed events. The literature value
for 300 K may correspond to the effect PRepC@C-Irr instead.

comparable to one third of the cross section measured here, because the first was measured based on

spot irradiation of a C neighbor, corresponding to the effect ”PRepC@C-Irr” instead (as discussed

for Si in section 3.3.1.1).

Furthermore, the suitability of P@SV for single-atom manipulation at 60 keV can be briefly

discussed based on the cross sections at ambient temperature. Although the new data at hand

have large uncertainties, the indication of a large PRepC cross section when compared to the PCEx

cross section implies that single-atom manipulation of P@SV is hardly feasible. As mentioned in

section 1.3.4, the same conclusion was already drawn in the literature [21].
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3 Results and discussion

Table 3.7: Observed cross sections σobs for different temperatures T and beam-induced processes
involving Si@SV and P@SV impurities, at an electron kinetic energy of 60 keV. Nobs is the
number of observed events. ∆T is approximately 2 % of the absolute value.

SiCEx Positional exchange between Si@SV and one of its C neighbors
SiCKO Knock-on displacement of a C neighbor of Si@SV
SiRepC Replacement of Si@SV by C
PCEx Positional exchange between P@SV and one of its C neighbors
PCKO Knock-on displacement of a C neighbor of P@SV
PRepC Replacement of P@SV by C

T [K] Element Event Nobs * σobs [mb] ∆σobs [mb] Origin Notes

300 Si SiCEx 29 150 30 this study
300 Si SiCKO 1 5.3 n.a. this study *
300 Si SiRepC 3 30 30 this study
300 P PCEx 1 45 n.a. this study *
300 P PCEx 2 50 20 [21] **
300 P PCKO 0 ≤ 45 n.a. this study
300 P PCKO 1 10 3 [21] **
300 P PRepC 1 135 n.a. this study *
300 P PRepC 7 70 20 [21] **

573 Si SiCEx 3 30 30 this study
573 Si SiCKO 1 17 n.a. this study *
573 Si SiRepC 4 170 120 this study
573 P PCEx 9 43 16 this study
573 P PCKO 6 27 13 this study
573 P PRepC 9 130 50 this study

973 Si SiCEx 9 150 60 this study
973 Si SiCKO 2 40 n.a. this study
973 Si SiRepC 3 110 110 this study
973 P PCEx 13 140 40 this study
973 P PCKO 13 140 40 this study
973 P PRepC 6 170 90 this study

1273 Si SiCEx 1 57 n.a. this study *
1273 Si SiCKO 0 ≤ 57 n.a. this study
1273 Si SiRepC 1 170 n.a. this study *
1273 P PCEx 5 200 120 this study
1273 P PCKO 7 330 150 this study
1273 P PRepC 1 150 n.a. this study *

* If Nobs = 1, the posterior mean solution according to eq. (2.6) will diverge. Instead, λ = Ne was
used, where Ne is the only measured electron dose.
** These values originate from different measuring and calculation methods Furthermore, the
provided PRepC cross section may correspond to the effect PRepC@C-Irr instead.
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3.4 Evaluation of implantation experiments

3.4.1 Al ion implantation

In an effort to create samples with Al@SV sites, ion implantation experiments with Al+ were

carried out by collaborators in Dresden3. The chosen ion implantation energies were 35, 50, and

65 eV. Two samples each were delivered, which were examined in Vienna with STEM to evaluate

the implantation yields.

A total sample area of ca. 1.5 × 105 nm2 has been searched for clean lattice regions. Typical

images of the graphene monolayer covered by hydrocarbon contamination are depicted in fig. 3.15.

A graphene lattice area of ca. 8000 nm2, a fraction of which was pure by itself and the other fraction

being cleaned by laser-heating (see section 2.1.3 and 2.2.2.1), has been searched for individual Al

atoms. No Al was detected via EELS (no onset for the L2,3 peak at ca. 73 eV [117]). Instead,

individual Si atoms were found, evident due to an onset for the L2,3 edge at ca. 99 eV [109] (see

also section 2.1.1.1). The electron beam was scanned over contamination areas (appearing bright

in the images) several times and EELS spectra were acquired, which did not provide any evidence

of Al, either.

Figure 3.15: MAADF-STEM images of graphene samples after Al+ ion implantation experiments.
(a-b) Overviews of regions (a) 128× 128 nm2 and (b) 16× 16 nm2 in size, covered by hydrocarbon
contamination (bright speckled contrast) with small regions of clean free-standing monolayer
graphene (dark contrast). (c) Overview of a 130 × 100 nm2 region after laser cleaning with a
nominal power of 20 mW and an exposure time of 2 ms. (d) Atomically resolved image of a
graphene monolayer with substitutional impurities (FOV = 8 × 6 nm2). All individual impurity
atoms found (encircled and labeled in blue) were identified as Si via EELS. (e) Electron energy-loss
spectra acquired with an accumulation time of ca. 5 s. During acquisition, the beam was positioned
on the corresponding atom numbered in (d).

3Research group of Ulrich Kentsch, TU Dresden.
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3.4.2 Al and Si incorporation after Ar plasma treatment

As discussed before, the ion implantation experiments for Al were not successful, but sample

fabrication carried out by colleagues [68] was finally successful via two-step substitution of carbon

(see sections 1.3.4.1 and 2.2.1).

Furthermore, the density of Si impurities in the graphene lattice is much higher in samples treated

by Ar+ plasma irradiation than in commercially available samples. Therefore, such plasma-

irradiated samples were used for the voltage-dependent cross-section measurement involving Si@SV

impurities (see section 3.3.1) as well as, partly, for the single-atom manipulation experiments which

will be reported below.

3.5 High-control automated single-atom manipulation to
patterns

3.5.1 Automation software

All demanded software to perform single-atom manipulation in an automated manner exists and

is ready to use as a result of this and related work. The Nion Swift plug-in ”Atom Manipulator”

is open-source software and published under the GPL-3.0 license on Phaidra [163] and GitHub4.

The tasks it accomplishes were described in section 2.7.3. Here, two information graphics are

provided, one describing the functionalities (see fig. 3.17) and the other the main modes of operation

(fig. 3.18).

The first successful operation of the Nion Swift Atom Manipulator, on the 7th of June, 2021, was

captured in a video, which is available on Phaidra [181]. During the video, a Si@SV impurity is

automatically moved by three lattice sites in the intended direction along the shortest path to its

user-defined target site, after which the Si@SV exchanges its position with a carbon neighbor other

than the desired one. In total, this individual Si atom exchanged its position with a C neighbor

six times, after which one of its carbon neighbors was displaced, leaving behind a non-manipulable

Si@DV. Note that the implemented path finding algorithm (section 2.7.3.3) is capable of working

with multiple impurities and target sites and optimizes the total path length in that case.

An automated single-atom manipulation experiment using a further developed version of the plug-

in is presented in fig. 3.16. Perfect control was achieved for four manipulation steps. After the two

Si@SV were moved to a separation of only 4 lattice sites for the second time, one of the impurities

moved towards the other autonomously after a loss of one or two C atoms (not unambiguously

resolved). Subsequently, one of the Si atoms was lost and the defect reconstructed to a Si@DV.

4https://github.com/arpostl/nionswift atom manipulator
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3.5 High-control automated single-atom manipulation to patterns

Figure 3.16: Atom Manipulator: MAADF-STEM image series recorded during an automated
single-atom manipulation experiment with two individual Si@SV impurities, achieving high control.
(a-g) Gaussian-filtered (top) and the corresponding raw image (bottom) with overlays for the
recognized atomic positions (filled blue squares for C, filled orange circles for Si), the user-defined
target sites (non-filled orange circles), the calculated paths (orange lines), and the position of the
electron beam (red cross). The four positional exchanges of the Si@SV and the respective spot-
irradiated C neighbor, i.e. (b) compared to (a), (d) compared to (c), (f) compared to (e), and
(h) compared to (g), were automatically detected by ADF voltage feedback (increased electron
intensity for Si when compared to C). Neither a Si jump nor specimen drift was detected during
a 15 s (set as the maximum time before acquiring a new image) spot irradiation of the C atom
marked by a red cross in (b), (d), and (f). In these cases, a rescan of the region was performed
automatically, after which the spot irradiation was continued based upon the new images (c), (e),
and (g). (h-k) Gaussian-filtered images after control in terms of single-atom manipulation was lost.
One of the Si impurities moved nearer to the other in (j), and was lost in the next frame (k).
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Figure 3.17: Atom Manipulator: Infographics to give an overview of the functionalities. The
subtasks (blue boxes) and their descriptions (green boxes) are interpreted in a slightly different
way when compared to section 2.7.3 and table 2.1, because this graphic is used to present the
software online [163]. It is therefore aimed at people who have not read this thesis.

Figure 3.18: Atom Manipulator: Infographics describing the two main operation modes according
to section 2.7.3.
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Figure 3.19: Contamination coverage and non-manipulable Si dopants in suspended monolayer
graphene (MAADF-STEM images). (a) Overview of a 32 × 32 nm2 region with high coverage
of hydrocarbon contamination (bright speckled contrast) and clean graphene regions in between
(dark contrast). The arrows near the center of the image point to individual Si atoms, which are
recognizable at this resolution. Their bonding configuration and the surrounding atomic structure
are not resolved. It is thus unclear whether the Si impurities are manipulable. (b) Atomically
resolved image of this graphene region. The small monolayer patch is coated by hydrocarbon
contamination (bright speckled contrast) at all edges of the image. A total of six Si atoms (marked
with blue dashed ellipses) are incorporated into the clean lattice region, three of which are four-
coordinated, involved in a topological/structural defect (large white rectangle: top right, middle
left, bottom left), or very near to the surrounding contamination. One Si atom (large white
rectangle: bottom center) is three-coordinated but also involved in a topological/structural defect.
The other two Si atoms (small white rectangle) are bonded to each other, and the structure is
not clearly resolved: likely, the Si atoms sit together in a trivacancy. None of these Si atoms are
suitable for single-atom manipulation.

3.5.2 Experimental proceedings

Five full days were used for testing and debugging the automation software (see above) on-site

at the Nion UltraSTEM 100. Two full days and thirteen half-days were further spent exclusively

to push towards high-control single-atom manipulation of silicon and to possibly surpass recent

achievements [18, 100]. At this point, it must be admitted that we did not succeed in deliberately

bringing more than two atoms close to each other and forming a user-defined pattern, such as

schematically illustrated in fig. 1.10 for eleven atoms. There were samples available for which

the graphene monolayer had a high density of substitutional silicon (for examples, see fig. 3.19a),

though they usually also exhibited high contamination coverage. Among these, two particular

samples were not sensitive to laser cleaning because the TEM grid region seemed to be in the

geometric shadow of the laser irradiation.

As for the most promising samples, it was typically still difficult to find several silicon atoms close

to each other. If silicon atoms were found, it often turned out – after switching to smaller fields of

view and higher frame times – that at least two of the three targeted Si atoms either sat in a double

vacancy or featured another non-manipulable configuration, as exemplarily shown in fig. 3.19b and

fig. 3.20a.
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Figure 3.20: Atomically resolved MAADF-STEM images of non-manipulable and manipulable Si
impurities in suspended monolayer graphene. (a) The Si atoms in the region featuring a SiC-like
structure with topological defects (marked with a blue dashed ellipse) are not manipulable. The
other three Si atoms (marked with green solid circles) are Si@SV, have no bond with any other Si,
and, thus, their suitability for single-atom manipulation was checked. However, the two atoms close
to the SiC-like structure could not be moved away from the latter, which was expected according
to section 1.6.2. The atom at the top of the image is near a defective structure (to the left), in
which the Si got stuck after this image was taken due to a jump in the unintended direction. (b)
A total of six Si atoms were found within a region ca. 6 × 6 nm2 in size, two of which turned out
to be in the non-manipulable Si@DV structure (marked with blue dashed circles). The other four
Si@SV (marked with green solid circles) could not be brought close to each other in the course of
the experiment, because three of them each lost a C neighbor due to KO displacement. (c) Four
individual Si atoms (marked with a blue dashed ellipse) are located near a vacancy and involved
in a topological/structural defect. There was thus only one manipulable Si@SV (marked with a
solid green circle).

The rare case that at least three three-coordinated and, thus, manipulable silicon atoms were found

in close proximity to each other (say within a square 5× 5 nm2) was encountered ca. 5 times.

Then, an acceleration voltage of 57 keV was used, since this remains the assumed ”sweet spot”5

for single-atom manipulation of Si@SV (see section 1.3.4 as well as section 3.3.1, esp. fig. 3.10).

Some encouraging intermediate configurations (after the start and before the end of a single-atom

manipulation experiment) for controlled manipulation to patterns are depicted in fig. 3.20. Yet,

every attempt to create a smaller scale pattern out of three silicon atoms failed. At least two

of them became four-coordinated or trapped otherwise before their positions could be aligned.

For every individual Si atom, this happened either without targeted spot irradiation (noticed in

images taken later on) or after a relatively low number (fewer than ca. 5) of successfully induced

position exchanges between Si and a C neighbor. At 57 keV, such cases are suspected to be ”the

unlucky ones”, since the expectation value E(M) according to eq. (3.22) is just the cross-section

ratio σSiCEx : σCKO, which is assumed to lie above the estimated E(M) for 60 keV (ca. 25, see

discussion in section 3.3.1.1 and fig. 3.10).

Therefore, we must conclude that high-control multi-atom manipulation and the creation of arbi-

trary impurity atom patterns in graphene remains an open challenge, though all of the pieces for

further progress have been put together by the work described in this thesis.

5Reasonably high exchange rates, low KO cross section for the carbon neighbors.
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Based on temperature-dependent knock-on damage cross sections of graphene, the first experimen-

tal estimate for the carbon adatom migration barrier on graphene was reported, i.e. (0.33±0.03) eV.

The developed vacancy healing model during STEM imaging also provides an explanation for the

radiation hardness of graphene at elevated temperatures. The new measurement and analysis

approach might be suitable to measure the adatom (adparticle) migration barrier of other species

on other 2D materials as well.

Beam-induced dynamics of Si@SV impurities in graphene were studied: at ambient temperature,

the cross section for the positional exchange between Si@SV and one of its carbon neighbors rises

rapidly in the electron kinetic energy range from 50 to 65 keV, where the increase flattens out up

to 70 keV. At the latter energy, the exchange cross section reaches a value of ((750 ± 80) mb).

In the investigated energy range, the cross section for the knock-on displacement of a Si@SV

impurity’s carbon neighbor is one to two orders of magnitude lower than for positional exchanges,

although it rises in the entire range from 50 to 70 keV, where it takes a value of ((130 ± 30) mb).

This behavior is as expected (apart from the exchange cross section at 70 keV) and the ratio

of the above-mentioned cross sections is in good agreement with the literature. Regarding the

replacement of Si@SV by carbon, no significant dependence on the electron energy was measured,

though there is an indication for a slight elevation of the cross section with increasing energy.

At 60 keV, all three above-mentioned dynamics were also measured at elevated temperatures. The

general lack of data at temperatures above ambient has to be considered. However, the exchange

cross section shows no statistically evident trend as a function of the temperature, varying between

ca. 30 and 150 mb. Furthermore, there are indications for the knock-on displacement of a carbon

neighbor and the replacement by carbon: the cross section of the former effect appears to rise from

ca. 5 mb at ambient temperature to ca. 50 mb at 1000–1300 K, and the cross section of the latter

is seemingly increased at elevated temperatures.

Regarding P@SV impurities, for the most part, the results for 60 keV and at ambient temperature

agree well with the literature. Across all investigated temperatures, the cross sections for the

exchange with a carbon neighbor and for the knock-on displacement of a carbon neighbor are

similar to each other, ranging from ca. 40 mb at ambient temperature to ca. 200 mb for exchange

and ca. 300 mb for knock-on damage at ca. 1300 K. The cross section for P@SV replacement by

carbon does not seem to be a function of the temperature.

The suitability for single-atom manipulation was considered in detail: in the case of Si@SV and

in the electron kinetic energy range from 55 to 70 keV, the expected number of exchanges before

knock-on damage, leading to a non-manipulable Si@DV, steadily decreases with increasing electron

kinetic energy. Moreover, the reported cross sections for the replacement of Si@SV by carbon can

give hints for how likely a manipulation experiment gets aborted due to replacement, although

the lack of a known atomistic mechanism means that the area involved in calculating the values
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is not unambiguously defined. Finally, single-atom manipulation with P@SV impurities is not as

promising as with Si@SV at 60 keV, which also confirms previous studies.

A comprehensive software application, embedded as a plug-in in a microscopy suite, was developed

to perform automated single-atom manipulation of impurities in graphene. The required user input

for single-atom manipulation was, thereby, reduced to a minimum. The first proof of work was

recorded, and the application was successfully used for single-atom manipulation by myself as well

as colleagues. High control in the automated single-atom manipulation of two individual Si@SV

impurities was achieved.

4.1 Pitfalls and experimental difficulties

Sample availability and interplay of other components

From the very beginning of my work, there was agreement among the involved researchers that

the availability of samples suitable for high-control single-atom manipulation is one of the greatest

factors that can hinder or delay experiments with substitutional impurities other than silicon.

There was one sample with P and Si dopants available that eventually allowed temperature-

dependent measurements, but unfortunately, it degraded before I could collect all desired data. Ion

implantation of Al did not work out, though the two-step implantation carried out by colleagues

very recently did [68]. Furthermore, in case a suitable sample was available in principle, further

hindrances generally originate from the fact that these experiments require a lot of individual

systems (microscopy software, customized plug-ins, CUDA computation, laser apparatus, voltage

flashover protection) to work together and simultaneously.

Limitations on single-atom manipulation

One the one hand, 55 kV remains the most safe acceleration voltage for controlled single-atom

manipulation of Si@SV. On the other hand, though, the average waiting time (using typical beam

currents) for a single positional exchange is as large as ca. 1.5 min [18]. Using an acceleration

voltage between 55 kV and 60 kV is promising, as mentioned in the introductory section 1.6.1

and recapped in section 3.3.1.1. Both 60 as well as 65 kV offer high rates for positional exchanges

between Si@SV and a carbon neighbor, but both the knock-on damage as well as the replacement

rate are moderately high. 70 kV is too high for controlled single-atom manipulation of Si@SV.

Updates of required software

Accepting the challenge of developing embedded applications comes with the burden of software

dependencies. Whenever a used package – Nion Swift being the most critical in the context of my

work – receives updates, those come with the risk that dependent code has to be adapted. The

developed modules and packages for this work are no exception in that regard, and most of them

needed regular revisions. This situation will not change in the future, and outside developers are

invited to contribute to the packages published under the free GPL-v3 copyleft license.
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4.2 Outlook

While the time of my PhD studies has passed too quickly to perform cross-section measurements

involving Al@SV impurities and to do more automated single-atom manipulation experiments at

high control, we now have much more experimental data related to beam-induced irradiation effects

of graphene and its Si@SV impurity. The cross-section data presented in chapter 3, especially

those for Si@SV at different electron kinetic energies, will become subject to comparison with a

theoretical model including inelastic effects, using the framework of Bethe theory [142].

One of the easiest recognizable patterns made out of three points is an imitation of a lowercase

”i”, and I personally have a lot of faith in producing that arrangement of Si@SV impurities in

graphene by single-atom manipulation. Future researchers are cordially invited to actively use the

Nion Swift Atom Manipulator and write a letter – or indeed larger and more complicated patterns.
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Outputs

First-authored journal article publications

• Publication I

A. Postl, P. P. P. Hilgert, A. Markevich, J. Madsen, K. Mustonen, J. Kotakoski, T. Susi,

Indirect measurement of the carbon adatom migration barrier on graphene, Carbon 196

(2022) 596-601.

DOI: 10.1016/j.carbon.2022.05.039

Contribution of A.P.: Investigation, Methodology, Visualization, Formal analysis, Software,

Writing – original draft, preparation, Writing – review & editing.

• Manuscript in preparation

Postl et al., (2022), ”Electron irradiation cross sections for graphene’s silicon impurities”

Contribution of A.P.: Investigation, Methodology, Visualization, Formal analysis, Software,

Writing.

Other publications

• J. Madsen, A. Postl, T. Susi, Automated Real-time Analysis of Atomic-resolution STEM

Images, Microscopy and Microanalysis 25 (S2) (2019) 166–167.

DOI: 10.1017/S1431927619001569

Contribution of A.P.: Software testing.

• A. Postl, J. Madsen, P. P. P. Hilgert, M. T. Schreiber, J. Kotakoski, T. Susi, Temperature-

dependent displacement cross section of graphene and its impurities: measuring the carbon

adatom migration barrier, Microscopy and Microanalysis 27 (S1) (2021) 3340–3340.

DOI: 10.1017/S143192762101148X

(related to Publicaton I)

• G. Zagler, M. Stecher, A. Trentino, F. Kraft, C. Su, A. Postl, M. Längle, C. Pesenhofer,

C. Mangler, E. H. Ahlgren, A. Markevich, A. Zettl, J. Kotakoski, T. Susi, K. Mustonen,

Beam-driven dynamics of aluminium dopants in graphene, 2D Materials (2022).

DOI: 10.1088/2053-1583/ac6c30

Contribution of A.P.: Investigation.
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• A. Postl, T. A. Bui, F. Kraft, A. Chirita, G. Leuthner, H. Inani, C. Mangler, K. Mustonen,

J. Kotakoski, T. Susi, Adventures in Atomic Resolution in situ STEM, Microscopy and

Microanalysis 28 (S1) (2022) 2342-2343.

DOI: 10.1017/S1431927622008996

(related to Publication I)

Software

• Nion Swift plug-in ”Nion Swift Atom Manipulator”

The package is described in sections 2.7 and 3.5.1. In the latter, some results of the first

operations are documented.

Available on Phaidra [163].

DOI: 11353/10.1586606

• Nion Swift plug-in ”eLabFTW” (fork)

This package was forked from the ”Nionswift Elabftw Plugin”1 project by Sherjeel Shabih, HU

Berlin, and is published under the GPL-3.0 license. It serves the purpose to write electronic

lab notes into an instance of the open source laboratory notebook software eLabFTW [182]

directly out of Nion Swift.

Available on Phaidra [183].

DOI: 11353/10.1591066

• Contributions to pre-existent Nion Swift plug-ins and Python-based analysis packages

Some effort was put into the further development of PNM-internal software packages that

facilitated my own work or made it possible in the first place:

– Nion Swift plug-in ”VCR” (Video Cam Recorder) – see section 2.7.1.

– Nion Swift plug-in ”TractorBeam”, and the contained hardware function library

adf_feedback – see section 2.7.3.4.

– Nion Swift plug-in ”Nion Swift Structure Recognition” – see section 2.7.3.1.

– pnm_poisson, an analysis package for particle dose values originating from a Poisson

process – see section 2.4.1.

– pnm_cs, a function library for knock-on damage cross sections – see section 2.4.2.

These packages are available on internal GIT repository servers and can be requested on

demand.

Available on Phaidra: TractorBeam [171], and Nion Swift Structure Recognition [162].

1https://github.com/shabihsherjeel/nionswift elabftw plugin
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A B S T R A C T   

Although surface diffusion is critical for many physical and chemical processes, including the epitaxial growth of 
crystals and heterogeneous catalysis, it is particularly challenging to directly study. Here, we estimate the carbon 
adatom migration barrier on freestanding monolayer graphene by quantifying its temperature-dependent elec-
tron knock-on damage. Due to the fast healing of vacancies by diffusing adatoms, the damage rate decreases with 
increasing temperature. By analyzing the observed damage rates at 300–1073 K using a model describing our 
finite scanning probe, we find a barrier of (0.33 ± 0.03) eV.   

1. Introduction 

Transmission electron microscopy (TEM) allows exposing specimens 
to electrons impinging with high kinetic energy (typically up to 
200–300 keV) and imaging the effects in-situ with atomic resolution. 
Recent work has established that electron irradiation can be used to 
sculpt materials [1–5], induce phase transitions [6,7], locally amorphize 
[8,9] or crystallize [10,11] structures, and even to manipulate individ-
ual covalently bound atoms [12–15]. Diffusion processes of fundamental 
importance have also been directly studied in some materials, although 
unavoidably these observations have been influenced by the energetic 
electron beam [16–18]. 

Understanding the interaction between probe electrons and the 
sample has become crucial to correctly apply and interpret such ex-
periments [19]. The investigation of irradiation effects in carbon 
nanostructures has been a field of intense research during the last de-
cades [20–22]. Recently, progress in sample preparation of 
two-dimensional materials and advances in the theoretical models have, 
especially in graphene, enabled the quantitative description of so-called 
knock-on damage resulting from elastic electron-nucleus collisions 
enhanced by atomic vibrations [23,24], whereas inelastic scattering and 
its contribution to damage are still harder to describe [19,25]. However, 
with notable exceptions (albeit not at atomic resolution [26]), thus far 
the effect of temperature on such processes has been rarely quantified. 

In this study, our initial aim was to determine the temperature- 

dependence of the electron knock-on damage cross section for pristine 
graphene, which is in the range of 5–20 mb1 for 90 keV electrons and 12C 
lattice atoms at ambient temperature [24]. Based on a first-principles 
model of the cross section, one should expect to observe tremendously 
increasing knock-on damage rates for elevated temperatures due to the 
higher population of out-of-plane phonon modes [24] and the thermal 
perturbation of the lattice [27]. In stark contrast to that prediction, the 
detected damage rates do not increase with temperature, but rather 
decrease. 

The reason must be thermally activated carbon adatom migration 
and recombination with defects. This has been directly observed for 
vacancies and larger holes in graphene [24,28] as well as at its impurity 
sites [29,30], even at room temperature, and also indirectly studied for 
carbon nanotubes under electron irradiation [31]. A carbon adatom on 
top of a graphene layer bonds at a C–C bridge site and has to overcome 
an energy barrier, estimated to be in the range of 0.40–0.47 eV [32,33], 
to migrate from one minimum to another. At elevated temperatures, this 
migration is enhanced, and thus the proportion of vacancies which get 
healed before they are detected increases with increasing temperature. 

Even so, we do observe vacancies all across the investigated tem-
perature range from 300 to 1073 K. Recording the atomic structure 
surrounding single or double vacancies takes about 0.2 s, which in-
dicates that even at the highest temperature, the vacancy migration 
must take longer than this. We are able to use the discrepancy between 
predicted and observed damage rates of electron knock-on damage by 
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90 keV electrons at elevated temperatures to provide an indirect 
experimental estimate of the migration barrier. Importantly, we need to 
account for the fact that the same scanning electron beam both creates 
and observes the damage to correctly describe the experiments. Our 
analysis indicates a barrier value of (0.33 ± 0.03) eV (in line with the 
0.25 eV estimated inside nanotubes [31]), which is the first measure-
ment for graphene that has been reported to date. 

2. Materials and methods 

As samples, we used commercial monolayer graphene (Easy Trans-
fer, Graphenea S.A.), which was transferred onto a chip with an 
electron-transparent window and electrical contacts for resistive heat-
ing, and placed in an in-situ TEM holder with an integrated electrical 
circuit (Fusion, Protochips Inc.). To heat the sample, a current was 
passed through the heating coil of the chip. The heating power and 
temperature were controlled based on the manufacturer’s per-chip 
calibration, and the precision of the set temperature was estimated to 
be ±2%. 

All experimental images were acquired using a Nion UltraSTEM 100, 
a probe-corrected scanning transmission electron microscope (STEM) 
[34], operated at 90 keV with a probe convergence semi-angle of 30 
mrad. Crucially, our objective area pressure is near ultra-high vacuum 
(≲ 1 × 10− 9 mbar), which minimizes any spurious effects of chemical 
etching. The origin of carbon adatoms is either the contamination on the 
sample or the residual gas in the objective area of the microscope. In our 
case, the latter appears unlikely due to the near ultra-high vacuum 
conditions. 

The electron beam was scanned across fields of view of roughly 1 × 1 
nm2 or 2 × 2 nm2, which initially contained pristine graphene and were 
located away from any surface contamination, and recorded medium- 
angle annular dark field (MAADF; 60–200 mrad collection semi-angle) 
image series of consecutive frames. 

As illustrated in Fig. 1, we stopped the acquisition whenever we 
recognized a defect that did not conserve the number of atoms, as 
opposed to e.g. a Stone-Wales (SW) 5577 defect [35,36]. The frame time 
was set to as low as possible while retaining atomic resolution and, to 
enhance contrast, used double-Gaussian filtering [37] of the raw images 
during acquisition. However, if we found (either during the acquisition 
or the later analysis) that such an SW 5577 defect was immediately 
followed by a defect that did not conserve the number of atoms, we 
excluded that series from any further evaluations, as the local threshold 
energy for the vacancy creation would not correspond to that of the 
pristine lattice. 

The observed cross section for an individual knock-on event σobs
ko,i was 

calculated according to σobs
ko,i = e/(IBttot,iρA), where e is the elementary 

charge, IB the beam current, ttot,i the time elapsed until the detection of 
the atom loss, and ρA the areal atomic density of graphene. Repeating 
this measurement, starting with pristine graphene every time, amounts 
to observing a homogeneous Poisson process [38], such as in radioactive 
decay. Thus, the expectation value of the cross section can be estimated 
with the posterior mean in the context of Bayesian parameter estimation 
[39]: σobs

ko =
∑N

i=1σobs
ko,i/(N − 1) (for detail, see Ref. [40]). 

After obtaining sufficient data to perform statistical analyses (60 or 
more series per temperature and frame acquisition time), we examined 

Fig. 1. Raw (a, b) and colored double Gaussian-filtered (c, d) medium-angle ADF-STEM images before (a, c) and after (b, d) a knock-on damage event at 100 ◦C. Field 
of view: 1 × 1 nm2, pixel dwell time: 16 μs, 256 × 256 px. See Fig. 2 (a) for a schematic illustration of the structure. (A colour version of this figure can be 
viewed online.) 
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each recorded image series to identify the first frame in which at least 
one atom was missing (henceforth referred to as defect frame). The total 
electron count Ne− = IBttot up to that point was calculated with the 
assistance of image metadata and the above-mentioned beam current 
calibration. For the defect frame itself, we counted half of the frame time 
and neglected the (x, y) position of the defect in the frame. 

To accurately estimate the beam current during imaging, we related 
it to the current from electrons hitting the virtual objective aperture 
(VOA) of our STEM, which is recorded when images are taken (for the 
calibration curve, see Ref. [40]). The beam current as a function of the 
VOA current was recorded at least every other week when the experi-
ments were conducted. 

To estimate the theoretical carbon adatom migration barrier, we 
performed nudged elastic band calculations using the density functional 
(DFT) theory package GPAW [41]. We used the finite-difference basis with 
grid spacing of 0.18 Å, 6 × 6 graphene supercell, 6 × 6 × 1 
Monkhorst-Pack k-point mesh and convergence criterion of 0.02 eV/Å 
for the forces. Since the inclusion of dispersion corrections has been 
shown to influence barrier heights [42,43], we used both the 
Tkatchenko-Scheffler (TS) [44] van der Waals (vdW) correction on top 
of the Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional 
or an explicit treatment of vdW interactions via the C09-vdW functional 
[45]. Our results show that inclusion of dispersion interactions has little 
effect on the barrier. 

3. Results and discussion 

At temperatures up to ~350 K, the recombination rate of carbon 
adatoms and vacancies is low compared to the rate of further atom loss 
under irradiation with typical beam currents of 50–100 pA at 90 keV, as 
indicated by an observed knock-on cross section that is close the theo-
retical one. At more elevated temperatures, the recombination rate 
rapidly rises and greatly exceeds even our highest frame acquisition rate 
at an acceptable signal-to-noise ratio limit, which was about two frames 
per second (pixel dwell time: 8 μs, 256 × 256 pixels) in our setup (for 
estimated rates, see Ref. [40]). Thus, graphene samples mainly show 
increased radiation hardness at elevated temperatures, as has been 
remarked before [28,46]. However, this effect was not quantified until 
now. Furthermore, we did not observe a difference with respect to a 
variation of frame acquisition time from 2 to 0.5 s. Thus, we merged our 
data for each temperature. 

Although it turned out that our measurement cannot be used to 
calculate the true temperature-dependent knock-on cross section, in the 
following we use the term ”observed cross section” with the symbol σobs

ko . 
To begin with, we slightly revised the parameters of our knock-on 
damage cross section model, incorporating our additional 90 keV 
room-temperature data. Due to possible phonon modeling inaccuracies, 
we used a parameter uncertainty for the out-of-plane root-mean-square 
velocity of the nuclei vrms(T) and refitted the threshold energy Td (for 
detail, see Ref. [40]). Variance-weighted least squares with a trust re-
gion reflective algorithm [47] yielded Td = (21.03 ± 0.10) eV with 
vrms(300 K) = (590 ± 20) ms− 1. 

By assuming that the discrepancy between the experimentally 
observed kobs

ko (IB,T) and the predicted ktheor
ko = (IB /e) ρA σtheor

ko knock-on 
damage rates, with IB being the beam current, e the elementary charge 
and ρA the areal atomic density of graphene, is equal to the healing rate 
of vacancies kh(T), 

ktheor
ko (IB, T) − kobs

ko (T) = kh(T), (1)  

we can state an Arrhenius dependence [48] of the healing rate on the 
migration energy barrier Em as 

kh(T)≈Er=0 Aexp
(

−
Em

kBT

)

, (2)  

where A is the pre-exponential rate constant, T the absolute tempera-
ture, kB the Boltzmann constant, and Er the energy barrier for the 
recombination of a vacancy and a carbon adatom in immediate prox-
imity, which we assume to be negligible compared to Em. This naive 
treatment yields Em = (150 ± 6) meV for the adatom migration barrier 
(see Ref. [40]). The resulting pre-exponential factor is close to the frame 
acquisition frequency, which underscores a limitation of the applied 
measuring method; since we counted only one knock-on event per va-
cancy irrespective of its size, the maximum observed damage rate would 
be equal to the frame rate. Eq. (2) would hold if ktheor

ko were much higher 
than the healing rate kh(T). For temperatures above 400 K, however, the 
observed cross section values are very low (≲ 5 mb). Despite the fact that 
the healing of vacancies is on average much faster than knock-on 
damage for temperatures up to 1073 K, we are occasionally able to 
observe them, namely if a created vacancy is not healed before it can be 
observed (for modeled rates, see Ref. [40]). 

To correctly describe these observations, we must explicitly account 
for the nature of the experiment: the images are recorded by a scanning 
electron probe with a finite current density distribution (Fig. 2). Thus, 
the time between the creation of a vacancy and its observation depends 
on where it is created with respect to the probe. This motivates an 
extension of the reduced healing rate model of Eq. (2) to explicitly ac-
count for this probability. 

To start with, we redefine the healing rate as a fraction of the theo-
retical knock-on rate determined by probability Ph(T) for a vacancy to be 
healed before observation 

ktheor
ko (T)kh(T) = Ph(T), (3)  

which can be combined with Eq. (1) to obtain a new effective observed 
damage rate 

kobs
ko (T) = ktheor

ko (T)(1 − Ph(T)). (4)  

An accurate description of Ph(T) must contain the involved random 
variables via their probability distributions. A defect can not be 
observed if the number of adatom migration steps within a frame time 
(nf(T)) is greater than the number of steps needed to reach a vacancy to 
heal it (nh). Specifically, the healing probability is the value of the 
complementary cumulative distribution function (tail distribution) of 
the random variable Q(T) = nf(T)/nh at 1. The number of migration steps 
is normally distributed with a mean of 

μ(T) = tf f0exp
(

−
Em

kBT

)

, (5)  

where tf is the frame time, and f0 the migration attempt frequency (4 ×
1012 s− 1 as reported for carbon interstitials in graphite [49]). The 
number of surface diffusion steps that Nv adatoms need to reach the 
immediate proximity of a vacancy with (on average) Nv missing atoms is 
exponentially distributed with the parameter 

ν = −
1

Nv
log

(

1 −
2
3

cad

)

, (6)  

where cad is the number of adatoms per lattice atom (adatom concen-
tration), and the prefactor 2/3 accounts for the number of lattice atoms 
per bond. In our data, the average vacancy size is Nv = 1.6 ± 0.2 (see 
Ref. [40]). 

The tail distribution of the ratio Q(T) can be approximated (see 
Ref. [40]) by the cumulative distribution function of nh at the expecta-
tion value of nf(T), 

Ph(T) =
∫ μ(T)

0
νexp( − νk)dk = 1 − exp( − νμ(T)), (7)  

which, together with Eqs. (4)–(6), leads to 
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kobs
ko (T) = ktheor

ko (T)
(

1 −
2
3
cad

) 1
Nv tf f0exp

(
− Em
kBT

)

. (8) 

Eq. (8) can be expressed in terms of cross sections by substituting the 
theoretical defect formation rate ktheor

ko →σtheor
ko and the defect observation 

rate kobs
ko →σobs

ko , which conserves the correct normalization with respect 
to the beam current, since kko = (IB/e)ρAσko. At temperatures above 500 
K and for typical frame times tf ≈ 0.5 s, the healing probability resulting 
from eq. (7) is close to 1 (Fig. 3), which would imply that despite their 
increasing creation, no vacancies can be observed. 

The remaining crucial missing piece of the model is the movement 
and the shape of the electron probe, which leads to a statistical distri-
bution of the positions of the created vacancies with respect to the probe 
position. Depending on this relationship, the time between the creation 
of a vacancy and its detection varies from just a few pixel dwell times to 

almost one frame time, with a probability distribution corresponding to 
the electron probe current density profile. In particular, if the ”leading” 
tail of the electron probe, i.e. the electrons impinging on the sample 
where the scan has not yet reached, causes the knock-on event, we will 
almost immediately record the vacancy giving it little chance to heal 
(Fig. 2). Conversely, if the lattice atom is ejected at a position that the 
beam center has already crossed by that time, the detection time will be 
roughly one frame time, and the vacancy very likely has already healed 
before it can be observed. 

Taking into account the electron probe shape based on a beam cur-
rent density profile g(x, y) determined by optimizing a model of the 
probe in an image simulation to reproduce the observed image contrast 
[40] (Fig. 2, approximated by a full width at half maximum of ∼ 1.16 Å; 
note that a simple Gaussian shape leads to qualitatively similar results) 
and the detection time distribution td(x, y) instead of a constant tf, 
completes a final elaboration of our model that qualitatively matches 
our experimental data (see Fig. 3, and [40] for more detail): 

kobs
ko (T) = ktheor

ko (T)
∑

x,y

(

1 −
2
3
cad

) 1
Nv td(x,y)f0exp

(
− Em
kBT

)

g(x, y). (9) 

There are two unknowns in the model, namely the migration barrier 
Em and the adatom concentration cad, the former of which can be esti-
mated via first-principles simulations. The calculated values with spin 
polarization are 0.44 eV, 0.43 eV, and 0.40 eV for PBE, PBE-TS, and C09- 
vdW, respectively. 

Several choices of model parameters (Em, cad) fit our data. In Fig. 3, 
our extended model is illustrated for migration barrier values of 0.41 
(DFT-vdW average, purple curves) and 0.33 eV (weighted nonlinear 
least-squares fit (LSQ), orange curve), with the latter better describing 
our experimental observations, especially at higher temperatures. The 
statistical uncertainty of the LSQ-fitted barrier is 0.03 eV for fixed values 
of adatom concentration and migration attempt frequency. 
Temperature-dependent entropic and vibrational contributions to the 
Gibbs free energy as well as quantum zero-point effects [50] could 
modify the barrier and thus explain the seeming 25% over-estimation by 
DFT, but since these strongly depend on the system and diffusion path 
[51], we cannot estimate their relative magnitude. 

Our model has one unfortunate feature: The first-order Taylor 
expansion of Eq. (8), i.e. (1 − x)a ≈ 1 − ax, contains the product of 
adatom concentration cad and attempt frequency f0 so that changes in 
their values are essentially indistinguishable. Whenever one factor is set 
to a seemingly reasonable value, the other will decrease to an order of 

Fig. 2. (a) Schematic illustration of the graphene lattice and a single vacancy (dashed purple circle) created by the ”leading” tail of the scanning electron probe and 
observed within the same scan frame (black rectangle). (b) Radial plot of the beam current density profile fitted by four Gaussian components. (A colour version of 
this figure can be viewed online.) 

Fig. 3. Knock-on damage cross section as a function of temperature: experi-
mental observations (red points), theoretical model (green line), and an 
extended model describing the damage rate with counteracting vacancy healing 
and the effect of a scanning electron probe with a finite extent, resulting in a 
varying detection time, and the measured shape (orange line for a least-squares 
fitted migration barrier and purple for the DFT barrier). See the text for 
description of the underlying adatom concentrations and error estimates. (A 
colour version of this figure can be viewed online.) 
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magnitude that seems implausible. For Em = 0.33 eV, an adatom con-
centration of 10− 3 nm− 2 implies an attempt frequency of only 0.8 × 108 

s− 1, whereas for f0 = 4 × 1012 s− 1, it leads to a very low concentration of 
cad = 2.0 × 10− 6 nm− 2. Either effective adatom concentrations are lower 
than we expect, or some effects missing from our model are required to 
explain the discrepancy. In Fig. 3, the values of the product cad × f0 are 
(0.8 ± 0.4) × 106 nm− 2s− 1 for the LSQ fit, and (0.8 ± 0.5) × 107 

nm− 2s− 1 for the DFT results. For LSQ at 1073 K, the criterion Δσko/σko =

20% was used to estimate the uncertainty of the concentration, and 
those of the DFT fits were set proportional to the ratios of the weighted 
residual variances. 

4. Conclusions 

We have provided the first experimental estimate of the carbon 
adatom migration barrier on graphene, which not only provides a useful 
test of widely applied modeling approaches, but also may help improve 
commonly used graphene growth and heat treatment techniques. 
Potentially, when combined with the creation and characterization of 
vacancies [52] and the in-situ deposition of other elements, the pre-
sented approach could also be used to estimate migration barriers for 
other diffusing species [53], though carbon co-diffusion will remain a 
complicating factor. Further experiments at higher electron energies and 
temperatures might give insights into additional processes such as the 
adatom desorption barrier and the limits of the harmonic approximation 
for the phonon-derived vibrational velocities. 
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Abstract
Substituting heteroatoms into graphene can tune its properties for applications ranging from
catalysis to spintronics. The further recent discovery that covalent impurities in graphene can be
manipulated at atomic precision using a focused electron beam may open avenues towards
sub-nanometer device architectures. However, the preparation of clean samples with a high density
of dopants is still very challenging. Here, we report vacancy-mediated substitution of aluminium
into laser-cleaned graphene, and without removal from our ultra-high vacuum apparatus, study
their dynamics under 60 keV electron irradiation using aberration-corrected scanning transmission
electron microscopy and spectroscopy. Three- and four-coordinated Al sites are identified, showing
excellent agreement with ab initio predictions including binding energies and electron energy loss
spectrum simulations. We show that the direct exchange of carbon and aluminium atoms
predicted earlier occurs under electron irradiation, although unexpectedly it is less probable than
the same process for silicon. We also observe a previously unknown nitrogen–aluminium exchange
that occurs at Al–N double-dopant sites at graphene divacancies created by our plasma treatment.

1. Introduction

Heteroatom-substituted two-dimensional (2D)
materials have generated sustained research
interest [1]. Applications in fuel-cells, energy stor-
age devices, sensing, catalysis [2–5] and not least,
nanoelectronics [6, 7], have motivated numerous
studies of these materials. Graphene with its out-
standing electronic properties [8, 9], in particular its
high electron mobility [10], stands out as a prom-
ising candidate for both smaller and more capable
electronic devices [11, 12]. To this end, the electronic
structure of monolayer graphene may need to be
manipulated to open a bandgap, e.g. by lateral con-
finement [13, 14] or doping [7, 15, 16].

While graphene doping has been widely stud-
ied across the periodic table [17], with the period
two neighbors to carbon, N and B, being the most

commonly studied dopants [18–20], direct atomic-
level evidence for the incorporation of other het-
eroatomic substitutions ismore sparse. Si [21], P [22],
Ge [23], O [24, 25], and Au [26] have been conclus-
ively detected in monolayer graphene using atomic-
ally resolved electron energy loss spectroscopy (EELS)
and/or quantitative image contrast comparisons with
simulations. Several other elements, including many
transition metals [3, 27, 28], have been identified
on the basis of either non-local spectroscopy or
chemically-insensitive imaging, although the iden-
tity of the substituted atoms was not in every case
conclusively proven.

Beyond possible applications, research on
dopants in graphene has produced insight into a rich
variety of physical phenomena discovered by atomic-
level observations.Heteroatoms in graphene are often
found in multiple configurations, typically bonding

© 2022 The Author(s). Published by IOP Publishing Ltd
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either to three or four carbon neighbors [21, 29].
Aberration-corrected scanning transmission electron
microscopy (STEM) can resolve their atomic con-
figuration [30, 31], and additionally give detailed
insight in the chemical structure with EELS [21,
22, 32]. Irradiation with the imaging electrons can,
however, also induce dynamic structural changes in
graphene [33, 34], including its heteroatom sites [35].
Indeed, utilizing the kinetic energy imparted by elec-
trons, certain heteroatoms in graphene [29, 36, 37],
single-walled carbon nanotubes (SWCNTs) [38],
and within bulk silicon [39, 40] can be manip-
ulated at atomic precision using the atomically
focused STEM electron probe. This has opened
new perspectives for engineering materials on the
atomic level.

Period 3 elements Al, Si and P are all expected to
be stable dopants in graphene [16], and to also show
the richest dynamics under electron irradiation [29].
However, although there have been numerous the-
oretical studies on Al dopants [16, 41–43], their dir-
ect experimental detection has so far been limited to
a single incidental example that was sputtered dur-
ing EEL spectrum acquisition [29], and a very recent
study using a chemical synthesis route [44]. How-
ever, characterization of the electron-beam stability
of the Al heteroatom sites as well as their dynam-
ics is still crucially missing, and a complementary
physical post-synthesis modification route would be
highly desirable.

Here, we report on Al heteroatom substitutions
into graphene as well as on their electron-beam
induced dynamics under 60 keV electron irradiation.
We observe both three- and four-coordinated con-
figurations whose atomically resolved EEL spectrum
fine structure matches our first principles simula-
tions. Notably, we first attempted to incorporate Al
using low-energy ion implantation with Al+ energies
around 30 eV, but despite exhaustive STEM charac-
terization of multiple samples, could not locate any
implanted impurities in the lattice. This was presum-
ably due to excessive surface contamination that was
either pre-existing on the surfaces, or was introduced
in the merely high-vacuum implantation chamber
and/or subsequent ambient transfer. Hence, in our
view, direct low-energy ion implantation remains a
highly challenging method. We therefore resorted to
an intermittent vacancy approach to substituteAl into
graphene, which has been used earlier to substitute
heavy elements [26, 45], transition metals [28], and
silicon [46, 47].

Commercial monolayer graphene supported on
TEM grids was first irradiated by Ar ions to cre-
ate vacancies, after which Al atoms were introduced
by physical vapour deposition accompanied by laser
heating, substituting them into some of the vacancies.
STEM was used to image the dopants and observe
their dynamics, and EELS to characterize their bond-
ing. Supporting density functional theory (DFT)

simulations were used to confirm the heteroatom
bonding configurations and to reveal their three-
dimensional structure and energetics: as expected,
Al are observed in both three- and four-coordinated
configurations, thus bonding to either three or
four C neighbours.

As has been previously shown for Si and P het-
eroatoms [29, 48] in graphene and for Si also in
carbon nanotubes [38], electron irradiation of Al
dopant sites is expected [29] to result in the dir-
ect exchange of Al with one of its C neighbours,
facilitating its migration within the graphene lat-
tice without the loss of atoms. Slightly higher kin-
etic energy transfer from the electrons can lead to
C atom ejection, converting a three-coordinated con-
figuration into a four-coordinated one. The threshold
energies for these processes for three-coordinated
Al substitutions were previously estimated with
DFT-based molecular dynamics (MD) simulations
by Su et al [29], but the direct exchange mechan-
ism was not experimentally confirmed until now. We
also observed theoretically predicted [49] Al–N dual-
doped configurations for the first time, and found
that electron irradiation can also lead to their atomic
rearrangement, whose mechanism we explain by
DFT/MD simulations.

2. Results and discussion

2.1. Experimental
We prepared suspended graphene monolayers by
placing commercially available chemical vapour
deposition graphene onto perforated SiN grids, and
then dry-deposited SWCNTs onto the graphene
to improve mechanical stability [50]. After stand-
ard overnight bake, the samples were introduced
into our interconnected ultra-high vacuum (UHV)
system, where both heteroatom substitution and
subsequent STEM and EELS characterization with
the Nion UltraSTEM 100 instrument were per-
formed. Hydrocarbon contamination covering the
graphene surface (see figure 1(a)) was removed [51]
using a high-power-density laser aimed inside the
microscope column through a viewport. The res-
ulting cleaned surface (see figure 1(b)) as well as
sample transfers in near-UHV ensured that we could
achieve large atomically clean areas [47]. For detail,
see section 4.

The pre-cleaned sample was transferred to a
plasma chamber within the UHV system and exposed
to ca. 3 × 1013 cm−2 of Ar ions with a mean kin-
etic energy of ca. 170 eV, at which primarily mono-
and divacancy defects are expected to form [52]. The
sample was simultaneously irradiated with a laser
to elevate its temperature and to mitigate hydrocar-
bon buildup. The plasma treatment was followed by
thermal evaporation of an Al target heated to 955 ◦C,
producing an Al partial pressure of 10−8 mbar.
The total evaporation time was 20 s, resulting in the
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Figure 1. Al dopants substituted into suspended monolayer graphene (STEM/MAADF images and EEL spectra). (a) Overview of
the specimen upon introduction to the vacuum system. Free-standing graphene and single-walled carbon nanotubes (SWCNTs,
bright linear contrast) on the graphene are coated by hydrocarbon contamination (intermediate speckled areal contrast).
(b) After heating with an in-situ laser, most contamination is removed from the graphene surface, with some contamination and
heavier (bright spherical contrast) clusters remaining at the SWCNTs. (c) After ion irradiation and Al deposition, many small
clusters cover the cleaned free-standing graphene (dense bright point contrast). (d) Closer view of the sample after cleaning,
plasma irradiation and Al deposition. Bright contrast are nm-sized Al clusters formed after Al deposition. A total of 25 atomic
sites (marked with dashed circles) in the graphene are substituted with heteroatoms. Of these, 22 sites (white) show a contrast
consistent with either Al or Si heteroatoms, while three sites (red) appear clearly brighter than is expected for Al and are possibly
Cu impurities remaining from the original graphene synthesis. (e) Close-up view of an Al heteroatom in a three-coordinated
configuration. The corresponding EEL spectrum in (g) showing the Al L2,3 core-loss edge (onset 73 eV). A simulated spectrum
(solid filled light salmon colored area) shows good agreement with the experimental data (black line). (f) Close-up view image of
an Al heteroatom in four-fold configuration. The corresponding EEL spectrum and simulation are shown in (h).

Al coverage observable in figures 1(c) and (d), where
single dopants within the graphene lattice can be
seen, as well as numerous Al nanoclusters. Although
the heteroatom substitution yield was relatively high,
roughly two thirds of the substituted heteroatoms
were found to be Si instead, again highlighting its
chemical affinity for graphene [47].

2.1.1. Aluminium substitutions
As expected based on our own recent experiments
on both graphene and SWCNTs [47, 53] and atom-
istic simulations of Ar irradiation of graphene con-
ducted by others and reported in the literature [52],
the Al dopants are mainly found in single and
double vacancies, corresponding to three-(Al–C3)
and four-(Al–C4) coordinated configurations [43]
(figures 1(e) and (f)), similar to Si [21, 32], Ge [23],

and P [22]. Both configurations were found in
roughly equal numbers in the specimens, and their
measured EEL spectra are in good agreement with the
simulated ones (figures 1(g) and (h); section 4).

The experimentally determined projected Al–C
distances were 1.65 ± 0.05 Å (Al–C3) and 1.96 ±
0.05 Å (Al–C4), being in an excellent agreement
with the distances calculated from relaxed DFT
models (section 4), which were 1.65 and 1.95 Å,
corresponding to bond lengths of 1.86 and 1.96 Å,
respectively. Notably, similar to the previously stud-
ied four-coordinated silicon impurity (Si–C4) [54],
the Al–C4 ground state is slightly non-planar with the
bondingC atoms displaced from the plane by± 0.2 Å,
showing signs of tetrahedral bonding [43]. The bind-
ing energies of the Al dopants into the sites were
similar at −5.95 eV (Al–C3) and −4.76 eV (Al–C4).
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Figure 2. Three Al–C direct exchange steps both preceded and followed by conversion between four- and three-coordinated
bonding. STEM/MAADF image frames selected each time a new configuration was observed. The overlaid numbers show the
time elapsed since continuous recording of image series began. (0 s) Al heteroatom in four-coordinated (Al–C4) configuration.
(363 s) The bonding is converted to Al–C3 by capture of a diffusing C adatom. (515–693 s) The Al–C3 jumps three subsequent
times from one lattice site to the next via direct exchanges with subsequent neighbouring C atoms. (761 s) The bonding
configuration is converted to Al–C3N by knock-out of a C neighbour; the atom downwards from the Al site is N
(see figure 3 below).

Stone-Wales-rotated configurations containing Al
were not observed in our experimental data.

2.1.2. Al–C bond inversion
Al dopants exhibit various dynamic processes
induced by the 60 keV electron irradiation. In figure 2
after 363 s of continuous observation, an Al het-
eroatom was converted from a four-coordinated
Al–C4 to a three-coordinated Al–C3 configuration
via the capture of a C adatom into the lattice [48].
In the subsequent frames (363–693 s), the direct
exchange (bond inversion) of C and Al was observed
three times prior to conversion into Al–C3-N with
neighbouring a N heteroatom (see figure 3 below).
For Si and P heteroatoms, migration and controlled
manipulation has been demonstrated at the same
electron energy [29, 34, 46]: carbon neighbours of
these heteroatoms can swap atomic position with
them. In this dynamical beam-induced process, an
elastic momentum transfer from a single probe elec-
tron to a C atom causes it to nearly eject from the
lattice, but during its upwards trajectory, the het-
eroatom relaxes into the created transient vacancy
and the ejected atom is recaptured into the lattice at
the heteroatom’s original position [48].

In a more recent study [29], direct exchange was
also predicted for Al–C3 at 60 keV, with a not-
ably lower range of threshold energies (between 13.4
and 15.7 eV) than was found for P (15.1–16.3 eV)
or silicon (14.3–17.6 eV). Considering that at our
beam energy, the lowest end of these energies should

dominate the cross section of any elastic scattering
process limited by momentum-conservation [55], we
expected Al impurities to be highly mobile under
electron irradiation. Instead, we found that of the
sevenAl–C3 sites we observed at atomic resolution for
extended periods of time (at least 5min), only the het-
eroatom shown in figure 2migratedwithin the lattice.
Notably, this occurred at significantly higher irradi-
ation doses than has been previously reported for P
or Si [29] (for example, Si could be expected to have
jumped dozens of times during the ∼13 min series
covered by the figure). The ejection of a C neighbor
was observed five times, but twice the resulting Al–
C4 site healed back to Al–C3. Further studies collect-
ing statistically robust data at multiple primary beam
energies beyond our scope here will need to be per-
formed to understand this discrepancy.

2.1.3. Aluminium–nitrogen substitutions
Aluminium, with its three valence electrons, could be
expected to form strong covalent bonds with nitro-
gen, which has five. Al–N co-doping has been the-
oretically considered, and was proposed to stabilize
the three-coordinated Al site [49] forming an Al–C2N
configuration (with one of the three C neighbors
being substituted by N). Indeed, N co-dopants, pre-
sumably sputtered from the SiN TEM-grids during
theAr plasma irradiation, are occasionally found at Al
sites in our samples, creating not only previously con-
sidered three-coordinated but also four-coordinated
Al–C3N configurations.
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Figure 3. Al–N double-dopants in three-(Al–C2N) and four-coordinated (Al–C3N) configurations in the graphene lattice
(STEM/MAADF images and EEL spectra). (a) Al bound to three neighbouring atoms. Line profiles of the intensity (along lines
marked 1, 2 and 3) are plotted underneath after applying a low-pass filter. The atom on the top-left side of Al in profile 1 shows a
higher intensity compared to the two other neighbors, consistent with a N heteroatom. (b) Al bound to four neighbouring atoms.
Line profiles of the intensity (along lines marked 4 and 5) are plotted underneath after applying a low-pass filter. The atom on the
top-right side of Al in profile 4 shows a higher intensity than the other neighbors, again consistent with a N heteroatom. (c) EEL
spectrum (turquoise line) of the N atom encircled in turquoise in (b) with characteristic N K core-loss edge onset at ca. 400 eV.
EEL spectrum (black line) of the central Al atom encircled in black in (b), showing an Al L2,3 core-loss edge onset at 73 eV.

Analysis of our experimental image intensities
(figure 3) reveals that Al dopants in both three- and
four-coordinated configurations can have one neigh-
bouring atom with a higher-than-carbon MAADF
intensity, i.e. an element with a higher atomic num-
ber [56]. These atoms were confirmed as N using
EELS, with a characteristic K-edge core-loss spec-
trum of N recorded from a Al–C2N site shown in
figure 3(c).

The experimentally determined projected Al–N
distances were 1.51 ± 0.06 Å (Al–C2N) and 1.94 ±
0.08 Å (Al–C3N), slightly shorter than those calcu-
lated from relaxed DFT models (1.58 and 1.98 Å,
corresponding to bond lengths of 1.81 and 1.98 Å,
respectively). Notably, the projected Al–N distance
in the three-coordinated Al–C2N site is more than
0.1 Å longer than the Al–C distance despite only
a 0.05 Å difference in the bond length, indicative
of the out-of-plane distortion of the site, while in
the nearly atomically flat four-coordinated site, the
differences are negligible. In contrast to the purely
carbon-containing Al–C4 site, the out-of-plane dis-
placement of the C bonding atoms in the Al–C3N site
are present only one the side of the defect that does
not containN. The binding energies of the Al dopants
into the nitrogen-containing sites were −4.88 eV
(Al–C2N) and −7.13 eV (Al–C3N), and thus while
N co-doping is energetically somewhat unfavorable
for the three-coordinated configuration (+1.1 eV), it
is found to stabilize the four-coordinated site by as
much as −2.4 eV.

2.1.4. N–Al bond inversion
We also observed non-destructive dynamics for
Al–C3N: during imaging, the Al–N bond rotates, as
shown in figures 4(a)–(c). We could find only one
single-step process that can explain the observed out-
come, which was confirmed by our DFT/MD simula-
tions (see figures 4(d)–(h)): energy is imparted from a
probe electrons to the N atom, displacing it out of the
plane so that it subsequently passes over the Al atom
while remaining bound to it, followed by the Al relax-
ing into the vacancy left by theN. A configuration that
is by symmetry equivalent to the starting point is thus
reached, but the site has rotated and shifted. A similar
process has been predicted for the Fe–C4 defect [57].
In our experiment, the site changed back into its ori-
ginal configuration (figure 4(c)) after several seconds
of further irradiation.

In the DFT/MD simulation shown in
figures 4(d)–(h), this process was modelled by
imparting a kinetic energy of 16.5 eV on the N
atom with the initial momentum vector having a
polar angle of 20 degrees from the out-of-plane z
axis and an azimuthal angle of 20 degrees from the
x axis (aligned along the armchair lattice direction of
graphene). The same outcome was achieved also for
azimuthal angles of 10 and 45 degrees, but could not-
ably not be found in our simulations for the Al–C4

site, which does not contain nitrogen. Although
the required kinetic energy exceeds the maximum
transferable energy from a 60 keV electron in the
static approximation of the elastic knock-on process,
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Figure 4. Rotation of the Al–C3N site (STEM/MAADF images and DFT/MD snapshots). (a) Initial configuration. The arrow
marks the movement of the N atom from the first frame (a) to the second (b). The model images below (d)–(f) show the structure
with C (black), N (blue) and Al (brown) atoms. In the second frame (b), the Al has moved downwards, while the N is now
upwards from it. The structure still comprises of two pentagons and two hexagons, with no atoms lost, but Al and N are bound to
different C atoms apart for the left-side neighbour of Al. The arrow marks the change with respect to the next frame (c), where
the site is back to its initial configuration. (d) Relaxed atomic model of Al–C3N corresponding to (a). (e) Transfer of 16.5 eV of
kinetic energy at a slight angle with respect to the plane normal displaces the N after 108 fs, rotating it out of the plane over the Al.
(f) After 181 fs the N, still bound to the Al, also binds to a C upwards from the Al. (g) The Al relaxes after 1012 fs into a
configuration where it is bound to three C, while the N is momentarily bound to only two C after the Al has shifted. (h) After
1609 fs, the Al–N bond is reestablished. This configuration corresponds to the intermediate frame in (b), after which the process
can (by symmetry) reverse with a new electron impact and restore the configuration to the original one (frame in (c) and model
in (d)).

lattice vibrations can increase this energy [58, 59]
and electronic excitations may in turn lower the
threshold [60, 61].

2.2. Discussion
Notably, knock-out events of the Al heteroatom itself
were rare in our experiments, limited to a single one
from an Al–C2N configuration. Taking into account
the total accumulated dose on all imaged Al dopants
(which had several distinct local environments, so
that this rough estimate should be strictly taken
as an upper bound), this results in a displacement
cross-section of 10−3 barn. Further, unlike has been
observed for Si [38], Ge [23] and P [29], we did not
observe any instances of Al being replaced by C dur-
ing our experiments.

We expect that grain boundaries are highly react-
ive, and thus both creation of vacancies and incorpor-
ation of Al atoms is enhanced there.However, they are
also typically covered by contamination that is partic-
ularly difficult to remove, andwe did not purposefully
try to find any in our specimen. The dynamical pro-
cesses under electron irradiation very likely would not
take place in the same way if the local lattice config-
uration is not perfectly hexagonal.

Our study is complementary to the recent work
of Ullah et al [44], though there are notable differ-
ences. Although potentially easier to scale up, their
chemical synthesis route necessitates the transfer of
the sample from the Cu growth substrate, while our
post-synthesis physical route can be applied to any
free-standing graphene sample. However, they were

able to achieve a higher concentration of Al, and we
did not observe defects with multiple dopants. On
the other hand, they detected a high concentration of
oxygen in their samples, including oxidized Al nano-
particle byproducts, whereas our samples have never
been exposed to ambient and our Al nanoparticles are
correspondingly completely metallic (as confirmed
by EELS).

Finally, althoughUllah et al [44] certainly did sub-
stitute Al into the graphene lattice, their EEL spectra
were not collected on single atoms and thus cannot
spectrally distinguish different local Al–C coordin-
ations. Further, comparing our atomically resolved
spectra (figures 1(g) and (h)) with their areal acquis-
ition, we believe that some of the shown spectral
response is due to Si impurities, which their chemic-
ally insensitive high-resolution TEM imaging cannot
differentiate from Al (indeed, this is challenging even
with annular dark-field STEM). Thus, our results are
complementary to theirs and the availability of both
synthesis routes is a welcome development that is set
to open up Al-doped graphene to a broad range of
studies.

3. Conclusion

We substituted Al dopants into free-standing
graphene via intermittent mono- and divacancies
created using argon ions and filling these with alu-
minium fromphysical vapour deposition. The substi-
tuted sites were observed without ambient exposure
using atomically resolved imaging and spectroscopy.

6
107



2D Mater. 9 (2022) 035009 G Zagler et al

The Al were found in three- and four-coordinated
configurations, bound either to three or fourC atoms,
but occasionally also to N dopants. Different con-
figurations of Al dopants and Al–N dopant-pairs
showed dynamical behaviour induced by the electron
irradiation at a 60 keV primary beam energy. The
theoretically predicted direct exchange process that
has been found to enable atomically precise atom
manipulation of covalently bound impurities was
experimentally confirmed also for three-coordinated
Al dopants, but was found to be clearly slower than
expected from earlier simulations. Electron irradi-
ation of four-coordinated Al–N double-heteroatom
sites was observed to lead to a new kind of non-
destructive dynamical process where the Al site
rotates around one C neighbor due to beam-induced
out-of-plane dynamics of the N. Our findings thus
increase the tools at our disposal for engineering the
properties of graphene at the atomic scale.

4. Materials andmethods

4.1. Sample preparation
A monolayer graphene sample was prepared from
commercially available CVD-grown graphene
(Graphenea ‘Easy Transfer’). The graphene, covered
with a sacrificial polymer layer and originally 1 ×
1 cm2 in size, was cut with a surgical blade into a size
slightly larger than the TEM grid. This was floated in
a beaker filled with deionized water, and then fished
out onto a perforated SiN TEM grid (Ted Pella, hole
diameter of 2.5 µm) held with tweezers. After trans-
fer, the sample was baked overnight under 10 mbar
Ar/H2 atmosphere (95/5 molar ratio) at 450 ◦C to
remove the polymer layer, leaving regions of free-
standing graphene. SWCNTs were dry-deposited on
the graphene surface to reduce mechanical oscil-
lations emerging in ultra-clean samples [50]. The
sample was baked overnight in vacuum at nom-
inal 180 ◦C temperature prior to introducing it into
the interconnected near-UHV system (base pres-
sure 10−8 mbar), where heteroatom substitution and
characterization were undertaken.

4.2. Heteroatom substitution
The surface of the free-standing graphene was
cleaned [51] on a µm-scale from ubiquitous hydro-
carbon contamination using a in-situ laser diode-
pumped solid-state laser (473 nm, Cobolt Blues™

25, Cobolt AB) with added focusing optics (750 µs
laser pulse, power 25 mW and spot size ca. 560 µm2).
Amorphous contamination was thereby either evap-
orated or accumulated at reactive areas, such as
around the graphene-SWCNT interface. The pre-
cleaned specimen was then transferred in near-UHV
to a chamber containing a plasma generator and a
diode heating laser [51].

Low-energy Ar+ ions from the plasma generator
with a current of 16.5 nA (exposure time 300 s) and

anode and extractor voltages both at 0 V were used to
irradiate the graphene. The measured ion energy for
these parameters is approximately normally distrib-
uted with a mean of ca. 170 eV and a standard devi-
ation of ca. 30 eV. The ion irradiation corresponds
to a dose equivalent to ca. 3 × 1013 cm−2. During the
Ar plasma irradiation, the sample was simultaneously
irradiated with ca. 100 mW of laser power spread to a
spot size of ca. 0.3 × 1.5 mm2 to elevate its temperat-
ure and to mitigate hydrocarbon buildup.

The plasma treatment was followed by thermal
evaporation of an Al target (evaporation slug,
99.999%, Sigma-Aldrich) heated to 955 ◦C, produ-
cing anAl partial pressure of 10−8 mbar (the chamber
base pressure was 5 × 10−10 mbar). The total evap-
oration time was 20 s, resulting in ∼5 nm diameter
Al clusters covering large portions of the specimen,
as well as single Al dopants in the graphene lattice.

4.3. Microscopy and spectroscopy
STEM medium-angle annular dark-field (MAADF)
images were acquired with a Nion UltraSTEM 100
(probe convergence semiangle 30 mrad, detector
semiangular range 60–200 mrad). EELS was carried
out in the same instrument with a Gatan PEELS 666
spectrometer fitted with an Andor iXon 897 electron-
multiplying charge-coupled device camera [22]. To
estimate the beam current, we calibrated the current
of electrons impinging on the virtual objective aper-
ture, which is recordedwhen images are taken, against
the beam current measured on the drift tube of the
EELS. We used a 60 keV primary beam energy with a
beam current of ca. 50 pA.

4.4. Density functional theory
DFT simulations were carried out with the grid-
based projector-augmented wave (GPAW) software
package [62] using the Perdew–Burke–Ernzerhof
(PBE) functional [63]. Each site was placed in a
6 × 6 hexagonal supercell of graphene with peri-
odic boundary conditions (10 Å of vacuum in
the perpendicular direction between the images)
and a 5 × 5 × 1 k-point mesh, and both the cells
and the atomic structures were relaxed [64] until
maximum Hellman-Feynman forces were below
0.02 eV Å−1. The simulation scripts can be found
as Supplementary Materials (available online at
stacks.iop.org/TDM/9/035009/mmedia).

For the structural optimization and energetics,
a plane-wave basis with a cutoff energy of 500 eV
was used. Binding energies of the Al dopants were
estimated by comparing the total energies of the
relaxed structures to equivalent configurations where
the Al atomwas removed and the structure relaxed. In
GPAW, the total energy of an isolated atom in vacuum
is by definition zero, and thus this energy difference
corresponds to the energy gained by the system when
the Al atom is bound to the defect.
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To further study the electron-beam-induced
dynamics of the sites, MD simulations were con-
ducted with a dzp-basis in the LCAO mode [65] with
a grid spacing of 0.2 Å. A Velocity-Verlet timestep
of 0.5 fs and a total simulation time of 1.5 ps were
used. Each run started from an initial kinetic energy
kick assigned to a selected atom whose magnitude
was increased until a threshold energy value was
found as a change in the atomic arrangement dur-
ing the trajectory (as described in detail in previous
work [48, 66]), and whose direction was optionally
varied from the perpendicular direction [67].

EEL spectra of the Al substitutions were simulated
with the CASTEP package [68] based on DFT with
pseudopotentials generated on-the-fly. The structures
were re-optimized using the PBE functional with a
plane-wave cutoff energy of 500 eV and 3 × 3 × 1
k-pointmesh until the forces on the atomswere below
0.04 eV Å−1. The single-atom EELS simulation of the
L2,3 response covers the transitions from the 2p core
state of Al to 3204 unoccupied bands of the crys-
tal without an explicit core hole included [69]. The
final spectrumwas broadened by the OptaDOS pack-
age [70] with adaptive broadening [71] using 1.0 eV
Gaussian and 1.3 eV Lorentzian components.

Data availability statement

Open data, including scanning transmission elec-
tron microscopy image series and density func-
tional theory relaxed structures and molecu-
lar dynamics trajectories, can be obtained from
the University of Vienna repository Phaidra
(https://doi.org/10.25365/phaidra.334).
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Understanding the microstructural characteristics of materials, such as lattice defects, increasingly relies 
on the analysis of large numbers of images from electron and scanning probe microscopy [1]. It is now 
becoming routine to record series of atomic‐resolution images, resulting in the generation of massive 
datasets. The new challenge is then analysing this data. The workflow for such analyses typically 
comprises the identification of atomic positions and subsequent derivation of physical quantities, such as 
defect concentration and strain. Conventionally, this analysis is done manually, which is slow and 
laborious, and the results are prone to human errors and bias. 
 
We demonstrate an automatic method for extracting information from atomically resolved images. We 
take advantage of GPU acceleration and fast graph-based algorithms to enable real-time structural 
analysis. The method is capable of extracting high-level information such as defect type, lattice orientation 
and strain, as well as characteristics of the electron probe. Our method is based on two algorithms, building 
on recent advances in deep-learning and on computational geometry and graph theory.  
 
The deep learning recognition model is similar to recently published results [2, 3]. A neural network is 
trained to identify the smallest distinguishable repeated substructures within the image, i.e. atoms or 
atomic columns of a particular species. We take advantage of the recent finding that deep neural networks 
trained using simulated data can generalise to experimental data [2]. Furthermore, by using randomisation 
in the generation of the synthetic images, the neural network is capable of making predictions with 
minimal prior assumptions of the types of defects present. Fig. 1 shows the results of the neural network 
applied to a noisy image of graphene with a silicon substitutional defect. A simple routine converts the 
predictions of the neural network to a set of 2D points representing the centres of the detected 
substructures, each point associated with a substructure class. We further explore the precision of the 
detected atom locations and their sensitivity to the imaging parameters including noise. 
 
The geometric relationship between these points encodes further information, for example, whether the 
substitutional silicon atom in graphene has three or four carbon neighbours. To facilitate fast geometric 
analysis, we create a geometric graph from the detected points. It is crucial that the graph is stable to small 
perturbations of the atomic positions. We identified a type of geometric graph, called a stable Delaunay 
graph [4], fulfilling this criterion while being fast to construct for large numbers of points. Using simple 
rules localised segments of the graph can be extracted representing an atom and its surrounding 
neighbourhood. Each segment of the graph is compared to a library of known graph templates, 
representing, for example, different defect types. The similarity between a segment and a template is 
calculated using the symmetry invariant root-mean-squared-deviation [5]. After identifying the best 
matching template, further geometric analysis can be performed, such as calculating the strain. 
 
The algorithm is invariant to scale and rotations, and effectively parameterless for a given set of structures, 
allowing it to operate without user input. Fig. 2 illustrates the algorithm applied to a set of points 

166
doi:10.1017/S1431927619001569

Microsc. Microanal. 25 (Suppl 2), 2019
© Microscopy Society of America 2019

https://doi.org/10.1017/S1431927619001569 Published online by Cambridge University Press

111



representing a grain boundary in graphene. In this example, the algorithm identifies the individual grains 
by their orientation and distinguishes between different types of defects along the grain boundary. 
We have implemented the method in the open source microscope control software Nion Swift [6], 
allowing the user to overlay the results on top of the images as they are recorded, thus providing easily 
understandable feedback, from which the human operator can adjust the characterisations in response. 
Furthermore, in an effort to enable large-scale atom manipulation [7], we are working towards an 
increasingly self-driving microscope, where the output of the present method is used to guide the 
microscope to make the necessary actions, e.g. move the scan frame or the probe position, similar to the 
way a self-driving car would adjust the steering wheel upon encountering an obstacle on the road [8]. 
References: 
[1] S Pennycook and P Nellist, Scanning Transmission Electron Microscopy (Springer, New York). 
[2] J Madsen et al., Advanced Theory and Simulations 1 (2018), p. 1800037. 
[3] M Ziatdinov et al., ACS Nano 11 (2017), p. 12742. 
[4] P Agarwal et al., Discrete Computational Geometry 54 (2015), p. 905. 
[5] I Kufareva and R Abagyan, Methods in Molecular Biology 857 (2012), p. 231. 
[6] C Meyer et al., Proceedings of Microscopy and Microanalysis 20 (2014), p. 1108. 
[7] M Tripathi et al., Nano Letters 18 (2018), p. 5319. 
[8] The work was supported by the European Research Council (ERC) Grant No. 756277-ATMEN. 
 

 
Figure 1.  (a) Noisy STEM/MAADF image of graphene with a substitutional silicon defect. (b) Corresponding 
output of our deep learning recognition model. The white and red areas indicate positions of high likelihood for 
finding a carbon and a silicon atom, respectively. 
 

Figure 2.  (a) A set of points representing the atomic positions at a grain boundary in graphene. (b) The stable 
Delaunay graph of the points. (c) The carbon rings of the graphene sheet are color-coded according to the 
orientation, assisting easy identification of different grains. (d) The carbon rings of the graphene sheet are color-
coded according to their number of members. Further graph-based analysis can be used to automatically identify 
for example Stone-Wales defects. 
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Surface diffusion is crucial for many physical and chemical processes, including epitaxial growth of 

crystals and heterogeneous catalysis. Although the phenomenon is common [1] and theoretically 

understood, measuring adatom migration barriers on 2D materials remains a daunting challenge. We are 

able to estimate the carbon adatom migration barrier on freestanding monolayer graphene, which has 

theoretically been predicted to be in the range of 350–500 meV [2,3], by quantifying the temperature 

dependence of its electron knock-on damage. 

To measure damage and healing rates as accurately as possible, we use 90 keV electrons and choose the 

fastest possible time for image acquisition with our aberration-corrected scanning transmission electron 

microscope. Contrary to expectations, the damage rate decreases with increasing temperature, which is 

due to the fast healing of vacancies by recombination with diffusing adatoms. By comparing the predicted 

and observed damage rates at 300–1073 K we find a barrier of 140 meV, which is the first measurement 

reported to date. 

We further measured the cross sections of electron-driven processes involving single silicon and 

phosphorus dopants in graphene at elevated temperatures. To aid in the analysis of our image series, we 

turned to automated structure recognition based on convolutional neural networks. By utilizing deep 

learning [4|, we quantified for the first time the direct exchange of carbon neighbors with the dopant in 

the lattice (so-called bond inversion) [5,6], the replacement of the dopants by carbon adatoms, which has 

emerged as a hindrance to their manipulation, and knock-on damage of a carbon neighbor, which 

transforms the sites from threefold to fourfold coordination, as a function of sample temperature. 

We gratefully acknowledge funding from the European Research Council (ERC) under the European 

Unions Horizon 2020 research and innovation program (Grant agreement no. 756277-ATMEN) and the 

Vienna Doctoral School in Physics. 
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Advances in transmission electron microscopy have enabled an increasing range of in situ experiments 

to study the effects of external perturbations including heating, electrical biasing, and controlled residual 

vacuum on a range of different samples. Although some trade-offs in imaging resolution and sample 

stability may be inevitable, with advanced instrumentation it is in many cases possible to conduct such 

experiments while retaining atomic resolution. In situ approaches make it relatively easy to obtain 

atomically clean surfaces, but can also reveal surprising effects from the residual vacuum composition 

as well as the thermal diffusion of surface adatoms. 

 

The NionUltraSTEM 100 microscope in Vienna has been modified to enable a wide range of in situ 

experiments without compromising its excellent imaging capabilities [1]. These customizations include 

a viewport with a line of sight to the sample, which has allowed us to aim a laser at the specimen sitting 

in the column via telescope optics. This makes it possible to effectively remove amorphous carbon 

contamination by heating [2] as well as to mitigate mobile contamination that occasionally builds up 

under the beam. The laser can be precisely aligned to irradiate a ca. 560 μm
2
 spot of the sample at the 

optical axis, minimizing thermal drift and localizing heating to the area of interest. 

 

In terms of sample chemistry, the ultra-high vacuum (UHV) base pressure ensures that no unwanted 

chemical interactions can influence precise quantitative measurements of electron irradiation effects [3], 

revealing for example that pristine hexagonal boron nitride is remarkably stable at electron acceleration 

voltages below 80 keV. Further, a gas line connected into the column at the sample stage via a leak 

valve allows experiments at controlled atmospheres up to 10
–6

 mbar to be conducted without affecting 

imaging. These have revealed that oxygen is the active gas for the etching of pores in graphene, and that 

its armchair edges are indeed more stable than zigzag when chemical etching is not active [4]. 

 

Finally, heating experiments can be performed either using a Protochips heating insert in the standard 

Nion electrical cartridge, or via electrical biasing using conducting leads contacted with the sample. 

Using the latter, Joule heating of graphene-MoS2 heterostructures up to estimated temperatures 

exceeding 2000 K has allowed us to observe the structural transformation of 2D MoS2 into separated 3D 

nanocrystals of hexagonal shapes with the 2H and hybrid polytypes [5]. 

 

On the other hand, heating a monolayer graphene sample deposited on a SiN chip to temperatures 

between 300–1073 K using resistive heating with the Protochips Fusion chip remarkably increases its 

radiation hardness against otherwise damaging 90 keV irradiation [6]. This has further allowed us to 

estimate the carbon adatom migration barrier by quantifying how electron knock-on damage is reduced 

at elevated temperatures due to adatom migration and the healing of vacancies [7]. 
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By quantifying the temperature dependence of
its electron knock-on damage, we are able to

experimentally estimate the C adatom migration
barrier on freestanding monolayer graphene.

Albeit our estimated value is unexpectedly low,
this is the �rst-ever reported measurement.
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Surface diffusion
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energy barriers 
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Phenomenon is common and
theore tically understood [1].

State-of-the-art modeling
predicts the carbon adatom 

migration barrier barrier to be
in the range of 350-500 meV.
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Experimental challenges

ba

High accuracy for event rates required
   Lowest possible frame acquisition times
      Live image �ltering needed
      for defect recognition

Su�cient count of knock-on events
(per temperature point)
   Moderate damage rates needed
      90 keV STEM electrons

Figure 3: MAADF-STEM image of a 1 x 1 nm2 section of monolayer graphene
with a single vacancy (upper left corner). The frame acquisition time was

0.52 seconds. (a) Raw data, (b) double Gaussian blur

Results The observed damage rate instead decreases with
increasing temperature, which must be due to the
            fast healing of vacancies by
            recombination with di�using
            carbon adatoms.

            We compare predicted with
            observed damage rates at 
            300–1073 K and �nd an 
            energy barrier of

            (144 ± 12) meV for 
            carbon adatom migration.
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Figure 4: Arrhenius diagram; Semilogarithmic plot of the
discrepancy between theoretically predicted and

observed knock-on damage rates vs. inverse temperature

Method          Recording of subsequent STEM images and, thereby,
          capturing images right before a knock-on damage 
event and “immediately” afterwards.

Cross section analysis of this Poisson process,
and the conception of observed knock-on
damage event rates as the di�erence
between competing reactions.

Under the assumption that vacancy 
healing is governed by surface migration
(rather than by the recombination of vacancies with carbon adatoms):

Knock-on damage vs. vacancy healing
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Figure 1: Theoretically predicted knock-on cross section
of graphene for incident 90 keV electrons as a function of 

temperature (DFT-based molecular dynamics simulation) [4]

Figure 2: Temperature dependence of 
migration rates (normalized w.r.t. the rates at 

in�nite temperature) for di�erent energy barriers Emig
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