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Abstract

Cell cycle progression is regulated by sequentidl@chestrated activation of

cyclin- dependent kinase (CDK)/cyclin complexes aaditionally by cellular inhibitors of
CDKs as well as by p53 protein, a product of a tunmsuppressor gene. Deregulation of the
cell cycle regulators as well as inactivation ofriimsic inhibitors of CDKs frequently
occurring during malignant transformation consétutthe rationale for development of
pharmacological inhibitors of CDKs for therapy aihcers.

In the present thesis three structurally relategubstituted purines, namely Olomoucine
(OLO), Roscovitine (ROSC), and Olomoucine Il (OLKY Were used for treatment of tumour
cells. Whereas the action of the two first inhibstaf CDKs on different cancer types in
experimental approaches and clinical trials wasipusly described, that of the latter, a very
recently synthesised compound, is actually unknowmese tri-substituted purines, most
ATP-related have been shown to be non-genotoxicoahy slightly cytotoxic. These traits
confer them an advantage over conventional cyiosiiugs and predestine them for
therapeutic application. In the thesis the efficatythe CDK inhibitors on two aggressive
human cancer cell lines (HL-60 promyelocytic leuké&e cells and HelLa cervical carcinoma
cells) and normal human fibroblasts (MRC-5 cells)svstudied. Furthermore, to evaluate the
role of the two in malignancy most frequently mathgenesTP53 andRAS, were tested in
an appropriate experimental model. For this purmatleclones overexpressing temperature-

5Val

sensitive (ts) p5 mutant alone or in combination with mutatetia-Ras, were used. The

temperature sensitive p53’®

mutant offers the possibility to evaluate under same genetic
background whether the functional status of p53d@yipe versus mutant) plays any role in
the susceptibility of tumour cells to the anti-cantherapy. Moreover, comparison of the
outcomes of the treatment of immortalized cellsli§c®verexpressing p%%'#) and
transformed cells (cells overexpressing 118%' + c-Ha Ras) allows to evaluate the role
constitutive activation of pro-survival genes liRAS in the regulation of the sensitivity of
cancer cells to growth-inhibitory and apoptosismpoting drugs.

TP53 andRAS, the two genes most frequently mutated during malag transformation, seem
to determine the sensitivity of cancer cells ta-aahcer treatment and therefore, may be used
as targets for therapeutic approaches.

TP53, encoding p53 tumour suppressor protein, calleddhardian of the genome’ (Lane,

1992) has numerous activities in cells. It is imaal in the control of cell cycle, especially in



the regulation of checkpoints, DNA repair, seneseeand apoptosis thereby maintaining the
genomic stability.

C-Ha-Ras, a small G-protein belonging to B&S superfamily of genes, plays a key role in
mitogens-dependent signalling. Mutations dgfHa-Ras lead to its constitutive activation
resulting in activation of downstream signallingscades (e.g. MAP kinase pathway, PI3K
pathway). The increased signal transduction previden unregulated mechanism of
proliferative stimulation and self-sufficiency imogvth signals.

First, it was evidenced in my diploma thesis thadl, the newly developed CDK inhibitor
had a strong anti-proliferative and pro-apoptotiteptial that was comparable with or even
exceeded that of ROSC. Secondly, it was shown that effectivity of the used
pharmacological CDK inhibitors on tested cancer tiekes markedly depended on the
intrinsic status of p53 and c-Ha-Ras.

Unlike OLO, ROSC and OLO Il have been shown torgity inhibit proliferation of two
investigated human cancer cell lines (HL-60 and &leg&lls) and of two immortalized rat cell
clones (402/534, 602/534). In apoptosis prone huhilai®0 promyelocytic leukaemia cells
the TP53 gene is disrupted. However, their checkpoint & @S border is intact. HeLa
cervical cancer cells are HPV-18 positive and, aom@sequence of the expression of the
HPV-encoded oncoproteins E6 and E7, p53 proteiwals as the @S checkpoint are
inactivated, respectively. The anti-proliferativiéeet was dosage- and time-dependent. Both
inhibitors at lower dose generally arrest cell eyprogression and at higher concentration
eliminate cells by apoptosis. Inhibition of cellu@DKs by ROSC or OLO Il resulted in
accumulation of the ratio of S- and/og-Gphase cells in all tested cell lines implicatihgt
the type of cell cycle arrest induced in asynchtmtp growing cells by CDK inhibitors does
not depend on the functional status of thgSGcheckpoint. Moreover, ROSC and OLO I
induce the mitochondrial pathway of caspase-deperaj@optosis. Furthermore, the reduced
susceptibility of transformed rat cells (189/1173M1022) to the CDK inhibitors indicates
that overexpression of mutated c-Ha-Ras rendersecarells insensitive or even resistant to
the therapy. Finally, the status of p53 seems tionpertant for the outcome of the therapy by
CDK inhibitors. ROSC is able to induce and everetxtivate p53 in HPV-positive cells. The
up-regulated and activated p53 protein additionptlymotes the growth-inhibitory and pro-
apoptotic activities in treated cells.



Kurzzusammenfassung

Zellzyklusprogression wird durch die sequentielted texakt koordinierte Aktivierung von
Cyclin abhangigen Kinasen (CDKs), deren zugehéri@galinen, von zellularen Inhibitoren
der CDKs sowie vom Tumorsuppressorprotein p53 redul Wahrend der malignen
Transformation kommt es zur Fehlregulierung von IZ&luskomponenten und zur
Inaktivierung von intrinsischen Inhibitoren von CBKDer oft beobachtete Verlust der
zellularen CDK Inhibitoren in Krebszellen hat eimigorscher auf die Idee gebracht diese mit
pharmakologischen Inhibitoren zu ersetzen. Diestéikur Entwicklung von spezifischen
CDK Inhibitoren, die in der Krebstherapie zunehmeeidgesetzt werden. In meiner
Diplomarbeit wurden drei miteinander verwandte faéieh substituierte Purine namens
Olomoucine (OLO), Roscovitine (ROSC) und Olomoucih€OLO II) fir die Behandlung
von Tumorzellen verwendet. Die Wirkungen der ersteziden CDK Inhibitoren auf
Krebszellen wurden bereits in mehreren experimiemeéModellen sowie auch in klinischen
Studien gezeigt. Das Potential des erst kirzlichthstisierten OLO 1l hingegen ist
weitgehend unbekannt. Ein Vorteil von diesen dreifdch substituierten Purine, der sie von
konventionellen Cytostatikern unterscheidet, istssdsie nicht genotoxisch bzw.nur geringe
cytotoxisch sind. Im Zuge dieser Diplomarbeit wurdike Effekte der oben angefiihrten CDK
Inhibitoren auf zwei aggressive humane Krebszglin60 promyelozytische Leukemie und
HelLa Gebarmutterhalskrebszellen) sowie auf die atemhumanen Fibroblasten (MRC-5
Zellen) evaluiert. Weiters verwendeten wir expemnite#e Modelle, die es ermdglichten die
Rolle der GenelP53 und RAS welche haufig in bdsartigen Tumoren verandert sin

Vel allein, oder in

studieren. Dafur wurden Zellklone, die temperatensitives (ts) p5
Kombination mit mutiertemc-Ha-Ras expremieren, verwendet. Diese Zellklone mit
temperatur-sensitivem p53 ermoglichten es uns dismitkungen vom p53 Funktionsstatus
(wild typ versus mutant) auf die Effizient von Anti-KrebstherapienZellen von gleichem
genetischen Hintergrund zu studieren. Weiters btiau der Vergleich von
Behandlungsergebnissen von immortalisierten Ze{ldberexpression von p%%“?) mit
denen von transformierten Zellen (Uberexpressiom 63>°"? + c-Ha-Ras) die Ermittlung
des Einflusses von konstant expremierten pro-sahv@enen wie z.BRAS auf die Effizient
von Krebstherapien.TP53 und RAS zwei Gene die haufig wahrend der malignen
Transformation mutiert werden scheinen ausschlaggehir die Sensitivitat von Krebszellen
fur Therapie zu sein und stellen daher wichtigdeZia der modernen Krebsforschung dar.

TP53, welches fir das Tumorsupressorprotein p53 kodveird aufgrund der vielfaltigen

5



Aufgaben des Proteins in der Zelle auch “Wachter @enoms” (Lane, 1992) genannt. Das
p53 Protein ist in der Zellzyklusregulation - s@#zbei der Regulation von Checkpoints -
involviert und bekleidet weiters Funktionen in DNReperatur, Senescence und Apoptose.
Auf diese Weise, erhalt das Protein die genomisstabilitat. C-Ha-Ras, ein kleines G-
Protein welches zur Familie d&®AS superfamilie gehort spielt eine tragende Rolle in
nahrstoffabh&ngigen Signalwegen. Mutationen, diekomstitutiven Aktivierung vorc-Ha-
Ras und somit seiner downstream Signalwege (z.B. MARake Signallweg, PI3K
Signalweg) fuhren, erméglichen unkontrollierte Revation und von wachstumsfaktoren-
unabhangiges Wachstum. Wahrend meiner DiplomaKosihten wir feststellen, dass OLO
I, der kirzlich entwickelte CDK Inhibitor, genaustarke oder vielleicht sogar starkere anti-
proliverative und pro-apoptotische Wirkungen zeigte ROSC. Weiters konnten wir
nachweisen, dass die Effektivitdit der getestetemrmkologischen CDK Inhibitoren
tatséchlich stark vom intrisischen p53 unta-Ras Status abhéngt. Im Gegensatz zu OLO
konnen OLO Il und ROSC die Proliferation der hunmak@ebszelllinien HL-60 und HelLa
sowie die der beiden immortalizierten Rattenze#in(402/534, 602/534) hemmen. In den
zur Apoptose neigenden humanen Leukadmiezellen His660OP53 inaktiviert. Trotzdem ist
der G/S checkpoint in dieser Zelllinie intakt. Im Gegaetzs dazu, ist p53 und deri/S
Checkpoint in den HPV-18 positiven HeLa Gebarmbttkrebszellen aufgrund von den
HPV-18 kodierten Oncoproteinen E6 und E7 inaktin. Heiden Zelllinien konnten wir
nachweisen, dass die anti-proliferative Wirkungt-zeind konzentrationsabhangig ist. In
Folge von niedrigen OLO Il oder ROSC Konzentratiomeurde Zellzyklusarrest induziert,
hoéheren Konzentrationen hingegen fuhrten zur Eltiam der Zellen mittels Apoptose. Die
Hemmung der zellularen CDKs durch ROSC oder OLCfUHrte zur Vermehrung der
Zellpopulationen in der S- oder,GZellzyklusphase in allen verwendeten Zelllini€ies
deutet darauf hin, dass die Art des Zellzyklusasreswelcher in asynchron wachsenden
Zellen durch CDK Inhibitoren induziert wird - nichdm Funktionsstatus des/S checkpoint
abhangig ist. Weiters induzieren ROSC und OLO Ih daeitochondrialen Signalweg der
Apoptose. Das verminderte Therapieansprechen vam ti@nsformierten Ratenzellen
(189/111, 173/1022) lasst vermuten, dass die Ulpeesgion von mutiertem c-Ha-Ras dazu
in der Lage ist, Krebszellen insensitiv oder sogmistent gegentiber CDK Inhibitoren zu
machen. Der p53 Status scheint wichtig fur das dpieergebnis mit CDK Inhibitoren zu
sein. ROSC ist dazu in der Lage p53 in HPV-positiZellen zu reaktivieren. Dieses Protein
fuhrt in Folge zu Wachstumshemmung und pro-apagtbén Effekten in behandelten Zellen.
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1. INTRODUCTION

1.1 Cancer

On December 23, 1971, Nixon — president of theadh$tates at this time - signed a National
Cancer Law to make the ‘conquest of cancer’ a natierusade, hence declaring war on

cancer. Decades later cancer is still one of thedsavidest distributed malignancies.

Under normal circumstances all cells have an enlifiegpan. At the end of this lifespan cell
death occurs either via necrosis (cell death afdt damage by external force) or by
apoptosis (a regulated process of ‘cell suicidd’).By the means of apoptosis the body is
able to eliminate damaged or unnecessary cellsehpreventing uncontrolled cell growth
without local inflammation. This control of cellsayvth is a fundamental process involved
both in human embryonic development and adult éigsameostasis. [2]

But if proper cell growth control — among other graeters - is no longer maintained this can
lead to transformation of normal human cells intalignant cancer cells. [3] Alterations in
the genome of a cell ranging from subtle sequeheages (e.g. base substitution or insertion
of a few nucleotides) alteration in chromosome nemfe.g. losses or gains of whole
chromosomes) to chromosome translocations (e.gorfsisof different chromosomes) are
what promote this uncontrolled growth. [4] Obvigusl single mutation is not sufficient to
induce cancer development because otherwise ewengain being would suffer from several
tumours. For tumour formation several genomic atiens (=hits) have to take place. [5]
Even in that case cancer development is not netlgds@ consequence. Only a certain set of
mutations — mainly in regulatory genes - does iddg@emote cancer.

1.1.1 Hallmarks of cancer

Douglas Hanahan and Robert A. Weinberg proposeccisanges in cell physiology that
together dictate malignant growthig.1). [3]
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Figure 1. Hallmarks of cancer

Self-sufficiency in growth signals

Normal human cells require growth signals confewed complex signalling pathways for

growth. If no growth factors are present normalscate therefore incapable to proliferate. In
malignant cells on the other hand the pathways ¢batribute to normal and physiologic

actions of growth factors are often alteredyBiimately leading to growth factor independent
cell growth. Hence one characteristic of cancelsss of cellular growth control. [7]

Insensitivity to growth-inhibitory signals

Growth inhibitors e.g. TGPB1 in epithelial cells ensure that tissue homeaostasinaintained.

A lot of growth inhibitors - among them TGHR - inhibit cell cycle progression of some cells
by preventing hyperphosphorylation of Retinoblastett. while they allows the cell cycle
progression of other cells (mechanism unknown)s Bailance maintains tissue homeostasis.
In carcinogenic cells this growth inhibition is eft lost due to loss of signalling components

or because of mutations of downstream componergs Ras activations in the case of TGF

B1). [8]
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Evasion of programmed cell death (apoptosis)
Altered expression or mutations of genes encodmyg crucial apoptotic proteins help
malignant cells to evade apoptosis. Examples wbalthe over expression of anti-apoptotic

proteins such as BCL-2 or the down-regulation efdeath receptor Fas. [9]

Limitless replicative potential

Nontransformed cultured cells have a limited regiliee capacity. Hence cells enter
senescence after a defined number of generaticadlitk limit). [10]

The main reason why cells can'’t replicate forewethiat their telomeres are shortening with
every replicative event (the so called telomere-rapdication problem). [11] The enzyme
telomerase — a reverse trancriptase that is aldgtemd telomeres - is normally only active in
germ line cells but not in somatic cells. By reaation of telomerase chancerogenic cells can
circumvent the telomere end-replication problem keeb replicating. Telomerase is elevated

in a vast majority of tumours. [12]

Sustained angiogenesis

Angiogenesis (the formation of new blood vesse$s)ai normal process in growth and

development and is necessary to supply tissuesnwitient and oxygen and to remove waste
products. Angiogenesis is also required for tungyowth and spreading.

The development and maturation of blood vesselsgalated by a complex network of pro-

and antiangiogenic factors. If the balance of tlesvork is deregulated tumourogenic blood

vessels can form. [13]

Tissue invasion and metastasis

Tumour cells can spread into surrounding tissuesde blood vessels and leave the blood
stream at different sites by interaction with eséléular matrix components and epithel-
mesenchymal transition. Angiogenesis is a preréguis enable tumour cells to do so. [14]

1.1.2 Molecular abnormalities leading to cancer

Genetic mutations (inversions, substitutions, itiees, deletions, translocations etc.) are
largely responsible for the generation of malignagils. Mutations promoting tumour growth
are often mutations taking place in genes for jmetéhat regulate cell growth, division and
DNA repair. Oncogenes and tumour suppressor geees subset of genes that are frequently

mutated in cancer.
11



1.1.2.1 Oncogenes

Oncogenes are sequences of DNA that have beerdlferg. overexpression) or mutated
from their original form the proto-oncogene. [15¢1&s that turn into oncogenes that promote
transormation of a normal cell into a cancer ceak anainly regulatory genes (e.g.
transcription factors) or members of important algransduction pathway. Their functions in
a non mutated/non-overexpressed state range frontidas in cell divisions to functions in
regulation of apoptosis hence the effects of momatiin those genes are very wide spread.
The consequences of mutations are often unregulaéddivision or/and growth in the
absence of growth signals both characteristicstofreour cell.

1.1.2.1.1 Ras (for rat sarcoma virus)

Small GTPases are proteins of 20-29 kDa that aaeacterised by their ability to bind and
hydrolyse GTP (see bottom). All of them share comnfeatures like sequence and
biochemical similarities [16] but have differentnfttions in a cell. Harvey Ras (Ha-Ras),
Kirsten Ras (K-Ras) and N-Ras are prominent anbtably the best studied members of the
at least 35 closely related human Ras protétigs @).
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Figure 2. The Ras family
(Graph by: Antoine E. Karnoub and Robert A. Weigbsee reference 18)
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If a broader definition of sequence similarity ised the Ras family counts 170 members
(subclassified into Ras, Rho, Rag, Arf and Ran lies). [17] H-Ras (Harvey sarcoma virus-
associated oncogene) and K-Ras (Kirsten sarcoraa)wame to their names because of their
viral homologues in rat sarcomas and are of graentfic interest because of their frequent
mutations in human cancer cell lines. [18] Thedmrember of the Ras-related genes N-Ras
is also found to be mutated in human tumours eadamomas. [19] These three Ras proteins

have overlapping but still different functions immmalian cells. [20]
H-, K-, and N-Ras will henceforth be collectivebferred as Ras.
1.1.2.1.1.1 Ras signal transduction

Ras proteins are membrane anchored componentsp{stiganslational modifications) of
signalling cascades ultimately leading to activatid various downstream targets (activation
of those results in cellular proliferation or diéatiation, depending on the cellular
background). Activation of Ras proteins can happgndifferent extracellular stimuli e.g.
growth factors or cytokines via signals from celiface receptors. For many growth factors
or cytokines to induce nonproliferative cells tdegrthe G phase of cell cycle the activation

of Ras by binding of GTP and hydrolysis of the sasnessential. [21]

Activation of Ras is the result of the stimulatectlegange of GDP for GTP catalysed by a
guanine nucleotide-exchange factors (GEFs), sucBGfS (son of sevenless) in the case of
Ras. GEFs lead to the release of GDP from the GIBaeugh interaction with the switch
regions (I and Il) and the phosphate-binding lobthe GTPase. [22] The GEFs responsible
for GDP release used in the distinct Ras subfamifiee structurally distinct but share
common mechanistic features. [20] In the case oivtr factor dependent Ras activation the
so called GRB2 protein (growth factor receptor-tymmotein-2) is additionally required as
an adaptor that associates with the EGF (epidegmoalth factor) receptor that is a tyrosine
kinase. GRB2 concomitantly attaches to mammaliars.SThe GRB2-SOS complex can
attach to the receptor tyrosine kinase directlyiar an adaptor protein such as SHC. [23]
Inactivation of Ras involves GAPs (GTPase actiatpproteins). Ras and other small
GTPases are very weak GTPases and therefore rafairbelp’ of GAPs to catalyse GTP
hydrolysis. GAPs greatly speed up the hydrolysisGdP by binding to Ras via their C-
terminus. [24] Both GAP and GEFs were found to aonso called Src-homology-2 or 3
(SH2/SH3) motifs for interaction with other reguligt partners.
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The exact mechanism that leads to Ras activatidnirzarctivation is still under debate but
involves conformational changes mainly in switcnt Il that are required for interaction of

Ras with its up- and downstream partners. [18]
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Growth PaCARLT N, Serpentine
factor N "\ receptor

receptor

il Yo
& L4 / @ 5 ?_-“Q:_f/,é

membrane
- ‘

Plasma

[ Effector targets ]

Y

Biological responses

Figure 3. Ras signalling cascade
(Graph by Yi Zzheng and Lawrence A. Quilliam seerehce 20)

1.1.2.1.1.2 Downstream targets of Ras

Once activated Ras is able to regulate a numbg@raikins involved in distinct signalling
pathways. Among them members of the Raf family {RaB-raf and A-raf),
phosphatidylinositol 3 kinase (PI3K) and membershef RalGEF family (RalGDS, RIf and
Ragl).

The serine-threonine kinase pathway Raf-MEK-ERK peobably the most studied
downstream pathway of Ras. [25]

Raf-MEK-ERK pathway

Mitogen-activated protein (MAP) kinases ERK1 (eg&ltular signal-regulated kinase 1) and
ERK2 are both activated by Ras in response to mitagfimulation. To do so Ras directly
binds to Raf which will recruit the MAP kinases ahéir subordinates. [26]

Activated MAP kinase in turn phosphorylates traipgimon factors such as c-Fos that are

required for progression through early-G1 phasietell cycle. [21]
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p38 and JNK (c-JUN NF:-terminal protein kinase) pathway

p38 and JNK are MAP kinases just like ERK1/2 bat iaduced by cellular stress instead of
growth factors and do not need Raf for their sigmahsduction cascade. The dynamic
balance between growth factor-activated ERK andsstactivated JNK-p38 pathways is

maybe important in determining whether a cell stesior undergoes apoptosis. [27]

Phosphatidylinositol 3 kinase signal transduction

The extracellular stimuli that are required for Rasivation prior to PI3K activation can be of
various sources e.g. IL-3, PDGF. [25] Once activd8K phosphorylates inositol lipds which
are second messengers for — amongst others — tHPKA&K kinase. [28] After complete

activation of Akt/PKB by phosphorylation it phospiilates BAD a pro-apoptotic protein of
the Bcl-2 family amongst other targets. Phospoigtabf BAD leads to its inactivation hence
inhibition of apoptosis. [29]

1.1.2.1.1.3 Post-translational modifications of Ras

Ras undergoes a series of post-translational neatidns including farnesylation,
methylation and palmitoylation at the C-terminal &Amotif (C = cysteine; A = aliphatic; X

= any amino acid).

The first modification to take place is farnesyatby the enzyme farnesyltransferase (FTase)
followed by proteolytic cleavage of the AAX sequerty RCE1 (Ras-converting enzyme-1).
The remaining cystein is then methylated by th@rnsoylcysteine carboxymethyltransferase-
1 (ICMT1). [18] For membrane localisation anothevdification namely a palmitoylation is
required. Nonpalmitoylated but farnesylated and hylated mutants mislocalizes to the

cytosol and fails to promote maturation. [30]

All of the above mentioned posttranslational madifions are important not only for Ras

localization in the membrane but also for its iat#ion with its effector proteins. [31]

1.1.2.1.1.4 Ras in cancer

Constitutively activating Ras mutations, mutatiomgs downstream targets or in cell surface

receptors involved in Ras signalling have beentifled in many human tumours. [32]
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1.1.2.2 Tumour SUppressors

Tumour suppressors are protective genes that niyrtimait the growth of tumours by various
means e.g. induction of apoptosis in DNA damagdls ¢ence they prevent the action of
oncoproteins. If a tumour suppressor gene is miit@kered), it may fail to keep a cancer

from growing.

1.1.2.2.1 p53

p53 is a transcription factors involved in cell keyaegulation, apoptosis, DNA repair,
senescence, and angiogenesis. [33] Because ofides avea of function it was termed the
‘Guardian of the Genome’ [34] and even voted ‘Malecof the Year’ in 1993.

p53 consists of a N-terminal acidic transactivattwmain (TAD), a proline rich region, a
DNA binding region and a tetramerization domairh][BAD is a binding site for a variety of

interaction partners of p53 such as the transonptinachinery [36], transcriptional co-
activators such as p300/CBP (CREB-binding protgi) and MDM2 a negative regulator of
p53 transcription activity.

The DNA binding region is required for binding ob® target DNA sequences. It is
subdivided into two structural motifs that bind th@&nor/major groove of target DNA

sequences. [35] The C-terminal tetramerization dorabp53 is required for oligomerization

of the protein as p53 can only interact with DNAaa®gtrameric structure.

1.1.2.2.1.1 p53-MDM2-ARF interaction

In resting cells p53 is expressed at a very loveleand its half-life does usually not exceed
30 minutes. Only after exposure to DNA damaginghéger other stress stimuli (e.g. aberrant
growth signals or chemotherapeutic drugs) [38] pS3stabilized and activated by
posttranslational modifications. [39]

The reason why p53 is only present at low levelgnstressed cells is targeted degradation of

p53 protein mediated by MDM2 a negative regulatqys8. [40]
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MDMZ2 regulates p53 in three different ways: [41]

— inhibition of its transcriptional activity by binalg to the TAD
— export of p53 out of the nucleus hence separatifigm its target genes

— promoting proteasome-mediated degradation by fonictg as an E3 ubiquitin

ligase Fig. 4)

CELL MEMBRANE

p53 and Mdm2

Degradation
of p53

CYTOSOL

NUCLEUS p

Nucleolus

Figure 4. p53 regulation by MDM2
(Graph by: S. Shangary, S. Wang see reference 41)

MDM?2 itself is regulated by p53-MDM2 and pI*"-MDM2 feedback loops. [38] p53
regulates MDM2 expression by binding to a p53 mgdsite in the first intron of MDM2
hence p53 leads to the transcription of its ownatieg regulator (auto-regulatory feedback
loop). [42] By posttranslational modifications dddand Mdm2 (see bottom) and binding of
the protein p14"" to MDM2 the interaction of p53 and MDM2 is alterad response to

DNA-damage allowing p53 to induce its target ger{d8] p14 ***

regulates Mdm2 by
preventing the transportof p53 form the nucledloshe cytoplasm thereby preventing

Mdm2 mediated degradation of p53. [44]
1.1.2.2.1.2 Posttranslational modifications of p53
In response to stress signals p53 is target bywsanposttranslational modifications ranging

from phosphorylation at various serine and/or thie® (e.g. Ser20, Thr81) residues to

acetylation, sumoylation, methylation and polyadatign. [45] The consequence of these
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modifications is often the abrogation of the p53rvitlinteraction and/or the stabilization of
p53. [39]

Phosporylation is mediated by various kinases pybdepending on the kind of cellular
stress. [46] Examples for those kinases are ATMRACThK1, Chk2, JNK and p38. The most
frequently occurring phosporylation is phosphoigiatof Ser 15 in response to different
stresses e.g. DSB. [47]

Acetlyation on p53 occurs at 5 C-terminal lysinsidaes of p53 in response to cellular stress.
It often enhances the DNA-binding activity of pBdvitro, and is mentioned in context of p53
stabilization. [48] One protein that is known teggate p53 is p300 which is a transcriptional
coactivator of p53. [49]

The effects and whereabouts of methylations andyglations of p53 are less well studied.
One more way to activate p53 is the addition of/g8IDP-ribose) moieties (polyadenylation)
by PARP-1. PARP-1 is activated in response to siragl doublstrand breaks and leads to
rapid stabilization of p 53 [50]

1.1.2.2.1.3 Functions of p53

As already mentioned p53 is a transcription factavslved in various processes among them

cell cycle regulation, apoptosis, DNA repair, seeese, and angiogenesis.

p53 in cell cycle arrest

Cell division is among the tightest regulated psses in a cells. [51To ensure that the
complete genome is faithfully transmitted from pdréo daughter several checkpoints —
G1/S, intra-S, G2/M, spindle checkpoint - are maimed. p53 is directly involved in several
checkpoints especially in the G1/S checkpoint [S2k bottom).

Induction of apoptosis by p53

In order to ensure that the apoptotic program i-@aordinated once the process is initiated
p53 controls several component of the apoptoticames. It is involved in the intrinsic and the
extrinsic pathway of apoptosis (see bottom) and iceluce apoptosis in transcription-

dependent and —independent fashion. [53]

Apoptosis vs. cell cycle arrest
How p53 decides to induce cell cycle arrest in oase and apoptosis in another case is

subject of investigation and has not yet been vesblit is indicated though that this decision
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could be p53 level dependent. High levels of pZlileg to apoptosis and low levels to cell
cycle arrest respectively. [54] Another possibidpuld be that the affinity of p53 binding
sites within target gene promoters (high or lowrgif§ binding sites) determines whether cell
cycle arrest or apoptosis takes place. [55]

One protein apparently involved in this decisiotde (hematopoietic zinc finger), a protein
that binds to the DNA binding domain of p53 aftetddamage preferential leading to p53
mediated expression of genes involved in cell cyuolest e.g. p21, 14-3-3 whereas pro-
apoptotic genes e.g. Puma or Bax are diminishethelfdamage extends Hzf is proteolytic
degraded freeing p53 so that it can activate paptic genes. [56] It is as yet unclear how
Hzf directs p53 target gene selection or if it\aelly or passively represses pro-apoptotic gene

expression. [55]

p53 in the regulation of angiogenesis
One of the newly discovered functions of p53 isitition of angiogenesis by at least three

mechanisms: [57]

1. interfering with central regulators of hypoxia tma¢diate angiogenesis
2. inhibiting production of proangiogenic factors

3. directly increasing the production of endogenougi@enesis inhibitors

Angiogenesis is the normal process of new bloodele®rmation which constantly occurs
during tissue development but does not occur fretipien adulthood (only during wound
healing or placenta formation). [57] As angiogeses critical for tumour formation
(supplement of oxygen and nutrients) limitatioraafjiogenesis provides one more important
way of p53 tumour control. [58] As a consequengrdurs with p53 mutations/inactivation

turn out to be more vascularised and often moreesgg/e. [57]

1.1.2.2.1.3 p53 in cancer

Functional impairment of p53 occurs in nearly 50BAwman cancers. [59]

As p53 displays various functions in a cell, digroip of p53 function promotes a multitude of

effects ranging from checkpoint defects, cellulamortalization, genomic instability and

inappropriate survival that allows continued prigtion and evolution of damaged cells. [53]
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1.1.2.3 Ras and p53

Next to their functions in the cell cycle p53 (sl cycle arrest vs. apoptosis etc.) and Ras
(growth factor dependent signalling) are involvadmany other cellular pathways that will
not be mentioned here due to space limitationsitismreason it appears only logic that those
molecules are connected in one way or another.eQample for their interaction concerning
the cell cycle is mediated by the protein Surviggae bottom) a protein that is p53 and/or Rb
dependent but can also be influenced by Ras artdigh#pregulated in a vast number of

tumours.
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1.2 Cell cycle

The cell cycle is a fundamental process taking glaca cell to ensure the fidelity of the
transmission of genetic information, correct DNAlreation and equal segregation of genetic
material during mitosis. In short, it maintains tk&bility of the genomic DNA over

generations. [46lf is subdivided into four cell cycle phases offeliént function FFig. 5):

G1 (gap phase 1)
S (DNA synthesis)
G2 (gap phase 2)

A

M (mitosis)

Figure 5. Cell cycle and checkpoints

Cell cycle progression is maintained by transiectivation or inactivation of cell cycle
dependent kinases (CDKSs) by their association difierent cylins and/or cyclin dependent
kinase inhibitors (see bottom) and a few modifmasi In active state CDK-cyclin complexes
phosphorylate a series of substrate proteins piomtte events of the cell cycle. Three basic

mechanisms are involved in this regulation: [60]

1. CDKs alone are catalytically inactive

2. the binding of different cyclins, which are requir® activate CDKs determine the set
of substrate proteins phosphorylated

3. the activity of cyclin-CDK complexes can be modeatat by post synthetic

modifications of the CDKs, or by binding of speciimhibitors
1.2.1 Main players in the cell cycle: CDKs and Cyais
Two main components of the cell cycle that are ived in every step of it are cell cycle

dependent kinases (CDKs) and cyclins which fornetoglimeric complexes constisting of a

catalytic kinase subunit and a regulatory cylineuwuit. [61]
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Cyclins

As their name already suggests cylins are expressea periodical, cell cycle phase
dependent fashionF{g.6). [50] This is necessary because the concentratibnthe
catalytically inactive cyclin-dependent kinasefaisly constant during the cell cycle and their
substrate specificity is hence determined by thehamge of the regulatory cyclin subunits.
Binding of a CDK to a specific cyclin is determinby cyclin availability which is the result

of equilibrium between the rates of their synthesid degradation. [60]

Cyelin A

Konzentration

G,-Phase S-Phase G,-Phase  Mitose

Figure 6. Periodicity of cyclin expressior{graph by wikimedia)

Cell cycle dependent kinases

In contrast to cyclins CDKs are expressed in dyfaionstant fashion throughout the cell
cycle hence require regulation by other means toatrolled synthesis and degradation. [62]
As expected the activities of these proteins aguladed by a multitude of mechanisms
including phosporylation of the CDKs by CDK activat kinase in complex with cyclin H
(CAK) (see bottom), binding to the proper/availabyelin, removal of inhibitory phosphates
and by cell cycle inhibitors (CDKIs) such as p23pai. [50]

CDKs are devided into two subgroups. Those invoiveckll cycle progression (e.g. CDK 1,
2, 4) and those involved in transcriptional regolafe.g. CDK 7, 8, 9). [63]

The transcriptional active CDKs like CDK7 in comypleith cyclin H, CDK8 in complex
with cyclin C and CDK9-cyclin T promote initiatioand elongation of nascent RNA
transcripts by phosphorylating the carbox-terma@hain of RNA polimerase Il. [64]

The CDK7-cyclin H complex is further reported to &etive in cell cycle progression and
basal transcription hence providing a link betweanscription and cell cycle regulation. [46]
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1.2.2 Cell cycle progression

Initiation of the cell cycle progression is critigadependent on the accessibility of growth
factors like the D type cyclins (D1, 2, 3) that énanscribed via a Ras etc. mediated pathway
in response to growth factors stimulation. Subsetiyeyclin D and CDK4 or 6 are able to
bind each other promoting CDK4/6 activity (phosptation by CAK is further required for
full activity). [65] Cylin D is a very short liveg@rotein (~39 min) hence if growth factors are
no longer available cyclin D will cease to be exgexl and activation of CDK4/6 will stop.
This provides one way to ensure that the cell cgoles not start without the proper supplies.
[63] The third G CDK —that is activated later than CDK4/6 - is CD#it needs to form a
complex with cylin E in order to become partialigtisated. Phosporylation of threonin 160
of CDK2 by CAK. [66] and removal of inhibitory pholsates by Cdc25 phosphates are
further required for full activation. Upon activati all three CDK-cyclin complexes start to
phosphorylate the tumour suppressor protein Rar{Blgastoma protein).

At the beginning of @Rb exists in a hypophosporylated state that allibwes bind members
of the E2F transcription factor family [46] whiclheathereby rendered inactive hence unable
to activate their target gene that would promotkoyele progression.

If hyperphosporylated by CDK4/6-cyclin D and suhsenfly CDK2-cyclin E, Rb is no
longer able to bind E2F thereby freeing the trapson factor. As E2F transcription factors
regulate the expression of a number of genes irapbith cell proliferation, particularly those
involved in progression through,;@nd into the S-phase of the cell cycle, cell cycle
progression will be allowed [67] if no stress stinwere detected.

One EZ2F target is cyclin A that is required ance rlamiting for entry into S phase in
mammalian fibroblasts. [68] Expression of the aycA gene in nontransformed cells is
characterized by repression of its promoter dusagy G phase of the cell cycle and its
induction at late @phase. [69]

Cylin A in complex with CDK2 is required for & transition, DNA replication and ;G
progression. [70] Cylin B the cyclin that is reqdrin G and M phase of the cell cycle is
transcribed at a basal level throughout the cadlecput its mRNA level increases strongly
during G phase to four times the amount presentifif&] which allows the accumulation of
cyclin B-CDK1 complexes. [72] To avoid improper Mhgse entry the cyclinB-CDK1
complex is kept in an inactive state by inhibitphyosphates at T14 and Y15 by Wee and Myt
kinases [73] until dephosphorylation of the comphlgx phosphatases of the Cdc25 family
takes place. [74] Dephosphorylation is induced pindie checkpoint mediated signals (see

bottom).
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Ultimately the destruction of cyclin B via the paobjquitination pathway [75] is required for
the inactivation of the complex and exit from miso$76] This destruction is initiated by the
anaphase-promoting complex which ubiquitinates iocy® at the metaphase—anaphase

transition. [77]

1.2.3 Checkpoints

As already mentioned the activities of CDKs aretadled by a variety of mechanisms and a
group of molecules that inhibit CDK activity the salled CDK inhibitors (CDKIs). [78]
Those CDKIs are involved in cell cycle checkpoietssuring that events such as DNA
replication and chromosome segregation are contpigitl high fidelity and that the timing

of cell cycle transition is correct.

G1/S: The G/S checkpoint is required to ensure that cell cyectegression is inhibited if the
cell is not provided with a sufficient amount ofcheotides, the polymerases is inhibited or
DNA damage occurred. [79] The kinases ATM/ATR, CHBHK?2 and protein p53 play
major roles in this checkpoint. In response to Dsnage by ionizing radiation ATM/ATR
are activated and in turn activate CHK1/CHK2 by gtwrylation. Upon activation
CHK1/CHK2 inactivate and destabilize Cdc25 phospdand thereby inhibit CDK2 due to
inhibitory phosphates at Tyrl5. Furthermore CHKiivates p53 [80] via phosporylation in
its tranactivation domain (mainly on S15) [81] whia turn leads to transcription of the CDK
complex inhibitor p21. Moreover p21 can associaité e proliferating cell nuclear antigen
(PCNA), an auxiliary factor for DNA polymerasgande resulting in both G1 and G2 arrest.
[82]

Further p53 can inhibit the translation of CDK4 m/RNence decreases the protein level of
CDK4 which is required for &S progression (see bottom). [83]

intra-S: The intra-S phase checkpoint is still poorly wst®od and under current
investigation. So far it has been establishedtti@p53-p21 pathway is likely activated in the
intra-S checkpoint but that this pathway is notadlyueffective in response to different kinds
of DNA damage [84, 85]

G./M: The G/M checkpoint ensures that mitosis is completeyfnoand protein synthesis
are efficient and no DNA damage occurred. Sevésaltpanscriptional targets are involved in
the G/M checkpoint. p21 inhibits CDK1 directly, 14-33anchors CDK1 to the cytoplasm
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where it cannot induce mitosis and Gadd45 thatodiates CDK1 from cyclin B1. The
repression of either cyclin B1 or CDK1 enforced cgtle arrest. Additionally p53 has other
targets that induce BV arrest independent of CDK1 [52]

spindle checkpoint The spindle checkpoint is necessary to monitaorecd attachment of
kinetochores to microtubules so that sister chaduaire separated correctly and only if no
defect was detected. The spindle checkpoint is Imgmomoted by APC (anaphase —
promotion — complex) which is activated by Cdc20yahno damage was detected. Defects
or presence of unattached kinetochores will raauhe inactivation of APC via proteins such
as Mad1/2, Bub1/2. [79] If no defects were detec@eld20-APC phosporylate cyclin B and
lead to its ubiquitination. Further APC- Cdc20 eles the inhibitory chaperonin securing
which has kept the phospatase separase in anviaattte. [86] In an active form separase
will cleave of the cohesion rings that maintaintegischormatid cohesion. [87] Sister
chormatid separation hence progression in mitodisb& possible after cohesion cleavage.
Failures of this checkpoint can result in cellstiegi mitosis and entering the next S phase
with a 4N DNA content in endoreplication. [79] lelts happen to evade the spindle
checkpoint by this so termed 'mitotic slippage’ pbactivated and leads to a-like growth
arrest. Due to this cells that have an intact rugcleut contain 4N DNA will be prohibited to
devide. Cells lacking p53 will still transientlyrast in mitosis and fail to divide but are not
prevented from re-entering the cell cycle resultingpolyploidy. [88, 89] p53 can further
influence the spindle checkpoint indirectly via thetein Survivin. Survivin belongs to a
class of proteins termed inhibitors of apoptosAP{l that inhibit apoptosis by specifically
inhibiting the function of Caspases. [89] In costrép the other IAP family members Survivin
exerts additional, evolutionary conserved functionshe G/M phase of the cell cycle. To
exert these functions Survivin expression is uguedlll cycle dependent [90] and p53 (via
direct binding to the Survivin promoter or actieatiof p21 [91] and/or Rb (via E2F binding)
regulated. Hence in response to stress signalesgl@i/M phase p53 allows cells to enter

apoptosis by inhibiting Survivin.
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1.2.4 Inhibitors of CDKs
1.2.4.1 Natural inhibitors of CDKs

If DNA damage or other kinds of cellular stressuwrsccell cycle arrest is induced to provide
time for repair [92] or if repair is no longer aptmn apoptosis is induced. A major group of
proteins namely cell cycle dependent kinase inbiibi{CDKIs) that are target genes of p53
and/or other regulatory factors, are essential ateds promoting cell cycle arrest or

apoptosis during so called checkpoints.

They are divided into two families, the KIP/CIP fiynconsisting of p2£FYWAF L p2 7P,
and p5%"% and the INK4a family consisting of p16*, p18V¢**, p18VK4 and p18'«.
Members of the INK4a family mainly exert their fulon at the G/'S checkpoint by binding
to CDK4/6 whereas the CIP/KIP family displays breathrget spectrum inhibiting CDK4,
CDK2 and CDK1. [46]

Members of both families are frequently lost in lamtancer. [93]

1.2.4.2 Pharmacologic CDK inhibitors

Loss of cellular CDKIs in cancers provided the il@@ompensate it by synthetic compounds
and provided the rational to develop pharmacoldgitabitors of CDKs. [94] Some of those

pharmacologic CDKIs namely Olomoucine, Olomoucinand Roscovitine were used during

my diploma thesis and will be explained in moreadéater (see Medications).
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1.3 Apoptosis

As already mentioned apoptosis, or programmeddssth, is a mechanism by whicélls

undergo death to control cell proliferation or @sponséo DNA damage. [95] It is an active,

programmed process that avoids inflammation andchsracterized by nuclear and

cytoplasmic condensation and the formation of apapbodies. Those apoptotic bodies are

taken up mainly by macrophages and degraded wiitlein phagosome. [96]

In contrast to apoptosis necrosis is a passivesrdagtive process induced due to unexpected

and accidental cell damage. In case of necrosisdheontent is released uncontrolled into

the surrounding tissue hence leading to inflamma{@7]

Current chemotherapeutic strategies mainly exesir thunction by triggering apoptosis in

cancer cells hence detailed knowledge on both aiogtathways namely the extrinsic and

the intrinsic pathway is of fundamental importankceboth pathways cysteine proteases, so

called caspases, exert crucial functions. Most asep are synthesised as inactive pro-

caspases and require activation by another caggase which they can cleave next to

aspartate residues and initiate (initiator caspasesxert (effector caspases) apoptosis. [98]

“Extrinsic™ “Intringic™
Fas=ligand OMA damage e g. etoposide, Ediation)
Ariti- Faz A PEC nhibition (2.9, stauresporine)

THF o

Creath receptors

FLIP
Caspase 8 h"“-\ Bok2

Cytochrome o Bekx,
Bl

Caspase 9
Fra-caspase 2 &
finacthve) .-\
Cleaved caspase 3
e Lactive) F ips

Caspases 6,7

[Leath substrates

Figure 7. Apoptotic pathways Graph by UCSD Health science)
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1.3.1 Pathways of apoptosis

1.3.1.1 Extrinsic pathway

Upon stimulation by their corresponding ligandsngmembran receptors such as death
receptors of the tumor necrosis factor superfaraily. Fas/CD95 the Fas-associated death
domain protein (FADD) [99] is recruited and in twecruits the initiatior caspase 8 to form
the death-inducing signal complex (DISC). By forimatof this complex Caspase 8 is
activated and is in turn able to cleave and therattyate the effector caspase 3. [100]
Targets of Caspase 3 include PARP, DNA-PKc, MdnaZnin A/C.

1.3.1.2 Intrinsic pathway (=mitochondrial pathway)

The intrinsic pathway is initiated through the esle of apoptotic factors such as cytochorm c,
AIF (facilitates the DNA fragmentation), Smac/Diabproteins (inhibit the inhibitor of
apoptosis) by the mitochondrial intermembran sg&a6&] and the activation of proapoptotic
proteins such as Bax and Bid within the cell. [29tomplex composing of cytochrome c,
ATP and Apaf-1 will thereafter recruit and activatespase 9. Together those factors form the
so termed apoptosome. The apoptosome is thenabtaivate the effector caspase 3 that will
initiate degradation. [102, 103]

1.3.2 p53 in apoptosis

p53 in the intrinsic pathway of apoptosis

p53 is able to induce the intrinsic cascade of &P by binding to the p53 RE (response
element) in the promoters of several p53 targedsgdts of p53 relevant in apoptosis are pro-
apoptotic proteins of the Bcl-2 family e.g. Bax 410r proteins of the BH3-only family,
[105] components of the apoptosis effector mackimeg. Apaf-1 which is a co-activator of
Caspase-9, or the effector Caspase-6.

p53 in the extrinsic pathway of apoptosis
Death receptors are also targets of p53 e.g. F&IODDRS5. [106]
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1.3.3 Apoptosis in cancer

Both, the extrisic and the intrinsic pathway aréenfdisrupted in cancer. The extrinsic
pathway can be inhibited by increase in antiapaptoiblecules, by a derease or defective
funciton in proapoptotic proteins and by downregala mutation or absence of surface
receptors. The extrinsic pathway can be targetedvieyexpression of Bcl-2 family proteins,

decreased level or absence of Apaf-1 or mutationise tumour suppressor p53. [107]
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1.4 Hedgehog signalling

The hedgehog family of morphogenic proteins provateevolutionary conserved pathway
that is - next to other important signalling patgeauch as Wnt or Notch signalling — one of
the major regulators of embryonic development [1dr8] stem cell maintenance. [120] So far
three mammalian hedgehog genes namely ‘Sonic hedgemmdian hedgehog’ and ‘Dessert
hedgehog’ have been identified. Recently Gijs R &an Brink and others postulated that a
selection of tumours e.g. cancers of the gastrsiimi@ tract are hedgehog signalling
dependent hence inhibitors of hedgehog could bengpiat new ways of targeting tumours
even though the precise role of the hedgehog pathwacancer is still unknown. [121]
Because of this fact, the fact that hedgehog cineimce Ras signalling [122] and the fact
that hedgehog signalling can override p53 sign2€] one of the goals of my diploma thesis
was to find out whether or not differences in hdaggesignalling are a reason why RECs cells
expressing c-Ha-Ras isolated at different daysestagion behave differently.

Hedgehog signallingHig. 8) is initiated by Hedgehog ligand (Sonic HedgehBgsert
Hedgehog and Indian Hedgehog) binding to its remepatched (Ptc) a 12-transmembran
protein receptom order to end Ptc mediated inhibition of a 7-tiaembrane protein called
Smoothend (Smo). Downstream of Smo is a multi-pmotemplex known as the Hedgehog
signaling complex (HSC), which comprises the trapsion factor Cubitus interruptus (Ci),
the serine/threonine kinase Fused (Fu), the kiddssnmolecule Costal 2 (Cos2) and
Supressor of fused (Sufu). Via Smo induced dissiocieof this complex Ci is freed from
Sufu repression and can activate its target g¢b23]

Inactive Active

Nature Reviews | Cancer

Figure 8 Hedgehog signalling

(Graph by: Marina Pasca di Magliano & Matthias Hé¢mature rewiews 2003)

30



2. AIMS

The aims of this diploma thesis are:

4. Characterization of the action of Olomoucine Il @LI), a new pharmacological
CDK inhibitor on human healthy as well as cancdlisce

5. Assessment of the anti-proliferative and/or promptic effects exerted by three
closely related tri-substituted purines: Olomouc{@.O), Roscovitine (ROSC) and
Olomoucine II (OLO IlI) on human cancer cells (HL-p@omyelocytic leukaemia
cells, HelLa cervical carcinoma cells), on humammrarung fibroblasts (MRC-5) and
on immortalized (overexpression of temperature iteasp53>¥?) as well as
transformed (overexpression of p&3® in combination with mutated c-Ha-Ras) rat
fibroblasts.

6. Evaluation of consequences the loss of the G1/8kgint in cancer cells on the
effectiveness of the treatment by CDK inhibitors.

7. Determination of the significance of the functiostdtus offTP53 for the susceptibility
of cancer cells to therapy by CDK inhibitors.

8. Evaluation of the role of the expression and aftivaf c-Ha-Ras protein on the
efficacy of the therapy by CDK inhibitors.

9. Comparison of the susceptibility of the rat cetireés generated from embryonic cells
isolated from rat embryos of different age (13.516r5 gestation day) to treatment
with CDK inhibitors.

This work is based on the results presented ifali@ving papers:

Paper I:

Wesierska-Gadek J., Susanne B. Hajek, Bettina S&tefani WandlEva Walzi Lindner H. 2008.
Pleiotropiceffects of selective CDK inhibitors on human norrmadl cancer cells’

Paper Il

Wesierska-Gadek J., Borza AValzi E., Krystof V. , Maurer M., Komina O., Wandl S. 20@utcome
of treatment of human HeLa cervix carcinoma celh woscovitine strongly depends on the dosage and
cell cycle status prior to the treatment. J. (&ithchem. (online published on January 23, 2009)

Paper lll:

Wesierska-Gadek MWalzi E., Schmid G. Functional status of p53 and Rasnmiucells determined
the susceptibility to treatment with pharmacoloficaDK inhibitors. (paper in preparation)
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3. MATERIAL

3.1 Cell lines

All cell lines were cultivated till they reachedcanfluence of about 70 — 80 %. Except for the
cell lines 189/111 and 173/1022 (see bottom) thik @dture was maintained without
antibiotics.

3.1.1 HelLa S3

HelLa cells are the first continuously growing canoell line established more than 50 years
ago. Back then the cancer sample was taken fromuagyblack woman called Henrietta
Lacks who suffered from glandular cancer of thevzigedn contrast to normal cervical cancer
this tumour grew vicariously leading to the deathtle patient 8 month after diagnosis.
Within a few years after her death HelLa cell hadrbdistribute in laboratories worldwide
and are still of great importance in research fieddch as cancer research. [108] One of the
reasons why this form of cervical carcinoma is ggrassive is that it expresses the proteins
E6 an E7 of integrated high risk human papillomausil8 (HPV-18). E6 and E7 display
profound effects on the cell cycle of infected ek E6 is able to bind p53 and target it for
ubiquitin-mediated degradation and E7 is able tedbio hypophosporylated Rb protein
leading to its destabilization and the disruptiom the Rb-E2F complex. [109]
Degradation/destabilization of those two leadshereant checkpoint control. [110] To sum

things up, HelLa cells are both p53 and Rb negative.

HeLa cells were cultivated in RPMI medium containik0% FCS at 37°C, 5% GO

3.1.2 MRC-5

MRC-5 cells are human wild-type fibroblasts deri¥ezim lung tissue of a 14-week-old male
fetus by J.P. Jacobs in September of 1966. [111CNRcells are primary cells hence they
have limited proliferative capacity (42 to 46 pagidn doublings) before the onset of

senescence. (ATCC) Further MRC-5 cells displaynaratotic index.

MRC 5 cells were cultivated in DMEM red medium aintng 10% FCS at 37°C, 8% GO
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3.1.3HL 60

The HL-60 cell line, derived from a patient withuée promyelocytic leukemia, proliferates
continuously in suspension culture and consistd@regnantly of promyelocytes. [112] Just
like HeLa cells HL-60 cells exhibit a few genomiznarmalities like a 15-to 30fold genomic
amplification of c-myc as compared with normal sel[113, 114] A large body of

physiological evidence shows that either upregmtatr downregulation of the trancription
factor c-myc activity has profound consequencesailhcycle progression [115] Further the
N-ras proto-oncogenes has been reported to be edinaf0% to 60% of samples of acute
myelogenous leukemia [116] (JP Radich 1990)

Just like mutations in c-myc constitutive activeraé- protein causes deregulation of the cell
cycle. Furthermore the tumour supressor p53 isemptressed in HL-60 leading to further

deregulation of the cell cycle and apoptosis. [117]

HL-60 cells were cultivated in RPMI medium contaigil0% FCS at 37°C, 5% GO

3.1.4 Rat fibroblast cell lines

Wesierska et al (1990) constructed primary Fistar embryo cells (RECs) containing
temperature sensitive mutant mouse p53 or mutansep53 in combination with mutated c-
Ha-Ras. Overexpressed p53 does usually lead tacyel arrest or apoptosis thats why its
not possible to study p53 regulatory functions wndermal circumstances. Using a
temperature sensitive mutant this problem can brumivented and can provide important
information about p53. Co-expression of mutant p&th mutant c-Ha-Ras is of special
interest as it allows us to investigate the effeétdouble mutants in a tumoursuppressor and
a protoncogene. Used plasmids were pLTRp53cGval 8hjmera of mouse p53 cDNA and
genomic DNA that encodes a temperature sensitiviamhyorotein with a substitution from
alanine to valine at position 135; which integratee the rat genome. The second plasmid is
called PVEJB which encodes a mutated c-Ha-Ras gadea Neomycin selective marker.
[118]

The RECs were isolated from the head of rats &reéifit time points namely 13.5 or 15.5
days gestation to evaluate potentially differefiuences of the microenvironment on cells of
different age. The four established rat cell linerevhamed 189/111 (isolated at day 13.5

gestation, containing mutant p53 + Ha-Ras), 1731(@lated at day 15.5 days gestation,
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containing p53 + Ha-Ras), 402/534 (isolated at #ayp days gestation, containing mutant
p53) and 602/53 (isolated at day 15.5 days gestatmntaining mutant p53).

Compared only by morphologic and ‘cell culture’ti@@s the four cell lines and the wild-type
primary rat fibroblast cell line 110/112 can alrgd distinguishedFig. 9). 402/534 (young
RECs, p53) and 602/534 (old RECs, p53) look vemilar to wild-type fibroblasts hence no
prominent differences can be detected under the hgcroscope whereas 189/111 (young
RECs, p53, c-Ha-Ras) and 173/1022 (old RECs, pb&-Ras) are way slimmer and longer
than wild-type cells and the other two cell lines.

Further 189/111 and 173/1022 cell lines divide iaster than 110/112 cells or cells only
containing temperature sensitive p53 instead of p58-Ha-Ras. One more interesting
features is that 189/111 and 173/1022 cells comlyi&ecover' form passaging after 18 hours
but 402/534 and 602/534 cell need at least 24 himud® so otherwise they show a strong
increase in G1 cell cycle phase that disappedtwitells are allowed to 'settle’' longer (data

not shown).

Rat fibroblasts were cultivated in DMEM red mediaontaining 10% FCS at 37°C, 8% €O

110/112 402/534 602/534
N 9% = / Y
7 ] h '3 / ‘ ¥ ,\i 5
189/111 173/1022

Figure 9. Morphologic features of REC cell linesLight microscopic photography
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3.2 Medications

All stocks of chemotherapeutics were sterilizedh®/use of a filter of 0.gm pore size.

Pharmacological CDK inhibitors

As CDKs are major components involved in all funeamal processes in the cell cycle they
soon became promising therapeutic targets. Inbibitif CDK kinase activity has turned out

to be a very efficient way to inhibit cancer cejicle progression hence novel therapeutics

often display similar effects as cellular CDKIs

3.2.1 Olomoucine (OLO)

HN
Y
A li“‘ N
H,C NH N H
Figure 10. Molecular structure of OLO

Olomoucine, 2-(2-hydroxyethylamino)-6-benzylaminor@thylpurine, is a purine derivate
that inhibits cell cycle dependent kinases 1, 28] by competing for the ATP binding cleft
in the catalytic site of the CDKs with ATP. [12%s ATP is required for CDKs to
phosporylate their targets this leads to inhibbtarget phosphorylation.

The Olomoucine master mix (50mM) was solved in DNIS@cks for cell treatment were

solved in the accurate medium (e.g. RPMI or DMEBIMSO in treated cell samples never

exceeded a maximum concentration of 2%.
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3.2.2 Olomoucine Il (OLO 1I)

HO

HsC /L

N N7

HC CHS

Figure 11. Molecular sturctur of OLO Il

Olomoucine 1l, 6-[(2-hydroxybenzyl) amino]-2-{[1-¥ydroxymethyl)propyllamino}-9-
isopropylpurine is a purine derivate just like Olmmine. The only differences between
Olomoucine and Olomoucine are a few structural ghanthat lead a higher inhibitory
activity. [126] Apart from the main cell cycle-rdgting kinases CDK1 and 2, Olomoucine Il
exerts specificity for CDK7 and CDK9, with importafunctions in the regulation of RNA
transcription. OLO Il was further reported to Igadactivation of p53 hence accumulation of

p21 and to inhibiton of Mdm2 ubiquitin ligase fuoei [127]
The Olomoucine Il master mix (L00mM) was solvedMSO, stocks for cell treatment were

solved in the accurate medium (e.g. RPMI or DMEBIMSO in treated cell samples never

exceeded a maximum concentration of 2%.
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3.2.3 Roscovitine (ROSC)

H:C

HO
NH N

CHS

Figure 12. Moleculare structure of ROSC

Roscovitine (also named Seliciclib) is a 2,6,9-sied olomoucine-related purine analog
that preferentially inhibits CDK1, 2, 7 and 9. [128further induces stabilization, activation

and accumulation of p53 in the nucleus via supprassf Mdm2 expression. [129]

The Roscovitine master mix (50mM) was solved in ODStocks for cell treatment were
solved in the accurate medium (e.g. RPMI or DMEBIMSO in treated cell samples never

exceeded a maximum concentration of 2%.

3.2.4 Cisplatin (CP)

Figure 13. Molecular structure of CP
(by: wikimedia.org)

Cisplatin ((SP-4-2)-Diamminedichloroplatinum ) 13 alkylating agent that inhibits cell cycle

progression cell cycle phase independent. It isairitbe most widely used and most potent
chemotherapy drugs. However, side effects in normisgues and organs, notably
nephrotoxicity in the kidneys, limit the use of glatin and related platinum-based
therapeutics. [130]. The damaged DNA elicits DNApair mechanisms, which in turn

activate apoptosis when repair proves impossih@l]f

A 1660uM stock of Cisplatin was provided by the gamy Platidima.
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3.2.5 Etoposide (VP-16)

HO

Figure 14. Molecular structure of VP-16

Epipodophyllotoxin derivatives, such as etoposi@16), constitute an important class of
anticancer agents belonging to a class of plardlailks. They inhibit DNA synthesis by
forming a complex with Topoisomerase Il and DNAdeg to protein-DNA cross links (so
called cleavable complexes) and nicked DNA. [132Fémulated breaks in DNA prevent

entry into the mitotic phase of cell cycle and I¢adell death.

The Etoposide master mix (50mM) was solved in DMS@gcks for cell treatment were
solved in the accurate medium (e.g. RPMI or DMEBIMSO in treated cell samples never

exceeded a maximum concentration of 2%.
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3.2.6 Nocodazole

O o0
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Figure 15. Molecular structure of NOCO

Nocodazole is a commonly used, synthetic, inhibatbmicrotubul formation. [133] Due to
lack of microtubul formation hence impaired mitadagpindle formation a reversibel block in

the M phase (prometaphase) of the cell cycle isded. [134]
The Nocodazole master mix (5mg/mL) was solved inSiM stocks for cell treatment were
solved in the accurate medium (e.g. RPMI or DMEBIMSO in treated cell samples never

exceeded a maximum concentration of 2%

3.2.7 Cyclopamine

Figure 16 Molecular structure of Cyclopamine

Cyclopamine is a naturally occurring steroidal &lichthat causes cyclopia (birth defect) by

specifically blocking the sonic hedgehog pathwamponent Smoothened. [135]
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The Cyclopamin master mix (5mM) was solved in DM3ihcks for cell treatment were
solved in the accurate medium (e.g. RPMI or DMEBIMSO in treated cell samples never

exeeded a maximum concentration of 2%
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3.3 Cell culture material

RPMI-1640 Medium
DMEM red Medium

heat inactivated foetal calf serum (FCS)

Difco Typsin250

G418 (neomycin derivate) 50 mg/ml stock solution
work concentration: 200 pg/ml

Cell culture dishes

Cell culture flasks

Cell Scraper

Filter 0.2 um (RC15, RC 25)

Incubator, Automatic Golncubator

Sigma
Sigma
PAA
Laboratories GmbH
BD
Roth

Corning Inc.

Corning Inc.

Sarstedt
Sartorius

New Brunswick

The cell culture was maintained without antibiogesept for the transformed rat cell lines
189/111 and 173/1022, were selection for the c-lda-€dntaining plasmid on G418 is

required.

3.4 Purchased Assays

CellTiter-Glo Luminescent Cell Viability Assay
Apo-ONE Homogeneous Caspase-3/7 Assay
CytoTox-ONE Homogeneous Membrane Integrity Assay

Multilabel-Multitask Plate Counter (Wallac 1420 VIOR)
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3.5 Buffers

10x PBS
Dulbecco’s phosphate buffered saline (DPBS) without
calcium chloride diluted in a ten-times smallerurok

than recommended by the producer

1x PBS
10x PBS diluted 1:10 with ¥

1x PBS-Tween 20
10x PBS diluted 1:10 with D
0.1 % (v/v) Tween 20

10x Blotting buffer — per litre
144 g Glycin

30 g Tris
2 g SDS (sodium dodecyl sulphate)
add ddHO

1x Blotting buffer (pH 8.3)
100 ml 10x Transfer buffer
200 ml Methanol

700 ml ddHO

10x Electrophoresis buffer - per litre
144 g Glycine

30 g Tris

10 g SDS (sodium dodecyl sulphate)
add ddHO
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Sigma

Carl Roth GmbH/
Merk
AppliChem

Carl Rotrh&m

Carl Roth GmbH

Carl Roth GmbH/
Merck
AppliChem

Carl Ratibd



10x TBS - per litre
24.2 g Tris base
80 g NaCl

add ddHO

RSB (reticulocytes suspension buffer) buffer
10 mM Tris/HCI pH 7.4

10 mM NacCl
1.5 mM MgCb

RIPA (radioimmuno precipitation assay buffer) buffer
50 mM Tris/HCI (pH 7.4)

500 mM NacCl
1 % (v/v) NP-40 (Nonidet P-40)

0.5 % (w/v) Na-Deoxycholic acid
0.1 % (w/v) SDS (Sodium dodecyl sulphate)

3.6 Solutions

Solutions for flow cytometric DNA measurement:

Stock solution for flow cytometric DNA measuremen{pH 7.6)

20.4 mM Tri-Sodium citrate x 2
0.6 % (v/v) NP-40 (Nonidet P-40)

9 mM Spermine tetrahydrochloride
3 mM Tris

Solution A containing Trypsin

9 mg Difco Trypsin 250
50 ml stock solution (pH 7.6)
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AppliChem
Merck

AppliChem/Carl
Roth GmbH

Roth

AppliChem/
Carl Roth GmbH
Merck
United States
Biochemical Corp.
Carl Roth GmbH
CatttRembH

Merck
UnitedStates

Biochemical Corp.
Sigma

AppliChem

BD



Solution B containing trypsin inhibitor and RNase A

150 mg Chicken Egg White (type 1I-0 = Trypsin inihaip) Sigma
30 mg Ribonuclease A (boiled before use for 3 nagut Sigma
50 ml stock solution (pH 7.6)

Solution C containing propidium

4.9 mg Propidium iodide Sigma
69.6 mg Spermin tetrahydrochloride Sigma
10 ml stock solution (pH 7.6)

20 mM Pefablock stock solution (5 pl/200 pl =1 miMm
12 mg Pefa-Block (protease inhibitor) Merck
50 ml ddHO

0.1 M PMSF (Phenylmethylsulfonyl fluoride) stock stution
0.1 M PMSF Calbiochem/Sigma

10 % APS (Ammonium persulphate)
1gAPS Carl Roth GmbH
10 ml ddHO

Carbonic Anhydrase | /BSA marker for protein gels @0 pl/lane)

20 pg/ul BSA (Bovine serum albumin) Amresco
20 pg/ul Carbonic anhydrase | Sigma
120 pl 2x SDS sample buffer stained/reduced

20 % SDS (Sodium dodecyl sulfate)

20 g SDS CarlRoth GmbH
100 ml ddHO

SDS/NaN/Tris buffer for 2x SDS sample buffer (pH 6.8) - pe100 ml

6,006 g Tris AppliChem

0.4 g SDS (Sodium dodecyl sulphate) CarlRotHh&m
0.01 g NaN Sigma
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2x SDS sample buffer non-stained/non-reduced - p&5 ml

0.5 g SDS (Sodium dodecyl sulfate) CarlRothbBm
2.5 mg EDTA (Ethylenediaminetetraacetic acid) réke

5 mg NaN Sigma

5 ml Glycerol Amresco

1.25 ml SDS/NalTris buffer for 2x SDS sample buffer (pH 6.8)

2x SDS sample buffer stained/non-reduced - per 25Im

0.5 g SDS (Sodium dodecyl sulphate) CarlRothh&m
2.5 mg EDTA (Ethylenediaminetetraacetic acid) réke

5 mg NaN Sigma

5 mg Bromphenol blue United States

Biochemical Corp.
5 ml Glycerol Amresco
1.25 ml SDS/NalTris buffer for 2x SDS sample buffer (pH 6.8)

2x SDS sample buffer stained/reduced
1 ml 2x SDS sample buffer non-reduced
20 ul 2.6M DTT (Dithiothreitol) stock solution ighna

Ponceau S

Ponceau-S working solution

0.1 % (w/v) Ponceau-S (Certistain) Merck

5 % (v/v) Acetic acid Fluka Chemika
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3.7 Other Chemicals

7-actinomycin A (7-AAD) solution
Acrylamide/bis-Acrylamid 30%
Aceton

BSA (bovine serum albumin)

DAPI (4'-6-diamidino-2-phenylindole)
DMF (Dimethylformamid)

DMSO (Dimethyl sulfoxide)

ECL blot detection system reagent A
ECL blot detection system reagent B
Ethanol (70%)

Fluorescent mounting medium
Hoechst solution 33342

JC-1 solution

MgCl,

Milk powder

Natrium acid (Nahy)

NaF

NaOH

Na-Vanadat

Paraformaldehyd

Protein Assay solution A
Protein Assay solution B
RNAse A (20 mg/mL)

Sucrose

TEMED (Tetramethylethylendiamin)

Sigma
Sigma
Merck

PAA laboratories

GmbH
Sigma
USB
Sigma
Amersham
Amersham
Alkoholhandels
Gmbh
Dako
Invitrogen
Alexis Biochem.
Roth
Fixmilch Instant
Sigma
Merck
Merck/Roth
Sigma
Merck
Bio Rad
Bio Rad
Sigma
USB
Roth
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3.8 Antibodies

Primary antbodies:

M30 CytoDEATH, Fluorescein, mouse monoclonal ardipo
mouse monoclonal anti-p53 (PAb 421) antibody

Ha-Ras antibody

Seconsdary antibodies:

anti-mouse IgG secondary antibody, Cy2 labelled

anti-mouse IgG secondary antibody, Biotin labelled

Strepdavidin coupled tertiary antibody, Cy3 labelle
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cdyene
DAKO

Jackson
ImmunoResearch
Laboratories Inc.
Southern
Biotechnology
Associates, Inc.

Sigma



4. METHODS

4.1 Seeding of cells

4.1.1 Seeding of cells growing as suspension cukur

o a0k~ w0 N PE

7.
8.
9.

Thoroughly rinse the cell suspension culture frobotle using a glass pipette
transfer medium, containing cells, into a Falcdwetu

centrifuge at 200 g for 3 min at RT

discharge supernatant (old medium + dead cells)

resuspend cell pellet in fresh medium

transfer cells (amount depends on required celsid@nto a new cell culture bottle
filled with fresh medium (volume of medium depenus cell culture bottle size;
small: 5 ml; medium: 13 ml; big: 20 ml)

number of cells in cell suspension is determinadgua Burker-Turk chamber

the resuspended cells are then diluted to a deosiy 10 per miwith medium

transfer cells of that density to Petri dishes (PB6-well microtiterplates etc.

10.PDs or well microtiterplates are then incubate@7(C for 24 hours (cells are allowed

to rest)

11.after 24 hours cells can be exposed to drugs

12.further procedure as follows

4.1.2. Seeding of adherent cells

© N o g B~ Wb PRE

Remove medium form cell culture bottle

rinse bottle with 2 - 3 ml of Trypsin to remove r@mng medium

add 2 - 3 ml of Trypsin to detach cell from celltave bottle

incubate at RT or at 37°C until all cells becom&adeed

inhibit Trypsin by adding an equal amount of medisupplemented with 10 % FCS
transfer the suspension to a Falcon tube

centrifuge at 200 g for 3 min at RT

proceed as listed in step 5 - 12 of the seedingguhare for suspension culture
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4.2 Determination of the number of living cells

4.2.1 CellTiter-Glo Luminescent Cell Viability Assy

1. Check status of cell cultures (100 pl & 5 % @€lls per well of 96 well plate) under the
light microscope to evaluate the cell density, baat contaminations etc.

centrifuge plate at 200 g for 5 min at RT

add equal volume of LumiGLO reagent (substrate ffebuto each well

mix gently

incubate for 20 min at 37°C to lyse cells

S

measure luminescence

4.2.2 Cell staining

4.2.2.1 Detection of cellular antigens by immunoflorescent staining

1. Check PD containing 2 ml & 5¥1@h @ 3cm PDs under the light microscope for
contaminations etc

2. remove medium

3. wash trice (in the PD) with cold 1x PBS for 5 min

4. fixate cells using MeOH/Aceton (3:2) for 30 min-20°C — take care not to let cells

dry up (leave a bit of PBS behind before adding Mé&xeton)

wash trice with cold 1x PBS for 5 min

permeabilize cells by slowly adding 0.2 % TritioAlRO in 1x PBS

leave for 20 min

wash trice with cold 1x PBS for 5 min

block cells in 1x PBS containing 3 % BSA or 5 %krplowder for at least 1 hours at

RT (better over night)

10.wash trice with cold 1x PBS for 5 min

11.add primary antibody (1:300 in T- PBS containingp3BSA or 5 % milk powder) and
incubate for at least 2 hours at RT

12.wash 5 - 6 times with T- PBS for 10 min

© 0 N o O

13.incubate with fluorescent secondary antibody (1:B500- PBS containing 3 % BSA

or 5 % milk powder) for at least 1 hours at RT
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14.wash 5 - 6 times with T- PBS for 10 min
15.if required DAPI (in mounting medium see DAPI stag) can be added

16.use correct filter to check cells under the fluossg microscope

4.2.2.2 Visualization of nuclei by DAPI staining

1. Check PD containing 2 ml & 5 x1lh @ 3cm PDs under the light microscope for
contaminations etc

2. remove medium

3. wash trice (in the PD) with cold 1x PBS for 5 min

4. fixate cells using MeOH/Aceton (3:2) for 20 mind&C — take care not to let cells dry

up (leave a bit of PBS behind before adding MeOleétAn)

wash trice with cold 1x PBS for 5min

permeabilize cells by slowly adding 0.2 % TritioAlRO in 1x PBS

leave for 20 min

wash trice with cold 1x PBS for 5 min

© 0 N o O

cover cells with DAPI solution:
a. dilute stock solution (20 mg DAPI in 2 ml DMF) 1:i®1x PBS
b. dilute the dilution 1:25 in mounting medium

10. carefully add ~500 ul of 1x PBS to avoid drying

11.use correct filter to check cells under the fluoezg microscope

4.2.2.3 Visualization of chromatin structure by Hoehst staining

1. Check PD containing 2 ml & 5 x1lh @ 3cm PDs under the light microscope for
contaminations etc

2. remove medium

3. wash trice (in the PD) with cold 1x PBS for 5 min

4. fixate cells using 4 % Paraformaldehyd in 1x PBS {p4) for 30 min at 4°C

5. wash trice with cold 1xPBS for 5 min

6. dry PD

7. add 2 ml of Hoechst solution (2 pg/ml) dissolvedFrA&RCS solution B (see material)

8. incubate PD for 30 min at 4°C in the dark

9. wash with ddHO

10.use correct filter to check cells under the fluoezg microscope
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4.3 Determination of the distribution of cells in dstinct cell cycle phases

4.3.1 DNA staining by FACS analysis

Check status of cell cultures (4 ml & 5 x*10 @ 6cm PDs) under the light

microscope to evaluate the cell density, bactenataminations etc.

2. transfer medium into a Falcon tube

© © N o

wash Petri dish with 1x PBS to remove medium ardi the liquid to the Falcon

tube

detach adherent cells by adding Trypsin (1 - 2anl) incubate at RT or at 37°C
until all cells become detachéabt necessary for suspension cutlures)

inhibit Trypsin by adding an equal volume of FC$@emented medium (not
necessary for suspension cultures)

centrifuge at 900 g for 3min at 4°C

wash cells twice with 1x PBS

resuspend cell pellet in approximately 100 pl oPBS (depending on pellet size)
transfer resuspended cells into a FACS tube

10.add 75 pul of the FACS solution A

11.incubate for 10min at RT

12.add 63 pul of the FACS solution B

13.incubate for 10min at RT

14.add 63 ul of the FACS solution C (Propidium iodsdaining solution)

15.incubate for at least 30 min at 4°C

16.measure the fluorescence (Ex/Em: 530/615nm)

4.3.2 Fixation of cells with ethanol (in case celtsan not be measured right away)

Fixation:

1. Check cells (4 ml & 5 x f0in @ 6cm PDs) under the light microscope for

contaminations etc.

2. pour medium into a Falcon tube

3. wash Petri dish with 1x PBS to remove medium ardithd liquid to the Falcon tube

4. detach adherent cells by adding 1 - 2 ml Trypsuhlaave until cells are detached (not

necessary for non-adherent cells)
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inhibit Trypsin by adding an equal amount of medi@mat necessary for non-adherent
cells)

centrifuge at 900 g for 3min at 4°C

wash with 5 ml 1x PBS

centrifuge at 200 g for 6 min at 4°C

resuspend the pellet in 500 ul 1x PBS

10. Transfer the suspension to a Falcon tube contamhmgnl ice cold 70 % ethanol

11.vortex thoroughly

12.store at -20°C until measurement

Staining procedure:

1.

o ok w0

Spin down ethanol-fixed cells at 200 g for 5 miA &t
Discard ethanol

Suspend the pellet in 5 ml 1x PBS and wait 60 sggon
Centrifuge at 200 g for 5 min

Resuspend fixed cells in 500 ul of the followingising solution:

9.9 ml 1xPBS
0.1 ml RNAse A (20 mg/ml)
0.1ml Triton X-100
200 pl P1 (1 mg/1 ml ED)
Measure the fluorescence (ExX/Em: 530/615nm)

4.4 Determination of programmed cell death

4.4.1 Apo-ONE Homogeneous Caspase-3/7 Assay

. Check cells (100 pl & 5 x iper well of 96 well plate) under the light micrope for

contaminations etc.

centrifuge plate at 200 g for 5 min at RT

3. transfer 50 ul of supernatant from each well téeghomicrotitor plate

add APO-ONE reagent 1:1 to supernatant and cellsugf treated samples, untreated
control sample and blank (APO-ONE reagent: APO-QGNBEstrate + buffer 1:100)
mix gently

incubate 30 min - 18 hours
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7.

measure fluorescence over each well at 499/521nm

4.4.2 CytoTox-ONE Homogeneous Membrane Integrity Asay

o bk~ 0N
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Check cells (100 pl & 5 x 1per well of 96 well plate) under the light micrope for
contaminations etc.

centrifuge plate at 200 g for 5 min at RT

add 2 pul of lysis solution to 100 pl of untreateditrol cells (pos. control)

transfer 50 ul of supernatant from each well téegkomicrotitor plate

add CytoTox reagent 1:1 to supernatant and celldrag treated samples, untreated
control sample positive control and blank

mix gently

incubate 10 min

add stop solution

measure fluorescence of each well at 560/590nm

4.4.3 Determination of the integrity of plasma memtane by dye exclusion test using 7-

AAD as a substrate

— Check cells (4 ml & 5 x £an @ 10cm PDs) under the light microscope for
contaminations etc.

- transfer medium into a Falcon tube

— wash Petri dish with 1x PBS to remove medium and e liquid to the
Falcon tube

— detach adherent cells by adding 1 - 2 ml Trypsid Bave until cells are
detached (not necessary for non-adherent cells)

— inhibit Trypsin by adding an equal amount of medi(imat necessary for non-
adherent cells)

— centrifuge at 900 g for 3 min at 4°C

- wash twice with 1x PBS

— resuspend pellet in approximately 500 pl of 1x R@&pends on pellet size)

— transfer resuspended pellet into a FACS tube

- add5ul7 AAD

— incubate in the dark for 20 min at RT
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— measure the fluorescence (ExX/Em: 555/655nm)

4.4.4 Determination of the potential of mitochondral membrane using JC-1 dye as a

substrate

Check cells (4 ml & 5 x 10in @ 6cm PDs) under the light microscope for
contaminations etc.

transfer medium into a Falcon tube

wash Petri dish with warm (37°C) 1x PBS to remoweimm and add the liquid to the

Falcon tube

detach adherent cells by adding 1 - 2 ml Trypsuhlaave until cells are detached (not
necessary for non-adherent cells)

inhibit Trypsin by adding an equal amount of medi{mot necessary for non-adherent
cells)

centrifuge at 900 g for 3 min aR5°C

7. wash with warm 1x PBS twice

9.

add 10 pl JC-1 solution (10 pl warm JC-1 stock atu[5 mg in 766 pl DMSQO]+ 90
pul warm DMSO)
add 490 ul of warm 1x PBS and resuspend cells

10.incubate in the dark at 37°C for 20 min

11.wash with warm 1x PBS 3 times

12.resuspend pellet in200 pl of PBS (depends on pellet size)

13.measure immediately fluorescence at two channekefg ExX/Em 510/527nm; red:

Ex/Em 585/590nm)

4.4.5 Flow cytometric determination of the caspas@-mediated cleavage of cytokeratin

18 by staining using FITC-coupled M30CytoDEATH monealonal antibody

1.

Check cells (4 mL & 5 x 40n @ 6cm PDs) under the light microscope for
contaminations etc.

transfer medium into a Falcon tube

3. wash Petri dish with 1x PBS to remove medium arddlagid to Falcon tube

detach adherent cells by adding 1 - 2 ml Trypsuh laave until cells are detached (not

necessary for non-adherent cells)
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5. inhibit Trypsin by adding an equal amount of medifimat necessary for non-adherent
cells)

centrifuge at 900 g for 3 min at4°C

wash with 1x PBS twice

Resuspend the pellet in 500 pl 1x PBS

add slowly 5 ml (10 fold amount of PBS) ice cold%0Cethanol

10.vortex thoroughly

© © N o

11.store at -20°C for maximal 30 min

12.Centrifuge 5 min, 200 g

13.Wash twice with 1x PBS + Tween

14.Resuspended in PBS sample can be stored at 4°@vige

15. Centrifuge at 200 g for5 min at4°C

16.Resuspend the pellet in 100pL 1x PBS-T containifg BSA

17.leave at 4°C for at least 1 hour (better over night

18. Centrifuge at 200 g for 5 min at 4°C

19.Add 300 ul of FITC-coupled M30CytoDEATH antibody:300 in 1x PBS-T) and
leave for at least 2 hours on RT

20. Centrifuge at 200 g for 5 min at 4°C

21.wash twice with 1x PBS-T

22.measure fluorescence generated by FITC-coupled ®280DEATH antibody in cells

undergoing apoptosis

4.5 Cell lysis and preparation of whole cell lysage(WCLS)

4.5.1 Lysis

1. Check cells (12 ml & 5 x 10n @ 10cm PDs) under the light microscope for
contaminations etc.

2. pour medium into a Falcon tube

3. wash Petri dish with 1x PBS to remove medium arddthd liquid to the Falcon tube

4. detach adherent cells by adding 1 - 2 ml Trypsihlaave until cells are detached (not
necessary for non-adherent cells)

5. inhibit Trypsin by adding an equal amount of medifimat necessary for non-adherent
cells)

6. centrifuge at 900 g for 3min at 4°C
55



7. wash with 1x PBS trice

8. resuspend pellet in approximately 1000 pl of 1x PBS

9. transfer resuspended pellet into a Eppendorf tube

10. centrifuge for 3 min at 1000 g

11.remove supernatant

12.add 1100 ul of PIPA lysis buffer ( RIPA buffer + 1:100 RMSF + 1:500 pl PEFA +
1:1000 pl Na-Vanadat + 1:1000 uM NaF) and resuspend

13.put on ice for 30 min

14.sonificate cells for 3 times 10 sec

15.keep onice

4.6 Cell fractionation and isolation of nuclei

1. Check cells (12 ml & 5 x 10n @ 10cm PDs) under the light microscope for
contaminations etc

2. vyield cells by scrapping
wash trice with cold 1x PBS

4. resuspend the pellet in ice-cold low salt buffieRSB buffer) (see materialsy use
about ten-fold volume of the pellet size

5. keep onice for 15 min

6. slowly add non-ionic and ionic detergents (to alficoncentration of 0.25 % NP-40,
and of 0.15 % NaDoc, respectively), use a 10 %kssotution

7. vortex thoroughly

8. incubate on ice for at least 5 minutes

9. potter 10 - 20 times/centrifuge at 1000 g for 10 i 4°C

10.take off the supernatant (cytosol) and store &tCG20

11.resuspend the pellet (crude nuclei) in 500 - 106fiRSB buffer (depending on pellet
size)

12.prepare a Falcon tube containing around 4 ml o6 M2 sucrose/10 mM MgGl
'carefully add the resuspended pellet on top ©f ihake sure not to mix the pellet
with the surose/MgGlso that a gradient can establish

13. centrifuge at 4000 g for 20 min at 4°C
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14.dissolve the pellet in SDS sample buffer non-s@imen-reduced (small pellet) or
RIPA lysis buffer containing PEFA block, PMSF, SadtVanadat and Sodium
fluoride (big pellet) and store at -20°C

4.7 Analysis of protein expression by immunoblottig

4.7.1 Determination of protein concentration

Centrifuge Eppendorf tube at 5000 g for 4 min at RT
add 5 pl of lysed cells to 15 ul ob@E dest.

add 100 ul Bio Rad Protein Assay solution A

add 800 ul Bio Rad Protein Assay solution B

wait 15 min

o 0k w DN R

measure samples and protein standards (BSA) atm50
4.7.1.1 BSA Standard
Master Mix: 0.05 g BSA in 1ml (=50ug / ul)

Solution I: 1:25 diluted master mix 10 pl + 240HR0
Solution II: 1:10 diluted solution | 10 ul + 90 HRO
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“4.7.1.1.1 Standard curve

[BSA] Vol. H,O [ul] Vol. solvent [ul] Vol. BSA-solution [pul]
[Lo] (RIPA solution)
0 15 5
0 15 5
1 10 5 sol. I1'5,0
2 5 5 sol. 11 10,0
3 --- 5 sol. 11 15,0
3 --- 5 sol. 11 15,0
5 12.5 5 sol.12.5
7 11.5 5 sol.I 3.5
7 11.5 5 sol.I 3.5
10 10 5 sol.1 5.0
15 7.5 5 sol.1 7.5
20 5 5 sol.1 10.0
20 5 5 sol.1 10.0
25 2.5 5 sol.1 12.5
sample 15 5 ul original sample

4.7.2 SDS-PAGE

Table 1. BSA standard kurve

1. Cast a SDS polyacrylamide/bis-Acrylamide gel (aamyide/bis-acrylamide

concentration depends on the molecular weight rémagehas to be analysed):

40 % acrylamide/Bis-acrylamide (ratio 40:1)

20 % SDS
10 % APS
TEMED

2 M Tris/HCI pH 8.7 (for resolving gel) or pH 6.8( stacking gel)

H>O bidest.

58



Resolving 8 % 10 % 12 % 15 % Stacking For all
gels Gel gels
30 % 2300 pl 2900 pl 3480 pl 4350 pl 30 % 320 pl
Acrylamide Acrylamide
2M 1650 pl 1650 pl 1650 pl 1650 ul 1M 300 pl
TRIS/HCL TRIS/HCL
pH 8.7 pH 6.8
SDS 20 % 44 pl 44 pl 44 pl 44 ul | SDS 20 % 12 pul
APS 10% | 39.6 pl 39.6 pl 39.6 pl 39.6 ul|APS 10 % 12 pl
TEMED 6.6 pl 6.6 ul 6.6 ul 6.6 ul | TEMED 2.4 ul
ddH,O 4759.8 pl| 4160 pl 3579.8 pl 2710 p|ddH0O 1753.6 pl
Total 8.8 ml 8.8 ml 8.8 ml 8.8 ml |Total 2.4 ml
Table 2. SDS polyacrylamide/bis-Acrylamide gel
2. mix 30 ug sample + x pl 2x sample buffer staineduced - see material - of a total
volume of 25 pl)

3. heat to 95°C for 5 min

4. store on ice for 5 min

5. spin down sample

6. apply to slab gel

7. run gel electrophoresis at 130 volt usingavex-X-cell Il apparatus filed withhx

electrophoresis buffer)

4.7.3 Protein transfer by electro-blotting

o 00k w0 N PE

put gel on 2 slices of Whatman Paper

activate PVDF membrane in MeOH (10 sec)

put membrane on top of gel

put 2 slices of Whatman Paper on top of membrane
remove air bubbles

cover membrane/gel/Whatman Paper with blottingdngbaked sponges
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7. transfer into blotting chamber filled with blottidgffer
8. blot for 1h (120 V) or o/n (30 V)

4.7.4 Ponceau S staining

- Activate membrane in MeOH

— dye with Ponceau S (0.1 %(w/v) Ponceau S in 5 %@eetic acid for 5 - 10

min

— wash out Ponceau S with,® or MeOH
4.7.5 Membrane blocking to avoid unspecific binding

Incubate in:
(10 ml of 2.5 g milk in 50 ml 1x PBS + 0.1 % Twedh(@on-phospho specific
antibodies) or
(10 mlof 1.2 g BSA in 40 ml 1x TBS + 0.1 % Tween(pBospho specific
antibodies)

Discard the saturating solution

4.7.6 Incubation with primary antibodies

1. Add primary antibody (1:1000 dilution in BSA / 1BE + Tween 20 or milk / 1x PBS
+ Tween 20) and incubate for 1 - 2 hours at RT/orab 4°C

2. wash at least 3 times 10 min with 1x TBS + Tween 20

3. incubate 1 - 2 hours with secondary antibody (206 or 1:10 000; depending on the
features of primary antibody used)

4. wash at least 3 times 10 min with 1x TBS + Tween 20

5. discard the solution
4.7.7 Detection of the immune complexes

1. Mix reagent A (1000 ul) with reagent B (25 pul) fr&&@L+ Western blot detection kit
2. load on membrane
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incubate for 3 - 5 min
discard the solution and cover the membrane withfSaran

put a film on top of the membrane (in darkness)

o g bk~ w

keep membrane + film in the dark and incubate feguired time (depends on
antibody)
7. develop film

4.7.8 Stripping of membranes

1. Activate membrane in MeOH

2. wash membrane in ddB for 5 min

3. transfer the membrane to 0.2 M NaOH (e.g. 0.5 n@®Nan 9.5 ml dHO) and leave 5
min

4. wash membrane in ddB for 5 min

5. restart with blocking (see blocking)
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5. RESULTS

5.1 Anti-proliferative action of OLO and OLO II on human HL-60

leukaemia cells

Short- and long-term effects of OLO and OLO Il on he number of living human HL-60
cells

The anti-proliferative effects of OLO and OLO Il etuman HL-60 leukaemia cells were
assessed using ‘CellTiter-Glo Luminescent Cell Yigbassay’. As previously described in
the section Material and Methods, this assay isdas the measurement of the concentration
of adenosine triphosphate (ATP), an attribute ofai@lically active cells, which allows the
determination of the number of viable cells withire broad range. This one-step reagent
contains firefly luciferase and luminol, its sulasé. However, in the absence of ATP the
reaction can not occur. Cells can be used as acesanfr ATP provided that the major
components of the reaction encounter the nucleofitierefore, the reagent lyses cells and
thereby releases ATP. This starts the reactioritnregun the generation of luminescence. The
intensity of the generated light strongly dependsh® encountered ATP concentration and in
consequence on the number of living cells. Hencenndompared to untreated control cells,
the reduction of the ATP level in drug treated sEmmlirectly reflects the decrease of cell
number of viable cells.
HL-60 cells were treated with the tested CDK intaks (OLO, OLO II) for 24 hours at the
indicated concentrations and the cellular ATP lewgls determined immediately after
treatment or after the medium was changed (MC) aail$ were cultivated in a drug-free
medium for further 48 hours. From the dose-respansge the so called half maximum
inhibitory concentration (I€s) for each drug and each condition was calculaldek 1G,
indicates the concentration of a drug requirecethuce the cell number by 50 % as compared
to the corresponding control.
Low doses of OLO (up to 50 uM) do not lead to ansigant reduction in cell number (see
Fig. 179. On the other hand high OLO concentrations (75 HM¥50 uM) - especially the
highest dose (150 uM) — exert strong anti-proliigeaeffects on HL-60 cells. As indicated in
Fig. 17a the Ig for OLO was 104.4 uM for 24 hour treatment. Afexposure of HL-60
leukaemia cells to 150 uM OLO for 24 hours the crlimber was almost completely
eliminated.
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We further tried to determine so called ‘long teeffiects’ of OLO. For this purpose the
culture medium was changed after treatment of HLe&lls for 24h and cells were
subsequently post-incubated in fresh, drug-freeinmedor further 48h. As shown in figure
17a, the IGy value for HL-60 cells maintained under these cbon$s decreased by
approximately 40 % (65.5 uM) thereby indicatingtttfee consequence of CDK inhibition
persisted even after two days in the absence afrimp

As its name indicates, OLO Il is the successohefdonventional OLO and just like OLO it
has already displayed promising therapeutic effentvarious cancer cell lines e. g. human
MCF-7 breast cancer cells. In my diploma thesignes to elucidate whether OLO Il would
exert comparable effects on HL-60 cell proliferatmr maybe even surpass those effects. As
shown in figure 17b OLO Il inhibited the prolifeia of HL-60 cells at much lower
concentration; its 16§ was 2.81 uM for 24 hour treatment and 1.84 uM whelh were
subsequently post-incubated in a drug-free meditime. cell number was almost completely
diminished after treatment with 5 puM OLO for 24 ®only around 10 % of the original

cell number remained).
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Above results indicate that OLO Il inhibited preli&ition of HL-60 cells at approximately 40-
fold lower doses.
The statistical significance of the results obtdiner both agents was evaluated by

appropriate tests-{g. 18a and b).

**p<0,001

** p<0.01 *** p< 0,001
oLoll - b0t
* p<0.05
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Figure 18. Significance of the action of OLO or OLOIl on the number of HL-60 cells
Following statistic tests were used: One-way-ANO\DAInnett post test

The observation that both tested CDK inhibitorsuesatl the number of viable HL-60 cells
does not give any information on the mechanismth@fobserved effect. This diminution of
cell number could be the result of cell cycle arreduced by certain anti-cancer drugs or it
could alternatively be due to direct cell killings both OLO and OLO Il are known to act as
pharmacological inhibitors of cyclin dependent ls@ave examined the effect of OLO and
OLO 1l on the cell cycle progression. Untreatedscahd cells exposed to these drugs were
collected, cells were stained with propidium iodabtzording to a well established procedure
and the DNA concentration in single cells was deteed by flow cytometry.

OLO and OLO Il induce a weak cell cycle arrest in H.-60 cells

HL-60 cells were treated with 20, 50 and 150 uMD&O for 24 hours. Cells were processed
for propidium iodide staining immediately afteratment or additionally after post-incubation
in a drug-free medium for further 24 or 48 hourfieAcontinuous treatment for 24 hours no
visible effects on the cell cycle progression cdogddetected at any drug concentration used
except for 20 pM OLO. This apparently strong impaicOLO at such a low dose (20 uM)
has to be confirmed in additional experiments sifeevalues between distinct experiments
strongly varied.

Interestingly it became apparent that treatmentHaf60 cell with OLO at a final
concentration of 150 pM OLO resulted in an accummhaof hypoploid cells indicating that

cells died by apoptosis.
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Treatment with OLO seem to have long term effects

The size of the hypoploid cell population decreadedng post-incubation period in a time-
dependent manner. Compared to our results obtaimntd cells treated for 24 hours the
pattern of cell cycle distribution changed aftestimcubation of OLO-treated cells for 24
hours in drug-free medium. In this case a markedeese in & cell cycle phase could be
detected Fig. 19. The increase of the frequency of thg &@ll population was transient and
disappeared after post-incubation for further 2drboTherefore, it seems that HL-60 cells

are able to recover fast from OLO-induced cell eyarrest.
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In the next step similar experiments were performaith OLO Il, a second tested CDK
inhibitor. HL-60 cells we treated with OLO Il at meentrations ranging from 1 uM up to 20
UM for 24 hours. OLO Il at low doses (1 and 2 uMddt induce cell cycle arresE(g. 20).
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Higher doses (in our case 3, 5, 10 and 20 uM) ¢ed slight decrease of;Ghase and
concomitantly to an increase in, @hase of the cell cycle. This effect became esfigci
apparent at concentrations of 10 uM OLO Il. The esdarand was observed after continuous
treatment for 48 hours with 3 UM OLO Fi@. 21). It is obvious that OLO Il didn’t diminish

the ratio of S-phase cells.
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Figure 21. Comparison of G/G, ratio of HL-60 cells after treatment with OLO II.

Values were normalized against a correspondingabnt

OLO Il was previously shown to specifically inhil@DK2 (responsible for (S progression)
and to activate p53 hence the cell cycle inhibp@t in a variety of cell lines. In HL-60 cells
it seems realistic that OLO Il exerts the samectfben CDK2 but that cell cycle progression
is still possible due to lack of p53 until cellsemt in G phase due to p53 independent
mechanisms.

Exposure of human HL-60 cells to OLO Il for 24 heuwesulted in a marked accumulation of
sub-G cells. This effect was dose-dependent within #uege from 2 uM to 10 uM. The
highest frequency of hypoploid cells (up to aros@ % of the gated diploid cells) was
observed after treatment with 10 uM of OLO Hid. 20) At 20 uM the size of population of
sub-G cells decreasedr(g. 20).

Again, it was of great interest to determine howglahe OLO ll-induced changes of the
distribution in the cell cycle phases may persigherefore, HL-60 cells treated with
increasing concentrations of OLO 1l (1, 2, 3 andM) for 24 hours were post-incubated in
drug-free medium for further 24 or 48 hours. Inséirgly OLO Il was still able to induce
apoptosis in a concentration-dependent fashiom afeglium change and the cell cycle arrest

became even more apparent after cultivation in @g-flree medium for 24 hours. In
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comparison we were unable to show cell cycle airestlls treated with 2 or 3 uM OLO I

for 24 hours that were subsequently transferreddoug-free medium for 48 hours. Apoptotic
cells were still detectable. Thus, it appears Hiat60 cells are able to rapidly recover from
OLO Il induces cell cycle arrest and that OLO Hosigly exerts its main function on human

leukaemia cells by other means — one of them piglimding the induction of apoptosis.

OLO and OLO Il induce caspases-dependent apoptosis HL-60 cells

The accumulation of hypoploid HL-60 cells upon tme@nt with both studied CDK inhibitors
indicated that the drugs trigger them to apoptoBisensure that accumulation of hypoploid
HL-60 cells is attributable to the induction of gpasis, we performed several methods and
assays to determine whether OLO and/or OLO Il iedapoptosis and to discriminate
apoptosis from necrosis. For comparison, experisneigre performed with two anti-cancer
drugs frequently used in the clinical routine nameisplatin (CP) and etoposide (VP-16).
Unlike OLO and OLO II, both, CP and VP-16, are syly cytotoxic, generate free radicals

and induce severe DNA damage.

As previously done, we treated HL-60 cells with ghu(OLO, OLO II, CP, VP-16) at
different concentrations for 24 hours. After 24 IAPO-ONE assay was performed as
described in the section “Methods”. The APO-ONEagss designed to detect the activity of
the two Caspases 3 and 7 that are effectors axtnmsic and intrinsic pathway of apoptosis.
APO-ONE reagent provides a pro-fluorescent sulestdtodamine 110) for caspases and
lyses/permeabilize cells. In the presence of atvaCaspase 3/7, rhodamine 110-coupled
substrate encompassing DEVD tetrapeptide motiléaved by the apoptotic proteases and
leaving groups become fluorescent. The intensityhef generated fluorescence is directly
proportional to the caspase 3/7 activity presenthensample. In a parallel assay the number
of viable cells is determined by a cell viabilitgsay e.g. the previously used ‘CellTiter-Glo
Luminescent Cell Viability assay’. Quantificatioa achieved after dividing the measured
fluorescence (relative fluorescence unit [RFU])thg number of viable cells. Finally, values
obtained for distinct samples are normalized agaimsse determined in untreated controls
(% of control cells).

The activity of caspase 3/7 was determined sepgratéhe culture supernatant and in cells.
Considering the fact that a difference in the ant®wf activated caspases between cells and
supernatant could occur, the fluorescence was mezhsequentially at 3 different time points
(1, 2, 6 hours) after APO-ONE buffer/substrate addito obtain reliable results.
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As shown in Fig. 22, caspase 3/7 were stronglyaied after treatment with all tested drugs.
Remarkably, the caspase 3/7 activity was detectdtd cells as well as in the supernatant
indicating that after 24 hours treatment the apipiarocess was advanced. Taking a closer
look one can see that OLO Il and CP at a final eatration of 1 uM displays the same

ability to induce apoptosis in human HL-60 leukaamells. Only VP-16, which seems to be

especially effective in inducing apoptosis in HL-&hows higher apoptotic potential. To

induce apoptosis with the conventional Olomoucingcimhigher drug concentrations are

required. In this sense, the effectiveness of 1d0QLO is comparable with that exerted by 5

UM OLO Il (Fig. 22).

Caspase 3/7 activity
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Figure 22. Increase of caspase 3/7 activity afterdatment of HL-60 cells for 24 hour with CDK inhibitors.
The upper half of the diagram represents caspasacBity measured in the supernatant; the loveet ghows

caspase 3/7 activity determined in the cells.

OLO and OLO Il induce release of cellular lactate &hydrogenase (LDH)

Lactate dehydrogenase (LDH) is a soluble cytosatizyme that is released into the culture
medium following loss of membrane integrity resudtifrom either apoptosis or necrosis.

LDH activity, therefore, can be used as an indicafaeell membrane integrity and serves as a
general means to assess cytotoxicity resulting fileenaction of chemical compounds. Cyto-

TOX-ONE assay is a fluorometric method for estimgtthe number of non-viable cells by

measuring the release of lactate dehydrogenasethetaculture medium. Released LDH is

measured using a coupled enzymatic assay thatgesuhe conversion of resazurin into the
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fluorescent resorufin. Quantification is achieveddividing the amount of released LDH by
the number of viable cells ascertained by a cedbiity assay e.g. the previously used
‘CellTiter-Glo Luminescent Cell Viability assay'.irkally, values obtained for distinct

samples are normalized against that determinedtieated controls (% of control cells). As
a positive control a sample obtained after lysisanftrol cells was used.

After treatment of HL-60 cells with OLO, OLO II, C&énd VP-16 for 24 hours the LDH

release was determined and again a strong induofi@poptosis by OLO and OLO Il was

detectedFig. 23).
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Figure 23. Accumulation of LDH in culture medium afer treatment of HL-60 cells with distinct drugs fa
24 hours

OLO and OLO Il lead to loss of the potential of themitochondrial membrane

Another method to detect apoptosis is the detetmmaf the potential of the mitochondrial
membrane by JC-1 staining. The mitochondrial pelitigatransition is an important step in
the induction of cellular apoptosis. JC-1 is a faszent dye (5,5',6,6'-tetrachloro-1,1',3,3'-
tetraethylbenimidazolylcarbocyanine iodide) thagnsis the loss of the mitochondrial
membrane potential. The negative charge establibgetie intact mitochondrial membrane
potential allows the lipophilic dye to enter thetmshondrial matrix where it accumulates and
forms aggregates. However, in apoptotic cells J@mains in the cytoplasm in its
monomeric form. After excitation with UV light, treggregated and monomeric form of JC-1

show different absorption/emission maxima that lbarmeasured by flow cytometry in two
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separate channels and distinguished by bivariaaéysis. We performed JC-1 staining using
HL-60 cells treated for 24 hours with OLO, OLO@P and VP-16.
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Figure 24. Loss of J-aggregate formation in HL-60@lls upon treatment with distinct drugs for 24 houis

Again we could confirm that the number of apopteattls resulting from treatment with
150 uM OLO equals the amount resulting from treatnvath 5 uM OLO 1l or 10 uM CP.
Etoposide (VP-16) still remains the most potent-&{Lkiller' (Fig. 24).

OLO or OLO Il treated cells accumulate 7-aminoactiromycin D (7-AAD)

Cellular accumulation of 7-AAD is a sensitive témt monitoring changes of the integrity of
plasma membrane. Depending on its status, the 7-8yis able to enter dead/late apoptotic
cells, whereas it is excluded from live cells. Tal®ws the discrimination between dead and
live cells and their quantification by flow cytormgt Again, a marked uptake of 7-AAD was
observed in HL-60 leukaemia cells after treatmeith wested drugs for 24 hourEig. 25
indicating that the cells were in late stages afdpsis.
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7-AAD uptake
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Figure 25. 7-AAD positive cells after drug treatmenfor 24 hours

Taken together all our results strongly indicatat e tested CDK inhibitors exert a strong
pro-apoptotic potential on the human HL-60 leukaenoells line. It is obvious, that

Olomoucine Il is more effective than Olomiucine awanparable with Cisplatin, a commonly
used therapeutic agent. As already mentioned Gisplasplays various serious side effects in
the clinical use but is still widely use due to thek of better, equally potent alternatives.
Olomoucine 1l on the other hand has so far prowerbé non-genotoxic, only slightly

cytotoxic and is hence a very promising - only sinvery recently commercially available -

pharmacological CDK inhibitor for the use in hunsute myeloid leukaemia.

5.2 Effects of OLO, OLO Il and ROSC on human cervial carcinoma cells
(HelLaS,)

The CKI Roscovitine (ROSC) is a potent inhibitor of cell cycle progression in

asynchronously growing HelLa cells and is further ale to induce apoptosis

As we had already observed that Olomoucine and @lame Il are able to induce a weak
reversible cell cycle arrest and promote a strgmgptotic signal in human leukaemia cells,
we decided to examine their effectiveness on huRwlma cervical cancer cells. Both human
HeLa cervical cancer cells and human HL-60 leukaerrils are fast dividing, exponentially
growing and aggressive cells. However, HeLa celtsHPV-18 positive and therefore they

escape from the proper cell cycle regulation duethte expression of HPV-encoded
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oncoproteins. Considering this fact, it was impatt@ prove whether CDK inhibitors would
be able to inhibit proliferation of cells lackiniget G/S checkpoint.

Previous results in our lab had already lead toasumption that Olomoucine was indeed
able to affect HeLa in much the same way as itctdfit HL-60 cells (data not shown). To
further elucidate the effects of the inhibition@DKs in HelLa cells, we raised two questions.
First, we asked whether the tested pharmacolo@&& inhibitors would be able to inhibit
cell cycle progression and also induce apoptoswsyirchronized cells, and if yes, in which
cell cycle phase. As depicted in Fig. 26 Roscogitinduces a &arrest at both used
concentrations (20 and 40 puM) in asynchronouslyvgrg HelLa cells. It became evident that
higher ROSC concentrations were necessary to tmispoptosis. The number of hypoploid
cells increased after exposure of cells to 40 uMSRQ@or 6 hours and reached a maximum
after further 12h.
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Figure 26. Effect of ROSC on the distribution of cls in distinct cell cycle phases after treatmentfo

asynchronously growing HelLa cells

In parallel assays the frequency of apoptotic He¢lés was determined using CytoDEATH
M30 monoclonal antibodyies. The anti-serum direcégginst caspase-3-cleaved form of
cytokeratin 18 stains selectively cells undergapgptosis. Interestingly, the highest number
of CytoDEATH-positive HelLa cells was detected attelatment of HelLa cells for 12 hours
(Fig. 27).
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Caspase 3 mediated cleavage of
Cytokeratin-18 in HeLa cells
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Figure 27. Quantification of caspase-3 cleaved cyeratin 18 in HelLa cells after treatment with Cisphtin
(CP) and Roscovitine (ROSC) using CytoDEATH M30 aribodies staining of cellsThe cells were exposed
to the drugs for 12 or 18 hours. The CytoDEATH M3&ined cells were quantified by flow cytometry.

The above results indicate that the dose-depermlgnbmes of the treatment of HeLa and
HL-60 cells with CDK inhibitors are similar.

Serum deprivation does not lead to cell cycle arrésn HelLa cells

One method to synchronize cells in @hase is serum starvation. In the absence of emiog
stimuli normal and some cancer cells become adestds because they cannot progress
through G phase and cannot pass the/Sscheckpoint. As HelLa cells do not have a
functional G/S border due to E7-mediated inactivation of thénoblastoma protein, one
would expect low, if any, effect, on the cell cygogression of HelLa after serum
deprivation.

Our results confirmed the suspicion. Serum witha@dasdn't affect the distribution of HeLa
cells in the cell cycle phaseBig.28), thereby evidencing their independence from naitesg

Moreover, unlike in some cell lines, serum depivain HelLa cells didn’'t induce apoptosis.
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Figure 28. Cell cycle distribution after serum depivation and OLO/ROSC treatment

Interestingly, release of serum-starved HelLa ¢elBCS- and CDK -inhibitors supplemented
medium didn't reveal any spectacular changes. Dmsl@gpendent accumulation of,-G
arrested and apoptotic cells resembled those oddeafter Olomoucine or Roscovitine

treatment of asynchronously growing HelLa cefflig)( 28).

OLO induces a G arrest in HeLa cells released from Nocodazole-meated mitotic block

In the next step HelLa cells were synchronized isIMGphase using Nocodazole, a
microtubule disrupting drug. Nocodazole is a comiyamsed synthetic inhibitor of the
microtubule polymerisation that reversible blocke tell cycle in @M phase Fig.29a and
309). After exposure of HelLa cells to Nocodazole f8h,Lcells were accumulated in/@l
phase (87 to 99 %) as evidenced by flow cytomet@@asurement of DNA concentration in
single cells. Considering the fact that using timsethod it is not possible to distinguish
between cells blocked ins&Gand M-phase, additional test were performed.Ceére stained

with Hoechst to visualize chromatin and then ingp@cinder fluorescence microscopy.
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Using this method it was clearly visible that noapole-treated HeLa specimen were highly
enriched in cells blocked in the mitosis. Then shendle drug was removed and cells were
released in the medium or directly to medium witbr@oucine or Roscovitine for 6, 12 or 24
hours.

The Nocodazole induced cell cycle block is revéesifter wash-out, cells released from
mitotic block to medium progressed through the cgtlle and after 6 hours the population of
cells in early G phase reached about 80 %. 24 hours after theseefeam mitotic block the
distribution of cells in distinct cell cycle phaseas comparable with that of asynchronously
growing cells Fig. 29a and 29h. These results showed that shortly after washajut
Nocodazole the population of HelLa cells is partiginchronized in the early;@hase of the
cell cycle.

In the next experiments, the early ghase-synchronized HelLa cells were exposed to @LO
to ROSC.

Interestingly, after 12 hours OLO (40 or 100 uMnsiently arrested HelLa cells in @hase.
After 24 hours an accumulation of, @r S-phase at 40 uM and 100 uM OLO, respectively,
was observedHig. 29b and 29§. Moreover, after release of HelLa cells from nazude-
induced mitotic block a population of apoptoticlseppeared. Treatment with OLO at both
concentrations elevated the rate of apoptosisZ9ig.and 29c.

)] b)]

control 40uM OLO 100uM OLO

1004 % 100+ = i 100-
: BEEE -
B S
50+ 504 50+ /3 G2/IM
K sub-G1
" c g § §

H

Hi
H

Distribution of cells in
distinct cell cycle phases [%)]

V°$

HA
A
W2
H
A/

HeZA
S,

W/

_18h 18h
Noc - _18h_ 6h - [12n - [24n - 6h - j12h - J24h -
drug free - - 6h - 6h| - 12h| - 24h
ROSe - - eh| - 12n| - 24n

Figure 29. Cell cycle phase distribution after celtycle block in G, phase using Nocodazole and subsequent

treatment with OLO
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Roscovitine strongly inhibits cell cycle progressio in HelLa cells released from
Nocodazole-mediated mitotic block

Release of Hela cells from mitotic block directiyd medium containing ROSC markedly
affected the cell cycle progression. The observeahges were dose- and time-dependent
(Fig. 30b). After treatment for 6 hours, ROSC partially pgated the progression of cells and
an increase of £&cell population was observed. The €ll increase was more pronounced at
higher ROSC dosage and was accompanied by draredtiction of the S-phase celBid.
30b). The exhaustion of S-phase cells was also obdelueing the next 12 hours thereby
indicating that inhibition of CDKs in HelLa cellsleased from mitotic block strongly impairs
the cell cycle progression.
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Figure 30. Effect of ROSC on the distribution of H&a cells in distinct cell cycle phases after releaswf G,

synchronized cells from Nocodazole-mediated block

Taken together, the effects exerted by CDK inhigiton asynchronously growing cells, on
cells released from serum starvation or from nuttliock strongly differ. The inhibition of

cellular CDKs by two pharmacological inhibitors mgsonounced interfered with the cell
cycle progression. It remains to elucidate whichkORas functionally impaired after ROSC

treatment.
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5.3 Effects of OLO, OLO Il and ROSC on immortalizedand transformed
rat fibroblasts

Temperature-sensitive p53 mutant induces ¢ arrest in rat cells maintained at
permissive temperature

Human Hela cells represent a good experimental miodecancer cells lacking the G1/S
checkpoint due to E7-mediated Rb inactivation. fremttheir p53 protein is not functional as
a result of the E6-mediated ubiquitylation and degtion. Inactivation of both tumour
suppressor proteins confer HelLa cells an enhanogdi@limited mitotic potential.

In the next studies another experimental model wgasl that allows comparing immortalized
and highly transformed cells possessing the sametigebackground. The immortalized and
highly transformed rat cell clones were generatechfprimary rat fibroblast after constitutive
expression of ts p3%'? mutant alone or in combination with mutated c-HesRespectively.
Two immortalized cell lines designated 402/534 68d/534 and two highly transformed cell
clones termed 189/111 and 173/1022 were investigéis a control, rat embryonic cells
(REC) used for establishing the cell clones weedugfonstitutively activated c-Ha-Ras is a
characteristic of many tumours leading to growtttdaindependent cell proliferation.

To ensure that the established rat cell clonesgh@d3 phenotype as predicted, cells were
cultivated at a basal temperature (37°C) and tlngited to 32°C or 39°C. These cell lines
switch in a temperature-dependent mode betweenopypas: wild-type p53 at 32°C, at 37°C
predominantly mutated p53 and at 39°C exclusivalyamt p53.

To determine their cell cycle distribution all foREC clones were cultivated at 32°C, 37°C
and 39°C and DNA concentration in single cells wasasured by flow cytometry. FACS
analysis revealed that the cell cycle distributdrall the cell lines is temperature-dependent
(Fig. 31). The p53-mediated cell cycle arrest became eviae®2°C as compared to primary
rat fibroblasts 110/112 that express endogenoud-tyile p53 at physiological level. A
marked reduction in S phase and a prominentél cycle arrest was observed in all four rat
cell lines at 32°C. At 37°C the;Gopulation is still frequent, but slightly reducespecially

in transformed cells. At 39°C an increase in S phasssociated with the reduction of the G
population— especially in 189/111 and 173/1022scell
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Figure 31. Cell cycle distribution at various tempeatures

Temperature-dependent intracellular localization ofts p53=°V® mutant

To examine whether the temperature-dependent chaofgine cell cycles are coupled to ts
p53=°V@ |ocalization, we performed p53 staining using amdiles coupled to a flourochrome
(see methods).

As expected, at 32°C p53 protein was localizechertucleus were it can exert its functions
as a transcription factor. However, at 39°C p53 feasid in the cytoplasng. 32). These
results confirm previously published data (Wesiar§8ladek et al. 1996) and indicate that p53
can exert its normal tumour suppressor functioelgat the permissive temperature (32°C)
but is unable to do so at elevated temperaturedant 39°C) .
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Figure 32. Immunostaining of RECs (189/111, 173/102402/534, 602/534) maintained at 32°C or 39°C.

Chromatin was visualized by DAPI staining

At 37°C approximately 70 % of p53 protein is lozall in the cytoplasm. In the primary rat
cells 110/112 p53 protein expressed in low levelgxclusively localized in the nucleus at
37°C (data not shown).

Kinetics of p53-**¥e.dependent G arrest after shift to 32°C

As already mentioned p5%¥®

adopts wild-type conformation at the permissivagerature
(32°C) and should hence be able to exert its rléha guardian of the genome'. As shown in

Fig. 33, elevated p3%V? expression was observed in cells collected aftkivation at 32°C.
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Figure 33. Immunoblotts of 189/111, 173/1022, 403% and 602/534 cells at 37°C or 32°C

As depicted in Fig. 34, the c-Ha-Ras transformegngo(189/111) and old (173/1022) RECs
arrest quite quickly after shift to 32°C. Alreadffea 6 hours a slight Garrest occurs that
further increases after longer maintenance at énmigsive temperature. The increase of the
G1 cell population is accompanied by a marked redlicof S-phase in both cell lines.
Interestingly, in the cell line 173/1022 the ghase was markedly diminished after 24 hours
(Fig. 34).
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Figure 34. Cell cycle distribution of 189/111 and 23/1022 cells after temperature shift to 32°C

In immortalized cells 402/534 (young) and 602/58#) that proliferate much slower, the

onset of p53-mediated cell cycle arrest was obseafeer 9 hours at 32°C. Moreover it
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became obvious that 402/534 cells are more effigiearrested in @ phase than 602/534
cells Fig. 35).
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Figure 35. Distribution of 402/534 and 602/534 cslin distinct cell cycle phases of after temperatar shift
to 32°C

Summarizing the above data one may conclude thhkeuthe size of the S-phase in
transformed cells cultivated at basal temperatutgrua that in immortalized cells.

Furthermore, there is a difference in the kinetitgell cycle arrest between young and old
cell clones generated from embryonic rat cellsatsal from embryos at different time points
of gestation (13.5 day versus 15.5 day). The oleskedrfference is probably attributable to

the differentially advanced development of the erabr

In both transformed cell lines c-Ha-Ras is exprésgecomparable levels.

p53-mediated cell cycle arrest is reversible

Further experiments confirmed that the p53-mediatetl cycle arrest initiated at the
permissive temperature was reversible. Cells miaiedafor 24h at 32°C were shifted back to
the basal temperature of 37°C. All tested celldire-enter the cell cycl&ig. 36. Generally,

transformed cells re-entered the active cell cyobee rapidly that immortalized cells.
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Shift of G4-arrested cells to 37°C
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Figure 36. Distribution of rat cells in distinct cdl cycle phases after back shift of Garrested cells to 37°C

Again, different kinetics in the cell cycle recoyeand progression between cell clones
generated from young (189/111, 402/534) and old REC3/1022, 602/534) became evident
(Fig. 36). These results strongly indicate that RECs isdldtom embryos at 13.5 and 15.5
gestation day strongly differ in their developmeptogram and probably in the

microenvironment.

A prolonged increase in S-phase in transformed calimaintained at 39°C

As already mentioned ts p53'® protein fully adopts mutant conformation at 39°C.
Furthermore, at 39°C ts p53'@ protein is exclusively localized in the cytoplasmd is
hence inactive as a transcription factéfig( 32). Interestingly, this shift of the p53
conformational status has a marked impact on theyde progression and cell proliferation

primarily in transformed but at lower extent in irartalized cellsfig. 37).
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Figure 37. Cell cycle distribution after shift to 3°C

The strongest increase in S-phase was detectedamsférmed cell lines (189/111 and

173/1022 cells). In both immortalized cell line924534 and 602/534) the accumulation of S-
phase cells was transient and after 24 hours #guéncy of the S-phase population was
diminished. These results are consistent with thetics of cell proliferation and corroborate

the assumption that overexpression of mutated ®&facooperates with mutant p53 protein
and confer enhanced mitotic potential to the cells.

Olomoucine weakly affects cell proliferation of allfour tested REC cell lines

After establishing how overexpressed ts %3 and c-Ha-Ras affect the cell cycle
progression in the RECs, we examined how the testlisl would respond to treatment with

the CDK inhibitors Olomoucine, Olomoucine Il anddRovitine. All three drugs have proven

to be useful in cancer therapy in my previous expents.

First, the effects of these drugs on the cell pradtion of the RECs were examined. Cells
were continuously exposed to increasing concentraif the drugs for 24 hours or 48 hours
at 37°C. After expiration of this time period 'Ceter Viablity Assay' was performed as

described previously (see methods). As shown in38g, Olomoucine only weakly affected

cell proliferation of the REC cell lines after 2éurs treatment. The cell lines 173/1022,
189/111 and even the non-transfected cell line 3®2bnly showed a 20 % decrease in cell
number. The immortalized cell line 602/534 showetiranger decrease in cell number (by 10
%). After 48 hours of treatment the inhibitory effewas slightly stronger, except for

173/1022 cells. The cell line 173/1022 remainedostnunaffected.

In summary, Olomoucine was unable - up to a fimscentration of 100 uM - to inhibit the

proliferation of the examined rat cell lines.
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Figure 38. Effect of OLO on the proliferation of rat cells after continuous treatment for 24 (a) or 4§b)

hours

Unlike OLO, OLO Il had a stronger effect on thet¢esRECs cell lines. Again, immortalized
cells were more susceptible to the treatment foh@drs than transformed cellBig. 393.
After 48 hours the number of viable cells was redulby approximately 10 %, except for the
transformed cell line 173/102ZFif). 39b). Interestingly, the immortalized 402/534 cells
overexpressing solely tsp53' were most sensitive to the action of OLO II, tBeolwas 9.7
MM OLO Il. The 1G for 602/534 was not reached at the used concemtsat
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Figure 39. Effect of the continuous treatment for 2 (a) or 48 (b) hours of RECs with OLO Il on REC cé

lines

Finally, rat cell lines were treated with Roscawiti The susceptibility of all tested cell lines
to Roscovitine was comparable. The drug reduceadhtimeber of living cells by 30 % within
24 hours and after further 24 hours by additio2d01(Fig.408). Roscovitine exerted the
strongest effect on immortalized 402/534 cdHig)(40b).
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Figure 40. Effect of ROSC on REC cell lines afterantinuous treatment for 24 (a) or 48 (b) hours

To assess statistical significance of the res@iteg-way-ANOVA analysis and the 'Dunnette

post test' were performe#ig. 41).
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ROSC) on tested rat cell lines upon treatment for & hours
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Taken together, the results clearly show that RQ®G OLO Il have stronger growth-
inhibitory potential than OLO. Furthermore, it ibvdous that immortalized cells are much
more sensitive to the action of ROSC and OLO lintheansformed cells. Interestingly,
immortalized cells were stronger affected by OLQ@hln by ROSC, whereas in the case of
transformed cells the inverted trend was observEdese results indicate that the
overexpression of c-Ha-Ras renders cancer celissessitive or even resistant to the action
of pharmacological CDK inhibitors.

The relative low efficacy of the examined CDK inihiios on the proliferation of transformed

rat cells brought us to determine their effectshancell cycle progression.

The conventional Olomoucine only weakly affects thesell cycle progression of the
transformed rat fibroblast cell lines 189/111 and 13/1022

Both transformed rat cell lines were cultivatednedium containing Olomoucine for 12, 24
or 48 hours. After treatment for 12 hours a tramisiecrease in &cells was observed in both
cell lines Fig. 42). A slightly higher accumulation of the ratio of @hase cells occurred in
189/111 rat cells. Remarkably, after longer expes@iB9/111 cells responded to OLO with
an increase of Gphase, whereas 173/1022 cells with a slight actatiron of S-phase cells
(Fig. 42. Inspection of the DNA histograms revealed tmiOLO-treated cells hypoploid
cells appeared. The higher ratio of supg8lls was detected after treatment with OLO at a
final concentration of 100 uM. In conclusion, Olamsme has a very weak effect on the cell
cycle progression of 189/111 and 173/1022 cells.
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Figure 42. Effects of OLO on the cell cycle distribtion of 189/111 and 173/1022 cells

87



The cell cycle progression of 402/534 cells (youREECs) is a little stronger affected by
Olomoucine than that of 602/534 cells (old RECSs)

Unlike transformed rat cells, immortalized rat sellere a little more affected by the action of
OLO. In 402/534 cells the changes of the distrinutof cells in distinct cell cycle phases
after Olomoucine treatment for 12 and 24 hours atmesembled that observed in 189/111
cells Fig. 43). In 402/534 cells the ratio of S-phase cells gaserally lower than in 189/111
cells. No effect was detected after treatment Wibmoucine for 48 hourd=(g. 43).

Like 173/1022 cells, 602/534 cells were only maafiinaffected by Olomoucine but a slight
increase of the £&xatio — especially at high (100 uM) drug conceitre— was still detectable
(Fig. 43).

It is very interesting that the trend of the changéthe cell cycle distribution observed after
Olomoucine treatment of 189/111 (young RECs, pE3aeRas) and 402/534 (young RECs,
p53) cells is similar. Similarity was also foundween 173/1022 (old RECs, p53, c-Ha-Ras)
and 602/534 (old RECs, p53) cells. Thus, it sedms the intrinsic features of the primary
cells isolated from rat embryos at gestation days 1& 15.5 are essential determinants

partially overriding effects of oncogeRAS,

402/534 602/534

S
cw 100
L8 0 Gt
8s - B S
52 CJ G2M
é oy sub-G1
28 o
E 5 Co 50 109 Co 50 100 Co 50 109 Co 50 109 Co 50109 Co 50100 ( ¢ centration [uM]
8 < J 12h 24h 48h 12h o4h 48h

2 5!

Figure 43. Effects of OLO on the cell cycle distribtion of 402/534 and 602/534 cells

Olomoucine Il differentially affects cell cycle prayression of immortalized and
transformed rat cells

Unlike OLO, OLO Il induced changes of the cell @&ah transformed rat cells. Remarkably,
189/111 cells were stronger affected than 173/1@#2. OLO II at higher concentrations (10
HM) increased the ratio of(hase cells within the period of treatment (12reda 48 hours)
(Fig. 44). Moreover, after 48 hours OLO 1l resulted in tieeluction of the ratio of S-phase
cells. This was accompanied by the appearance wbgigid cells. Similar changes but at
lower extent were induced in 173/1022 rat cdtig (44).
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Figure 44. Effects of OLO Il on the cell cycle distbution of 189/111 and 173/1022 cells

In contrast OLO Il strongly affected the progression of thdl cgcle of immortalized cells
(Fig. 495. In 402/534 cells an accumulation ob-@rested cells was accompanied by a
reduction of S-phase cell&i§. 45. After treatment for 48 hours a population of bglwid
cells appeared. It can further trigger apoptosenethough not as strong as in 189/111 cells.
602/534 cell cycle progression is only mildly atfet by Olomoucine and apoptosis can
barely be detected in those celsg. 45. In 602/534 cells the outcomes altogether were
detectable but much weakéiid. 45).
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Figure 45. Effects of OLO Il on the cell cycle disibution of 402/534 and 602/534 cells
Again, the young RECs (402/534, 189/111) displayilar patterns of cell cycle changes after

drug treatment. On the other hand, the responsieeammortalized old RECs (602/534) and
transformed old RECs (173/1022) differed.
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Roscovitine has a stronger effect on cell cycle pyeession of transformed cells than
oLo 1l

Finally, the action of ROSC on the cell cycle ainsformed rat cells was determined. The
pattern of the cell cycle changes were similahtzsé observed after OLO Il treatment. These
results were surprising because OLO Il usually ldigomuch stronger cell cycle inhibitory
effects in human cancefi@. 46).
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Figure 46. Effects of ROSC on the cell cycle distrition of 189/111 and 173/1022 cells

Roscovitine has a weak effect on cell cycle progsesn of immortalized rat cells

ROSC slightly increased the ratio of S-phase apadBs in immortalized rat cells 402/534
within the first 24 hours. At higher ROSC concetitma S-phase was diminished, as
compared with untreated control. After treatment4® hours sub-¢&cells appeared

(Fig. 47).

In contrast, 602/534 cells were barley affectedR®SC Fig. 47).

402/534 602/534

S
£2
w & (mm e
885 m s
‘6 % ] G2/im
&3 sub-G1
2%
’ﬁ B Co 20 40 Co 20 40 Co 20 40 ICo 20 4(IJ ‘ICo 20 4(|) :Co 20 4(|) ROSC concentration [uM]
= C f { |} | r 1 f 1 f 1
Q3 " 12n 240 48 12h 24h 48h

5 -50- -50

Figure 47 Effects of ROSC on the cell cycle distriltion of 402/534 and 602/534 cells

The appearance of hypoploid cells especially itucas of transformed rat cells (189/111 and
173/1022 cells) after exposure to pharmacologitabitors of CDKs indicated that the drugs
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initiate apoptosis. To ensure that apoptosis butnecrosis was induced, the activity of the
effector caspases was determined using APO-ONB.assa

Activation of effector caspases 3 and 7 in transfaned rat cells

Flow cytometric analyses of DNA content revealedappearance of hypoploid cells upon 24
hour/or longer treatment of transformed rat cdllserefore, it was reasonable to examine the
activity of the effector caspases in both transtimat cell lines but not in immortalized
cells. APO-ONE assay in 189/111 and 173/1022 eedls performed after treatment for 24
hours Fig. 48 and for 48 hoursHig. 49. The assay confirmed the assumption that ROSC
and OLO Il induce apoptosis. Thus, the populatibsub-G cells seems to represent cells
undergoing apoptosis. As shown in Fig. 48, ROSC @h@® Il activated caspases 3/7 four-
fold and eight-fold, respectively, as compare with untreated control cells. Furthermore, it
became evident that the transformed rat cell [i8@/111 is more sensitive to the drugs than
173/1022. In the latter, the enhancement of thévigctof effector caspases was very
negligible. The results also show that Roscovitarel Olomoucine |l are more potent

inducers of apoptosis than Olomoucine.
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Figure 48. APO-ONE assay of 189/111 and 173/1022isafter 24 hours of drug treatment

The different sensitivity of rat cells to CDK inliilrs was also detected after continuous
treatment for 48 hoursF({g. 49. In this series of experiments the activity oé teffector
caspases was determined in all four REC cell lies.depicted in Figure 49, the CDK
inhibitors induced apoptotic proteases after trestnior 48 hours primarily in transformed
cells. In the two immortalized cell lines the aitivof caspases 3/7 increased only negligibly.
This corresponds well with the low ratio of hypadgdlaells. However, in transformed cells the
activation of caspases-3/7 after exposure to CDHbitors became obvious. All three drugs

induced the activity of effector caspases. Mucbrgjer activation of apoptotic proteases was
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observed in 189/111 cells than in 173/1022 cellge 3tronger activation of effector caspases
in 189/111 cells confirms the results of flow cytmic determination of DNA content and
reflects their higher sensitivity to CDK inhibitoxgery well. In 402/534 and 602/534 cells,
cells not expressing mutant c-Ha-Ras unlike 189/Hpbtosis is barely induced indicating
that the reduction in cell number detected witHI'Qer Viability Assay' is probably mainly
due to cell cycle arrest and not due to apoptosis.
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Figure 49. APO-ONE assay of 189/111, 173/1022, &84 and 602/534 fibroblasts after 48 hours of drug

treatment

Wt p53 sensitizes transformed rat cells to CDK inhbitors-mediated apoptosis

All the above presented date were ascertained @fiatment of cells maintained at a basal
temperature (37°C), it means under conditions aichvicells overexpressing ts P53’
display mainly mutant p53 (~70 %).

Therefore, to further assess the impact of the gi&81s on the outcome of drug treatment,
transformed and immortalized rat cells maintainedrevexposed to the drugs at the
permissive temperature of 32°C. As already showtihénprevious experiments at 32°C p53
protein adopted a wild-type conformation resultim@ transient cell cycle arrest and a stop of
cell proliferation.

Interestingly, wt p53 sensitized transformed dek$ to the tested CDK inhibitors. However,
the outcomes of the inhibition of CDKs differed Wween the two transformed cell lines. The
presence of high levels of wt p53 protein enharthedapoptosis in only one (189/111) out of
the two examined transformed cell lines. 189/11lls agere arrested in the;(phase of the
cell cycle at the onset of treatment. The apopt@es was dose-dependent. The highest ratio
of sub G cells was detected after exposure of 189/111 telROSC. Surprisingly, OLO at

lower dosage induced apoptosis at high rates. Rexlgr;, the expression of wt p53 protein in
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173/1022 didn’t promote apoptosis but enhancedirthiition of the cell cycle. All three
CDK inhibitors markedly reduced the ratio of thg@l@se cells and simultaneously increased
the size of the Geell population. Surprisingly, the strongest Glest was induced by OLO
at a final concentration of 100 uM. These reswidence that the intrinsic features of cells
and their programme are able to override, at Ipadially the action of oncogenes and of
tumour suppressor genes and determine the sustigptibcells to therapy.

Exposure of G -arrested cells to CDK inhibitors for 24 hours
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Figure 50. Cell cycle distribution of the REC cellines 189/111, 173/1022, 402/534 and 602/423 aftarg

treatment on 32°C

In summary, it was demonstrated that the suscéptilof cancer cells to therapy may be
modulated by the p53 tumour suppressor proteintgndncogenic c-Ha-Ras. Transformed
cells expressing wt p53 protein generally displagreased sensitivity to the action of CDK
inhibitors, whereas expression of oncogenic Rasepraenders them resistant to the CDK
inhibitors. Furthermore, it became evident that #ensitivity of immortalized cells to

treatment with CDK inhibitors resembles that of mal healthy cells. These observations
confirm the increased sensitivity of cancer cetistiie therapy by pharmacological CDK
inhibitors and substantiate the selectivity of thaction. Furthermore, the results of flow

cytometric analyses of DNA content pointed out sonagked differences in the distribution
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of cells in distinct cell cycle phases after drogatment between cell clones generated from

embryonic cells isolated at day 13.5 or 15.5 otajem.

During our experiments marked differences in tlehdviour' of 189/111 and 173/1022 cells
were found. Considering the fact that these cedisevisolated from embryos at different days
of gestation, it appears likely that these diffeesimight be attributable to the differences in
signalling pathways responsible for embryonic depaient. As the hedgehog pathway is one
of the major pathways involved in embryonic develent and is known to strongly interact
with Ras signalling, the effect of the inhibitioh lmedgehog signalling was examined using
Cyclopamine, a specific Smothened inhibitor. Theoacof Cyclopamine was tested at three
different concentrations (1, 5, 10 uM) in the twanisformed rat cell lines.

Our preliminary results didn’t reveal any dramatigact on the cell number and cell cycle
progression after treatment for 24 hours (data stoawn). However, after continuous
exposure for 48 hours or longer, the differencethia susceptibility of cell clones was
observed. These preliminary data are encouragidgttaa experiments will be continued to

rule out in more detail the involvement of hedgebkmppalling.

5.4 Effect of OLO, OLO Il and ROSC on normal human MRC-5

fibroblasts

Roscovitine and Olomoucine only weakly affect theetl number of healthy MRC-5
fibroblasts after continuous treatment for 24 hours

All the above presented data strongly evidencedapwutic action of Olomoucine,
Olomoucine Il and Roscovitine in a variety of cancell lines. To attest the tested CDK
inhibitors increased selectivity towards transfodneells, their action on normal healthy cells
was of great importance. Human MRC-5 cells fulfié tcriteria and are good experimental
model. These cells divide moderately; grow muchvsloafter approximately 40 population
doublings and stop to divide after further 4-5 dapan. They exit from the active cell cycle
and become senescent.

Using “CellTiter Viability Assay” we determined tleéfects of Olomoucine, Olomoucine Il
and Roscovitine on human MRC-5 lung fibroblastsdapicted in Fig. 50, Olomoucine

(Fig. 518 and its successor Olomoucine Hid. 51b) do not or only weakly reduce the cell
number of MRC-5 cells after 24 hours of treatm@&uscovitine does reduce cell number by
25 % if used at high concentrations (80 uMip( 519.
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Even after subsequent cultivation in a drug-frealioma for 48 hours Olomoucine does not

lead to a significant decrease in cell number.Cedlated with Olomoucine Il or Roscovitine

according to this schedule display markedly reducedl numbers. In both cases the half

maximum inhibitory concentration (k) was reached. For OLO Il the §&€is 5.17 uM and
for ROSC its 53.46 uM hence in both cases, espediat ROSC, the dose required to

achieve the Igy is probably higher than the dosage that will dxeeused in clinic.
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Figure 51. Effects of OLO, OLO Il and ROSC on MRC-5proliferation
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Table 3. Comparison of 1G, values for MRCS5 cells after treatment for 24 hourswith CDK inhibitors and

post-incubation for 48 hours in a drug-free medium
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Olomoucine, Olomoucine Il and Roscovitine induce alight G, arrest but not apoptosis

in normal human MRC-5 cells

All of the used drugs induce a slight @rrest in MRC-5 cells but fail to induce apoptosis
(Fig. 52). The strongest £&arrest induced by Roscovitine correlates well vilib results
obtained by "CellTiter Viability AssayF{g. 51).

In summary, Olomoucine, Olomoucine Il and Roscaeitinhibit the cell cycle progression of
human MRC-5 fibroblasts within 24 hours but do imoluce their death.
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Figure 52. Effect of OLO, OLO Il and ROSC on the dstribution of MRC-5 cells in distinct cell cycle

phases.
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5. Discussion

Cancer cells develop form normal, healthy cellsrdua multistep process called malignant
transformation or carcinogenesis. The inactivagboellular inhibitors of CDKs and of
tumor suppressor proteins as well as the up-regualand constitutive activation of
oncogenes and factors accelerating cell prolifenaéind promoting cell survival strongly
interfere with proper cell cycle regulation. Asesult of the escape from the control of the
cell cycle, cells acquire new features and the adgge of unlimited growth capacity. The
malignant transformation can be initiated by mugtienvironmental factors such as chemical
carcinogens (e.g. arsenite or nitrosamines), bickbgarcinogens (e.g. viruses such as the
human papilloma virus (HPV) or human hepatitis Bisi(HBV), physical carcinogens (e.g.
UV, ionizing radiation) and personal genetic fastg36] Thus, genetic and epigenetic
alterations cafead the way from growth limited cells to highlyasive cells. [137]

The cell cycle is a key cellular pathway affectgdtose alterations. Especially, the
constitutive activation or deregulation of its magomponents - CDKs and cyclins — [138]
can lead to malignant processes. [139]

In the light of the above mentioned facts, targgtime cell cycle became a very promising
approach for anti-cancer therapy. For this purgatsemacological inhibitors of CDKs were
developed. There are at least five different clesgeompounds that have been shown to
inhibit CDKs and thus constrain tumour cell prai#ton due to various mechanisms uniaer
vitro and/orin vivo conditions. [140]

One class of CDK inhibitors namely substituted peir@nalogues show higher specificity and
selectivity than other CDK inhibitors. Since theg aot genotoxic and only slightly
cytotoxic, they do not generate secondary tumakiesdther chemotherapeutics. [141]

The CDK inhibitors Olomoucine, Olomoucine Il anddRovitine were used for my
experiments and all of them are substituted puaimdogues competing with ATP for the
ATP binding cleft of CDKs. [142] Purine analoguesre/shown to be effective as anti-
leukemic agents [143, 144] as well as agents é&attnent of solid tumours. [145

During my thesis the effects of the above mentigm&the analogues on cell lines with
different p53 and c-Ha-Ras status was investigated.

p53 was named ‘the guardian of the genome’ duts tatiermost importance and its ability to
control a wide range of functions in an unstressasl Moreover, wt p53 protein is able to
initiate a distinct number of processes in respoosellular stress. It is involved in

nucleotide excision and base excision repair \@adcriptional regulation or direct interaction
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with DNA repair factors. [146] p53 can further ir@utransient cell cycle arrest or completely
stop proliferation (senescence). [147] If cell eyalrest or senescence are no longer an option
owing to severe, irreparable DNA injury etc., p8uces apoptosis in damaged cells. p53
protein can promote apoptosis via the intrinsidd@ehiondrial pathway) and extrinsic (death
receptor mediated) pathway and the regulation nbua pro- and anti-apoptotic proteins.
[148]

During my diploma thesis we used cells with diffearp53 background in order to determined
the importance of the p53 status of a cell priadriag treatment for the outcome of drug
treatment.

Human myeloid HL-60 leukaemia cells were used am®del for cells of p53 null genotype.
Human cervical carcinoma cells (HeLa S3) as aliceldisplaying wt p53 genotype but not
functional p53 protein due to human papilloma vipustein E6 mediated degradation.
However, it has been observed that p53 proteirbeareactivated in the latter after treatment
with CDK inhibitors [46]. The human MRC-5 fetal Igribroblast cells display both wt p53
genotype and normal functional p53 protein

Apart from a complete loss pb3 in the genome of HL-60 cells and decreased stalofi

p53 protein in HeLa S3 cells, both cell lines digpalso other kinds of abnormalities. For
example, HL-60 cells exhibit an approximately 15t8d amplification of c-myc as
compared to normal cells [118hd HelLa S3 cells lack functional Retinoblastontgin

(Rb) and consequently the checkpoint at taS®order. [109]

Human myeloid HL-60 leukaemia cells seem to be mserssitive do the action of CDK
inhibitors than Hela cells. However, these celsapoptosis prone and undergo much easier
apoptotic cell death than other cancer cell likes.these reasons it is difficult to evaluate
whether the differential sensitivity of both exastihcell lines to the pharmacological CDK
inhibitors is attributable e to their differencesG,/S checkpoint and p53 status.

Therefore, we used primary rat embryo cells overesging a temperature-sensitive murine
p53 mutant (substitution from alanine to valingasition 135) alone or in combination with
oncogenic Ras. Whereas cells overexpressing t$183vere immortalized, those cell lines
expressing concomitantly mutated c-Ha-Ras werelyigansformed and after injection
generated large tumours in rats within 2 weeks.

Using this temperature-sensitive p&32 experimental model, we were able to asses the
impact of p53 status on the sensitivity of cellsligtinct drug treatments. Depending on the
temperature of cell culture, cells display wt p%8tpin at 32°C, but mutant p53 protein at
37°C and 39°C. Treatment of cells displaying whutant p53 protein under the same

genetic background gave us a powerful tool to eatalthe importance of p53 status for the
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efficacy of the therapy. Finally, we studied theaall clones generated in primary rat
embryonic cells isolated from embryos at differéetelopmental stages (at 13.5 and 15.5.
gestation day) in order to assess a relationshipdsa sensitivity of cells to the therapy and
the stage of differentiation. Using this experina¢mbodel it was possible to compare the
susceptibility of transformed cells of less and enadvanced differentiated origin. This
allowed us to investigate whether strong oncogéke®.g. oncogenic Ras are able to
override the intrinsic cellular program.
The four rat fibroblast cell lines in short:
— cells overexpressinigmperature-sensitive p53 isolated at day 13.5atjest(402/534)
— cells overexpressing temperature-sensitive p5atedlat day 15.5 gestation (602/534)
— cells overexpressing temperature-sensitive p53 tamie-Ha-Ras isolated at day 13.5
gestation (189/111)
— cells overexpressing temperature-sensitive p53 tamie-Ha-Ras isolated at day 15.5
gestation (173/1022/)
All thee above mentioned cell lines (HL-60, HeLaR®5, 402/534, 602/534, 189/111,
173/1022) were treated with the pharmacological Galbitors Olomoucine, Olomoucine Il
and Roscovitine. The CDK inhibitor Olomoucine sfieally inhibits the cell cycle dependent
kinases 1 and 2 [152], Olomoucine Il and Roscogitikewise inhibit CDK 1 and 2 [127,
128] but additionally inhibit CDK7 a kinase invol¥&oth in the cell cycle and transcriptional
regulation. [63]CDK7-cyclin H in a complex form thee so called CR#tivating kinase
(CAK) that is required to activate other CDKs rasgible cell cycle progression via
phosphorylation in their T-loops. [46] Further CDKiid cyclin H were shown to associate
with the general transcription factor TFIIH whichgsphorylates the carboxgrminal
domain (CTD) of RNA Polymerase Il. [149herefore, inhibition of CDK7-cyclin H
complexes has a dual consequence. It preventsitsidon as CAK and thereby the activating
phosphorylation of all CDKs regulating the cell leyand simultaneously leads to the
inhibition of RNA Pol Il and results in interrupticof primary RNA transcript elongation and
in consequence a global block of transcriptionsThanscriptional inhibition primarily affects
proteins with fast turn-over rates and overexprgseteins like inhibitors of apoptosis
(IAPs) that are frequently overexpressed in carigee to this transcriptional inhibition of
inhibitors of apoptosis, the anti- and —pro-surl/feators balance can be restored often
leading to enhanced susceptibility of cancer delishemotherapeutics that induce apoptosis.
Our results evidence that Olomoucine Il and Rogowystronger affect the proliferation and

the cell cycle of cancer cells than Olomoucine. dwer, tested human cancer cells are more
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susceptible to Olomoucine 1l than to Roscovitinat Ransformed cells overexpressing
mutated Ras are more resistant to the CDK inhihitor

Like other cancer cells human leukaemia HL-60 adidplay various abnormalities. One of
them is a deletion of the p53 tumour suppressoe . géne loss of p53 alone is already a
prerequisite for malignant growth but to make nratterse HL-60 further harbour multiple
copies of thenyc genes leading to 15-30 % amplification. Under redrphysiologic
conditionsmyc is required as a transcription factor for quies@etis to re-enter the cell
cycle, angiogenesis, stem cell renewal/differermtraétc. [150]If amplified myc often leads
to uncontrolled growth and proliferation. [151] Heoand other abnormalities lead to
immortalization of HL-60 cells and contribute tetformation of this very aggressively
growing tumour cell line.

Even though human leukaemia is a very aggressivigmaacy, HL-60 due to p53 deletions,
we were still able to induce Gell cycle phase arrests and most importantly agspin
response to Olomoucine and its successor OlomoliciApoptosis was induced in a
concentration-dependent mannix activation of the effector Caspases 3/7 and whs st
detectable after complete removal of the drug ftbenculture medium and subsequently
cultivation in a drug-free medium. Further, lossredmbrane integrity and permeabilization
of the mitochondrial membrane was detected in nespdo 24 hour treatment. This points out
a long term effect that indicates major changemtpglace within the cells. Intriguingly,
Olomoucine Il is able to induce apoptosis at aroldxdold lower dosage than Olomoucine.
Whether this is a consequence of a strong inhip@eation on CDK7-cyclin H and thereby
the transcription of various anti-apoptotic proge@ g. survivin or is attributable to other

completely different factors, has to be furthercalated.

HelLa cervical carcinoma cells are another 'modélioe’ for aggressively growing cancers.
They usually respond poorly to treatment with chérempeutics due to HPV-18 protein E6
mediated ubiquitination and subsequent degradafip®3 protein. Further in HeLa cells the
Retinoblastoma (Rb) protein is inactive because HB\éncoded E7 leads to its
sequestration thereby rendering it unable to biedivers of the E2F transcription factor
family which in turn allows constant activation®2F transcriptional targets hence cell cycle
progression. Taken together HelLa cells have |o3tgbtein hence a major regulator of cell
cycle arrest, DNA repair and apoptosis in resptosellular stress and theinfS checkpoint
is abrogated due to Rb inactivation. Except forfdot that HL-60 cells arise form myeloid

precursors and HelLa cells from epithelial onesy theth display similar abnormalities.
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As expected, both Olomoucine and especially Rosioevere able to induce cell cycle
arrests in HelLa cells, just like in HL-60 cell. én¢stingly the induced cell cycle arrest seems
to be dependent on the cell cycle status priorg@atinent and on drug concentration.

At lower doses Olomoucine and Roscovitine maintuited a Garrest in asynchronously
growing cells. Cells synchronized in mitosis wighrglle drug Nocodazole that were
subsequently treated with Roscovitine or Olomouc¢aspecially at high concentrations)
directly arrest in @hence were unable to recover from the Nocodanadleced block. On the
contrary cell that were synchronized with Nocodazmit released form the block for 4 hours
prior to subsequent Roscovitine treatment arre§imstead of Gwhich is very intriguing

as Hela cells don’t have a functional/& checkpoint due to their lack of functional p53
protein. Further the same increase of cellsim@s detectable in asynchronously growing
cells after 12 hours of Roscovitine treatment. Imotlotting allowed us to clarify, that p53
was reactivated around this time and that thelyiexlcoded proteins E6 and E7 were starting
to be repressed allowing p53 reactivation in th& fplace. Further evidencing the reactivation
of the G/S checkpoint is the decreased phosphorylationDKZtargets like Nucleophosmin
(NPM). [152]

At higher concentrations of Roscovitine Caspasee8iated cleavage of Cytokeratin-18, an
indicator for apoptosis, took place in responsRdscovitine treatment. The phosphorlyation
status of two proteins involved in pro-apoptotignsilling namely Bad and Survivin was
abrogated in response to high Roscovitine furthéicating by which mechanisms

Roscovitine is able to induce apoptosis. [152]

Rat fibroblast cell lines derived from the sameajenbackground but isolated at different
days of gestation (13.5 or 15.5) transfected witfeiEnt proteins namely temperature
sensitive p53 or temperature sensitive p53 in caatlmn with mutated c-Ha-Ras were used
as a model for immortalized or highly transformeti

Performing histochemical staining we were ableltovnsthat p53 is located in the nucleus at
the permissive temperature of 32°C whereas it gsHitcalization to the cytoplasm hence
separated form its target genes at 39°C.

If cultivated at 32°C for 24 hours all four ratriblast cell lines transiently arrested in @e
arrest is revered if cell were subsequently transfeto 37°C) probably due to the abnormally
high number of constantly expressed p53 protethemucleus. Under normal circumstances
overexpression of p53 often leads to the induabioapoptosis due to activation of p53 down
stream targets such as Puma, Survivine, Noxa stelr@ady mentioned before, Roscovitine

is able to induce apoptosis in HelLa cells due togdited Survivine phosphorylation etc.
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Interestingly apoptosis could only be detecteddf/111 cells (isolated at day 13.5 gestation,
expressing p53 and c-Ha-Ras) if treated with Olooimae) Olomoucine |l or Roscovitine at
32°C but not in any of the other rat fibroblastscontrast to 402/534 (young) and 602/534
(old) cells (both transfected with p53 only) whitiad not die in response to treatment with
Roscovitine, Olomoucine or Olomoucine Il on 32°G temained arrested in;@uring the
whole period of cultivation on 32°C the cell lin@é3(1022 (isolated at day 15.5 gestation,
expressing p53 and c-Ha-Ras) was even able to ekadeitially detected Garrest.
Apparently the oncogene c-Ha-Ras acts as a save-gteventing 173/1022 cells from p53
induced cell death. 189/111 cells isolated 2 daykes obviously have not yet obtained this
sort of 'protection’.

At 37°C where up to 70 % of p53 protein is mutatezldifferences between the four rat cell
lines became even more apparent.

On 37°C all four rat cells arrest in,®videnced by upregulation of p#X* protein and
decrease in phosphorylation of Thr 160 of CDK. Thak cycle arrest was stronger in the
young cell (day 13.5 gestation) lines 189/111 ab2{334 hence indicating that this cell cycle
arrest was induced independent of c-Ha-Ras staiusftuenced by microenvironmental
factors as older cells (day 15.5 gestation) areilgtuenced. Apparently there must be
differences in environmental signalling leadinglifferent responses of young and old cells
to drug treatment.

The effector Caspases 3/7 were mainly activateddriwo cell lines expression c-Ha-Ras
probably due to p53 mediated pathways. Especi@®/1111 cells turned out to be especially
apoptosis prone in response to Olomoucine, Olonmeuitiand Roscovitine. Our very
preliminary data indicate that the differencesdasponse of young and old c-Ha-Ras

expressing cells are mediated by the Hedgehog Bignpathway.

In contrast to cancer cells (HL-60 cells, HeLasedind rat transformed cell clones), the
normal human MRC-5 lung fibroblasts and rat immiaréal cells do not undergo apoptosis in
response to treatment with Olomoucine, Olomoudime Roscovitine. This strongly
substantiates the selectivity of the tested puaimeogues and implicates that they are

promising drugs in anti-cancer therapeutic strategy
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