Lniversitat
wien

DIPLOMARBEIT

Titel der Diplomarbeit

Functional Analytic Methods
and Applications to Quasilinear
Boundary Value Problems

Verfasser

Ronald Quirchmayr

angestrebter akademischer Grad

Magister der Naturwissenschaften (Mag. rer. nat.)

Wien, Dezember 2012

Sudienkennzahl It. Studienblatt: A 405

Studienrichtung It. Studienblatt: Mathematik
Betreuer: ao. Univ.-Prof. Dr. Glinther H6rmann



Contents

[Notational Conventions| iii
[Prefacel v
Introduction] v
[Acknowledgments| vi
(Chapter 1. Preliminary Material| 1
1
(1.1.  Functional analytic principles| 1
(1.2.  Theory of integration| 8
[1.3. Sobolev spaces| 19
[Chapter 2. Functional Analytic Methods| 25
25
[2.1. Weak compactness in reflexive Banach spaces| 26
[2.2. Main theorem for extremal points| 29
2.3. Convex functionals| 32
[2.4. Difierentiable functionals| 34
[2.5. Potential operators| 40
[2.6.  Examples| 42
(Chapter 3. Quasilinear Boundary Value Problems| 45
45
[3.1. A first closer inspection of problem (3. 1])| 45
[3.2. Weak formulation of (3.1)) 46
[3.3. Specification of the data 1n (3.1)) 49
[3.4.  Variational analysis of problem (3.1)) 49
[Chapter 4.  Weak Lower Semicontinuity of Integral Functionals| 63
63
[4.1.  Preliminairy remarks| 64
4.2.  Convexity in the main part: a sufficient condition| 64
{4.3.  Convexity in the main part: a necessary condition| 70
[References| 75
[ndex] 77

(Curriculum Vitael 79






Notational Conventions

{1,2,3,...}
R U {#o00}

an open subset in RY, often with further restrictions
the set of continuous functions u: Q — R
the set of k-times continuously differentiable

functions u: Q — R, k € N U {00}

the set of compactly supported functions in C*(€2)
Nemytskii operator for the function ¢, see Section

d-dimensional Lebesgue measure

ball of radius € > 0 centered at i

an element of [1, oo]

the Holder conjugate of p, see Theorem

the Sobolev conjugate of p, see Section [ﬂ

the trace conjugate of p, see Theorem
scalar product in R, m > 2

iii

in Section [1.2.2]

1n Section






Preface

This diploma thesis deals with functional analytic methods in the calculus
of variations (Chapter [2)) and an application to the existence theory for so-
lutions to boundary value problems for stationary quasilinear second-order
partial differential equations (Chapter [3). In Chapter 4] we discuss weak
sequential lower semicontinuity - a key ingredient in the calculus of varia-
tions - of integral functionals. Chapter [I| provides tools from the theory of
normed spaces, integration theory and the theory of Sobolev spaces.

Introduction

The modern calculus of variations is intimately connected with Hilbert’s
justification of the Dirichlet principle. Let us for this reason give a short
summery of the developments in the second half of the 19th century con-
cerning this principle.

Consider Dirichlet’s problem for a function u: Q — R:

0.1

—Au=f inQ
u=0 onodQ.

Here, Q C R? is open and bounded with C!-boundary 4Q, and f € C(Q) is
a given function. Problem (0.1) is closely related to the problem of mini-
mizing the functional

F(u) = % f IVul* — fudx
Q

defined on the set of admissible functions
A={ueC*Q): u=0ondQ).

The modern general treatment of Dirichlet’s problem (0.T)) starts with
the study of its equivalent variational formulation and goes back to Gauss
(1839), Lord Kelvin and Dirichlet [2]]. This equivalence can be stated as
following:
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Theorem. A function uy € C*(Q) solves (0.1) if and only if uy solves the
variational problem
F(uy) = mijrll F(u).

The proof (which is not very difficult) can be found e.g. in [7]], section 2.2.5
or [21]], section 18.3.

Hence, in order to solve (0.T)), the integral functional F has to be min-
imized, and one made the mistake of confusing the concepts of a greatest
lower bound and a minimum value [[11]. The existence of a minimum
seemed to be be obvious and was therefore taken for granted. Riemann
based his theory of complex functions on this incorrect procedure, which
he called Dirichlet’s principle [11], [21].

In studying Riemann’s work, Weierstral3 found the Dirichlet principle
unsatisfactory. In 1870 he constructed a counterexample which showed that
the existence of solutions to variational problems is no trivial matter [21].
His essential result is as follows:

(i) Each variational problem which is bounded below possesses an
infimum and hence a minimizing sequence exists.

(i1)) However, those minimal sequences do not necessarily converge to
a solution of the variational problem.

Hence a compactness argument is needed in order to guarantee that the min-
imizing sequence actually converges to a solution. By recognizing this fact,
Hilbert was able to rigorously justify Dirichlet’s principle in a direczﬂ way
in 1900 under additional restrictions [11], [21]. We will give a functional
analytic justification of the Dirichlet principle in Example [2.43] within the
concept of generalized solutions. By applying the regularity theory for lin-
ear elliptic partial differential equations (see e.g. [7], Chapter 6.3) one can
then prove, that a generalized solution to (0.1) is also a classical solution,
provided that Q and f satisfy further requirements. For a sufficiently smooth
boundary 0Q and f € C L), problem (0.1)) possesses a unique classical so-
lution ug € C’z(ﬁ). However, (0.I) need not have a classical solution if f is
only continuous [21]].
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thesis, but also for his excellent lectures on calculus and vector analysis,
which provided a solid basis for my mathematical development.

The “indirect” way is to solve (0.1) for a large class of domains and sufficiently
smooth f to deduce the existence of a minimizer for F on those domains.



CHAPTER 1
Preliminary Material
Orientation

This chapter provides basic results from linear functional analysis, in par-
ticular the theory of normed spaces, integration theory and the theory of
Sobolev spaces. These results will be needed in the remaining chapters.

1.1. Functional analytic principles

If not specified differently, let (X, || - |lx) and (Y, || - ||y) denote real normed
spaces throughout this section. We point out that there exists a correspond-
ing complex version to each of the presented results. However we will only
need the theorems for the real case later on. Most theorems can be found in
any textbook on (linear) functional analysis, e.g. [15] or [19].

1.1.1. Mappings between normed spaces

Definition 1.1. Let («,),cy be a sequence in X and let u € X. We say that
(Up)nent converges to u, and write u = lim,,_,, u,, or u,, — u, if

lim ||, — u|| = 0.
n—o0

This type of convergence is sometimes called norm convergence, strong
convergence or original convergence.

Definition 1.2 (Continuity modes). Let A: X — Y be an arbitrary, not
necessarily linear operator. Let u be an arbitrary element in X.

(1) A is continuous if A(u,) — A(u) for any sequence (u,),ey In X
converging to u.
(i1) A is weakly sequentially continuous if A(u,) — A(u) for any se-
quence (u,),en in X converging Weaklyﬂ to u.
(iii) A is compact if A is continuous and maps bounded sets into rela-
tively compact sets.

'Weak convergence is defined in Definition|1.7

1



2 Chapter 1. Preliminary Material

(iv) A is bounded if A maps bounded sets into bounded sets.

(v) A is locally bounded if u has a neighborhood V(u) C X such that
A(V(u)) is bounded.

(vi) A is Lipschitz continuous on a subset B C X if there exists L > 0
such that

lA(v) = Aw)|l < L|lv — w|
for all u,v € B.

(vii) A is locally Lipschitz continuous if u has a neighborhood V(u) C X
on which A is Lipschitz continuous.

If Y =R, we call A a functional.

Notation 1.3. If 7: X — Y is linear, we write Tu rather then 7'(1) to mean
the evaluation of 7" at a point u € X.

The following basic result on linear operators between normed spaces can
be found in any textbook on functional analysis:

Proposition 1.4. If T: X — Y is linear, the following are equivalent:

(1) T is bounded.
(i1) There is some C > 0 such that ||Tully < Cl|lullx for all u € X.
(ii1) T is continuous at 0.
(iv) T is continuous.
(v) T is Lipschitz continuous.

Proposition 1.5. Consider the vector space
LX,Y) ={T: X - Y| Tis linear and ||T|| gxy, < oo}
where

1Tl gx,yy = 1nf{C > O: ||Tully < Cllullx for all u € X} = sup |[Tully.

llellx<1
Then the following assertions hold.

1) (LX), - llzeer)), the space of bounded linear operators from X
into Y is a normed space.
(1) If Y is a Banach space, then L(X,Y) is a Banach space.

Notation 1.6. We denote by
X, = (-E(Xa R)’ ” : “.E(X,R))

the space of bounded linear functionals on X and call X’ the topological
dual, or just dual, of X; X is called the predual of X’. Note that X’ is a
Banach space by Proposition [1.5(ii).

We denote the action of a functional f € X" on u € X by (f, u) := f(u).
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Definition 1.7. Let (u,),n be a sequence in X and let u € X. We say that
(Uy)nen converges weakly to u, and write u = w-lim,,_,, u,, or just u, — u, if

lim (f,uy) = (f,0)
forall f € X'.

Definition 1.8. Let (f,,),cn be a sequence in X’ and let f in X’. We say that
(fi)nen weak™ converges to f, and write f = w*-lim,_,., f, or just f, = £,
if

lim (£, 1) = (f, )
for all u € X.

Remark 1.9. Let (u,),av be a sequence in X and let u € X. If (u,)pen
converges to u, then (u,),a converges weakly to u, because of the estimate

|fsun —uy | < N fllxllay — ull,  feX.

The converse statement is generally not true; see Theorem 1 in [19], Chapter
5.1 for a counterexample.

On the dual space X’ of some normed space X one can consider both
weak and weak* convergence. In this situation, a weakly convergent se-
quence is always weak™* convergent; c.f. Corollary

It is a well-known fact that in a finite dimensional real normed space X,
u, — u implies u, — u.

Theorem 1.10 (Uniform Boundedness Principle). Let {T,},; be a family
of bounded linear operators defined on a Banach space X into a normed
space Y. If the collection {||T ully},c; is bounded for each u € X, then
Tl zxv)},o; is bounded as well.

Proof. See Corollary 1 in [19], Chapter 2.1. O

Theorem is also known as Banach-Steinhaus’ theorem. As an imme-
diate consequence we deduce the following

Theorem 1.11. Let X be a Banach space, let Y be a normed space and let
A, X = Y be a sequence of bounded linear operators with pointwise limit
A: X — Y. Then A is linear and bounded, and the sequence (||A, || £(x,y))nen
is bounded.

Proof. For u € X we have that Au = lim,_ A,u, thus A is ob-
viously linear. Since (A,),cy converges pointwise in Y, the sequence of
norms {||A,u||y},en 1s bounded in R for every u € X. Due to Theorem |1.10}
{lA,ll £cx.v) Jnery 1s bounded, say by C > 0, i.e. [|A,ully < Cllul| for all n € N
and for all u € X. Letting n — oo yields that ||Au|ly < C||u|| for all u € X,
thus A is bounded. O
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Theorem 1.12. A sequence of bounded linear operators A, between two
Banach spaces X and Y converges pointwise to a bounded linear operator
A: X — Y ifand only if the following conditions are satisfied:

(1) the sequence of norms (||Apll £ix.v))nen is bounded, and

(i1) the sequence (A,Vv),en converges (in Y ) for all elements v of a dense
subset E C X.

Proof. Firstof all, (i) is a necessary condition by Theorem|[I.TT] whereas
the necessity of (ii) is trivial.

Conversely, let (1) and (i1) be satisfied and let u be an arbitrary element
in X. Choose € > 0. We set C = sup, o llA.llzx.y) and pick v € E such
that ||u — v|| < £/(3C). The sequence (A, V), converges by (ii), hence there
exists some N € N such that for all n,m > N, ||A,v — A,,v|ly < €/3. Thus,

lAnu — Apull < ||Anu = Apvlly + 1Ay = Apvlly + [|Any — Apully

for all n,m > N. This shows that (A,u)yey 1s a Cauchy sequence in Y

and hence converges to some Au € Y, since Y is complete. Thus (A,)yen
converges pointwise to the mapping A: X — Y, u — lim,,. A,u. Due to
Theorem|[1.11] A is linear and bounded. i

1.1.2. The Hahn-Banach theorems

Theorem 1.13 (Hahn-Banach’s Theorem). Let M be a subspace of a real
vector space X and let ¢: X — R be a functional which satisfies
e(u+v) <) +¢ev) and  @(tu) = to(u)

forallu,v € X and for all t > 0.
If f+ M — R is linear and satisfies f(w) < @(w) for all w € M, then
there exists a linear functional f: X — R such that

fw)= fw) forallwe M
and
—p(—u) < f(u) < o(u) forall u € X.
Proof. See Theorem 3.2 in [[15]]. O

Theorem 1.14. Let M be a subspace of X and let f € M'. Then there exists
an extension f € X' of f preserving the norm, i.e. ||f|lx = |lfls-

Proof. For u € X set o(u) = ||flly|lul]| and note that ¢ sgtisﬁes the
assumptions of Theorem Thus there exists an extension f: X — R,
f|M = f with |f(&)| < ||fllsrllull for all u € X. This shows that f € X" and

that IIfIIX/ < |Iflls- On the other hand, || f]|,r < IIfIIXf since fextends f. O
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Theorem 1.15. For every uy € X, there exists a functional f € X’ such that
fuo) = lluoll and |f) < llull  forallu € X.
In particular, X' # {0}, if X # {O}.

Proof. 1f uy = 0, set f := 0. For uy # 0, consider the one-dimensional
subspace M C X generated by xo. We define the linear functional f, on M
by fo(aug) = a|lugl|. Then fo € M’, || follyy = 1 and Theorem 1.14]yields the
claim. O

We denote by X" = (X’)’ the bidual of a normed space X. The corollary
below follows directly from Theorem[I.15]

Corollary 1.16. The mapping 1: X — X" given by
w)(f) =fw ueX, feX

defines a norm preserving embedding. It is called the canonical embedding
of X into X"'.

Definition 1.17. We call X reflexive, if the canonical embedding ¢: X — X"
is bijective.

Note, that ¢ can not be surjective unless X is a Banach space.
Definition 1.18. A subset M of X is convex if for all u,v € M and for all
t€[0,1],

I1-Hu+tve M.

In other words, for any two points u,v € M, the straight line {(1 — t)u +
tv: 0 <t < 1} connecting u and v is contained in M.
Equivalently, M is convex, if

n
Z aiu; €M
i=1

whenever uy,...,u, € M and «,...,a, € [0,1] such that ) a; = 1 for
arbitrary n € N.

Definition 1.19. Let A C X be some arbitrary subset. The convex hull co(A)
of A is set of all finite convex combinations of points in A:

co(A) = {i ,a;

i=1

neN,a €A,a; e [0,1] such that Za/l- = 1};
i=1
it is the smallest convex subset of X which contains A.

Equivalently, co(A) can be defined as the intersection of all convex su-
persets of A.
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Theorem 1.20 (Separation theorem). Let A, B C X be disjoint, nonempty,
convex sets such that A is compact and B is closed. Then there exist f € X’
and 1,7y, € R such that

Jw) <y1 <y2 < f(v)
forallu € A and for all v € B. In particular, X' separates points on X.
Proof. See Theorem 3.4 in [15]. O

Remark 1.21. Note, that Theorem guarantees that the weak limit of
a weakly convergent sequence is unique. Alternatively this can already be
seen from Theorem [[L13] The same holds true for weak* limits in X’. This
can be seen by identifying u € X with tu € X” and noting that the set
{tu: u € X} C X" still separates points in X’. Indeed if fi, f, € X’ and
(u, f1) = (wu, f>) for all u € X then (f,u) = (f>,u) for all u € X and hence

fi = fa
A direct consequence of the separation theorem is the following

Theorem 1.22. Suppose M is a subspace of X, and uy € X. If uy ¢ M, then
there exists a functional f € X' such that f(uy) = 1 but f(u) = 0O for all
ueM.

The separation theorem has a very important consequence, concerning clo-
sures of convex sets:

Theorem 1.23. Let A be a convex subset of X. The following are equivalent:

(1) A is closed.
(i1) A is weakly sequentially closed.

Proof. (i1)=(1). This holds true for any subset A € X. Let (u,),cn be
a sequence in A which converges to u € X. Then u, — u by Remark[1.9
hence u € A by (ii).

(1)=(ii). Let A be a closed convex subset of X and let uy € X lie in the
weak sequential closure of A. Then there is a sequence (u,),cy in A, which
converges weakly to uy. We claim that uy € A. Let us suppose the contrary.
Then Theorem [I.20] grants us some f € X’ and y € R such that

f(up) <y < f(u,) forallneN.
Thus uy # w-lim,_,, u,. This contradiction implies 1, € A. O

We state another useful corollary of the separation theorem, which in certain
situations allows one to deduce strong convergence from weak convergence:



1.1. Functional analytic principles 7

Theorem 1.24 (Mazur’s Theorem). Assume that (u,),cy is a sequence in
X converging weakly to u € X:

U, — U

Then there exists a sequence (Vi )ien in the convex hull co({u,,: n € N}) which
converges strongly to u:

Vi — U.

Proof. By assumption, u is in the weak sequential closure of co({u,,: n €
N}). Since the convex hull of any set is convex by definition, u is in the
original closure of co({u,: n € N}) due to Theorem|[[.23] Hence there exists
a sequence (V)rew lying entirely in co({u,,: n € N}) such that v, — u. O

1.1.3. Convergence principles in Banach spaces

Theorem 1.25. Let (u,),cn be a weakly convergent sequence in X. Then
(Up)nen 1S bounded, i.e. there exists a constant C > 0 such that ||u,|| < C for
alln € N.

Proof. We define the functional F,, € X" by F,(f) = {wup, f) = {f, u,),
with ¢ denoting the canonical embedding X — X”. Since (u,),en con-
verges weakly, {|F,(f)|}, oy 1s bounded for every f € X’. Hence, Theorem
m implieﬁ that {||F,||x"},a 1S bounded. This finishes the proof, because

{”Fn”X”}neN = {”un”}neN due to Corollarym O

Theorem has the following dual version. Its proof is obtained in a
similar way, with the difference, that one works on X instead of X’. For
this reason, X must be complete in order to apply the uniform boundedness
principle.

Theorem 1.26. Let X be a Banach space with dual X’ and let (u,),cxn be a
weak* convergent sequence in X'. Then (u)),en is bounded, i.e. there exists
a constant C > 0 such that ||lu;||x < C for alln € N.

Theorem 1.27. Let (u,),en be a sequence the Banach space X, let u € X.
Moreover, let (f,)nen be a sequence in X’ and let f € X'.

(i) If every subsequence of (u,),cn has a subsequence which converges
to u, then

u, — Uu.

(i1) If every subsequence of (u,),cn has a subsequence which converges
weakly to u, then

u, — U.

%Recall that X’ is Banach space, c.f. Proposition ii).
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(i) If f, — f and u,, — u, then
lim (fy, ) = (fo10). (1.1

av) If f, BN f and u, — u, then

31_{2) <fn’ un) = <f’ Lt> .

Proof. (1). If (u,),en does not converge to u, then there exists an gy > 0
and a subsequence (u,, )reny such that

llzey, — ull > &o forall k € N.

Hence, there is no subsequence of (u,, )rery, Which converges to u.

(i1). If (u,)qen does not converge weakly to u, then there exists a func-
tional f; € X’ such that (fy, u,) does not converge to (fy,u). Thus there
exists an & > 0 and a subsequence (u,, )ren such that

| {fos tn,) — {fo, u)| > & forall k e N.

Hence, there is no subsequence of (u,, )rery, Which converges weakly to u.
(iii). Let f, — f and u, — u. Due to Theorem[I.25] (u,),ex is bounded,
say by C > 0. Hence

|<fn’un>_<f’u>|:|<fn_f,un>+<faun>_<f7u>|
< Cllfy = fllx +1{fr ttn) = (fru) | =5 0.

(iv). Let f, - f and u, — u. By Theorem , (fu)nen 1s bounded in
X', say by C > 0. Hence

|<ﬁ1’un>_<f’u>|: |<ﬁt’un_u>+<ﬁl’u>_<f’u>|
< Clluty — ull + | {for 1) = (f, )| > 0.

1.2. Theory of integration

The purpose of Section [1.2.1] and Section |1.2.2] is mainly to fix notation
and provide the most important results about Lebesgue integrable functions
and the Lebesgue space L”(€2; R™). We refer to the literature for the proofs,
e.g. [6], [8]], [14]].

Section [I.2.3] addresses Carathéodory mappings and superposition op-
erators, so-called Nemytsii mappings, between Lebesgue spaces.
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1.2.1. Integrable functions

When speaking about a measurable function f: Q — R on a Lebesgue
measurable set Q C R, we will in particular mean a Lpa-Bg-measurable
function, where Lza is the Lebesgue o-algebra on R? and B is the Borel
o-algebra on R := [00, oo]. Similarly a measurable function f: Q — R™ is
understood to be a Ly«-Brn-measurable function, where By~ is the Borel o--
algebra on R™. In the applications in Chapter [3|and Chapter 4} Q is always
an open subset in R? and hence Lebesgue measurable. We will sometimes
denote the d-dimensional Lebesgue measure 1, by Vol,;. The symbol f

denotes the Lebesgue integral. A measurable function u: Q — R is called
integrable if

f ()l dAa(x) < co.
Q

In the sequel we write fQ f(x)dx or fQ f dx rather than fg f(x)dA,(x).

We say that two functions f,g: Q — R agree almost everywhere (a.e.),
if they agree in every x € Q \ N where N C Q is a set with measure
A4(N) = 0, a so-called null set. Note, that the relation ”agreeing a.e.” defines
an equivalence relation ~ on the set of all measurable functions Q — R.

In the following we state three remarkable convergence results of Lebesgue’s
integration theory:

Theorem 1.28 (Monotone Convergence Theorem). Let f, f,: Q — R,
n € N be measurable functions, f, < f,+1 for all n € N such that

f=1lmf, ae. and ffl_ dx < oo.
n—oo Q

Then f is measurable and

lim | f,dx= f fdx (€ [0,]).
Q Q

n—oo

Theorem 1.29 (Fatou’s Lemma). Let g, f,: Q — R, n € N be measurable
functions.

(1) Ifo g dx <ooand f, > ga.e. foralln € N, then

flim inf f, dx < lim infffndx.
Q Q

n—oo n—oo

(i1) Ifo grdx<ocoand f, < ga.e. foralln € N, then

< limsup f Jfadx < f lim sup f, dx.
Q Q

n—00 n—-o0o
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(ii1) If g is integrable and |f,| < g a.e. for all n € N, then

flim inf f, dx < lim infff,, dx
Q Q

n—oo n—oo

Slimsupffndxsflimsupfndx.
Q Q

n—oo n—oo

Theorem 1.30 (Dominated Convergence Theorem). Let f, f,: Q — R,
n € N be measurable functions with lim,_,, f, = f a.e. If there exists an
integrable function g: Q — R such that |f,| < g a.e. and for all n € N, then
f is integrable and

lim | f,dx= f fdx.

= Jo Q

The following assertion concerning the change of the order of integration
and differentiation is a consequence of the dominated convergence theorem:

Theorem 1.31. Let I C R be some open interval and ry € 1. Assume that
¢: QX1 — R satisfies the following properties:

(1) (-, r): Q — Risintegrable for all r € 1.
(11) There is some & > O such that the partial derivative %(x, ) exists
forallr e U = (rg—0,rg +90) NI, fora.e. x € Q.
(ii1) There exists an integrable function g: Q — R such that

0
'a—f(x, P < g0

forallr € U and for a.e. x € Q.
Then the function ®: 1 — R, r — fg(,o(x, r)dx is differentiable at ry,
%(-, ro) is integrable, and

d I
E’q)(m)_jg;@r(x’m)dx'

Proof. First we note that ® actually defines a function I — R by (i). Let
(ru)nen be a sequence in U such that r, # r foralln € N and lim,,_,, 7, = r¢.
Due to property (ii),

90('a rn) - ‘10(’ rO) n—eo a(p
_('7 rO)
n— 1o or

a.e. in Q. Moreover, for every n € N and every fixed x € Q such that g—f(x, r)
(r € U) exists, the mean value theorem provides us with some &(n, x) € U
such that £X2-4E0) — Z2(x, £(n, x)). Thus (ii) and (iii) imply that

Iy

p(x, 1) = (X, r0)| _ 5, (6. £n.2)
r

rh — 1o

< g(x),
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fora.e. x € Q. Lebesgue’s dominated convergence theorem, Theorem[1.30]
yields that %(-, ro) is integrable and furthermore,

d
E}D(ro) = lim

n—oo r, — 1o n—oo

) = @Cro) _ f o 1) = plx.ro)
Q

rh — 1o

= f lim (X 1) ~ ¢(x, 7o) dx = f 8—('0(x, ro) dx.
Q o) ar

n—oo rn — ro

O
Next we present Lebesgue’s version of the fundamental theorem of calculus
and Fubini’s theorem:

Definition 1.32. A function F': [a, b] — R is called absolutely continuous,
if for all € > O there is a 6 > O such that foralln e Nand alla < a; < 81 <
. <@, <B, <bwith 31,8 — a;) <6,

2, IFB) ~Fal <.
i=1

Theorem 1.33 (Fundamental Theorem of Calculus, Part 1). Let the func-
tion f: [a,b] — R be integrable. Then F: [a,b] — R given by

F(x) = f [ dt
is absolutely continuous and F’ = f a.e. on [a, b].

Theorem 1.34 (Fundamental Theorem of Calculus, Part 2). Let the func-
tion F: [a,b] — R be absolutely continuous and set F’'(x) = 0 in every
point x € [a, b] where F is not differentiable. Then F’ is integrable on |a, ]
and

F(x)-F(a) = fo’(t)dt (a<x<b).

Theorem 1.35 (Fubini’s Theorem). Let Q; C R% and Q, € R® be two
measurable sets, then Q; X Q, is a measurable subset of R" x R% = Ré+d2,
Suppose that f: Q, x Q, — R is a measurable function, such that one of
the following integrals

‘f|mmm,ffmmmhm‘ffmmm
Q1 xQ) Q Q Q) JOQ

is finite. Then f is integrable and

f fd(xl,xz):fffdxgdxlszfdxldxz.
Q1 xQy Q JO Q JQ



12 Chapter 1. Preliminary Material

1.2.2. The space L”

In this section, we define the space L”(€2; R™) and discuss its most important
properties.
For a measurable function u: Q — R” and 1 < p < oo we define

(f, |u(x)|pdx)fl7 forl < p < oo,

lleal| Lo ey =
esssup, o [u(x)| for p = oo,

where “ess sup” stands for the essential supremum.

Lemma 1.36. Let k € N and let ay, ..., a; € [0, 1] such that a1 + ... + o, = 1.
Foray,...,a; € [0, ] one has

al'..alt <aa; + ..+ aay.

Lemma [1.36] is also known as the inequality for the weighted arithmetic
mean and the weighted geometric mean. It is the key to the following two
fundamental inequalities:

Theorem 1.37 (Holder’s Inequality). Let p € [1, c0] and let p’ denote its
Holder conjugate, that is [—l) + [% = 1 with the convention i = 0. Then any
two measurable functions u,v: Q — R™ satisfy

leevllrrmy < lullzr@zmy VIl @gm)-

Theorem 1.38 (Minkowski’s Inequality). Let p € [1,00]. Then any two
measurable functions u,v: Q — R™ satisfy

lle + Vlirrmy < llullr@rmy + Ve @rm)-

Lemma 1.39. Let u: Q — R”™ be a measurable function and let p € [1, co].
Then

llullpormy =0 &= u=0 ae. inQ.
Before we define the space LP(2;R™), let us consider the space
LP(Q;R™) = {u: Q — R™: uis measurable and ||u|.r(:rm) < oo},

equipped with the semi-norm || - [|zr:rm).
Next we consider the equivalence relation

u~vou—veNQR" = {w: Q — R™: w measurable, w = 0 a.e.}

on the set of measurable functions Q — R”. Note that N(Q;R™) C LP(Q;R™)
is a closed subspace.
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Definition 1.40. The Lebesgue space LP(Q;R™), 1 < p < oo is the quotient
space

LP(Q; R™) = LP(Q;R™)/N(Q; R™)
= {[ul = u+ N(Q:R"): u € L (Q:R™),
equipped with || - [|rrm). We set LP(Q) == LP(Q; R)

Remark 1.41. Although the space L”(Q;R™) actually consists of classes
of functions, we will nonetheless often speak e.g. of a “function” u €
LP(Q;R™). Sometimes we will implicitly mean a certain representative
u € [u] rather then its corresponding class [u].

LP(Q;R™) is a normed space, which is actually complete, and moreover
reflexive if p € (1, o0):

Theorem 1.42. L7(Q;R™) is a Banach space for every p € [1, ].

Theorem 1.43. For 1 < p < oo, LP(Q;R™) is a separable reflexive Banach
space and

(L7 (@ R™) = L (R").

In particular, L*(Q; R™) is a separable Hilbert space with the inner product
(W, V)2 rm = fu -vdx.
Q

Remark 1.44. If Q C R? has finite measure, i.e. 1;(Q) < oo, one has the
following chain of inclusions (see Theorem 2.14 in [1]]):

L¥(Q;R™) C ... CLP(Q;R™) C ... CLYQ;R™) C ... € LN R™) (1.2)

forall 1 < g < p < co. For a general Q, (I.2) is wrong.

Theorem 1.45. Let Q C R be open, and let 1 < p < co. Then D(Q) is
dense in L’ (Q).

Proof. See Proposition 2.2.3 in [2]. O

Definition 1.46. Let Q C R? be measurable. A measurable functionu: Q —
R is called simple function, if u takes only a finite number of values in R.
We denote by 7 () the set of all simple functions on €.

Theorem 1.47. Let Q C R be open, and let 1 < p < co. Then T (Q) is dense
in LP(Q).

Proof. See Satz 2.28 in [6], Kapitel VI. O

Let 1 < p < oo. A sequence (u,),en in LP(Q) with u, — u in LP(Q)
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does generally neither converge pointwise to u, nor pointwise almost every-
where. One can easily construct a sequence in L”(0, 1) that converges to
zero in LP(0, 1) yet does not converge pointwise at any x € (0, 1), see [6]
Beispiel 2.8 in Kapitel VI. Given a convergent sequence in L”, one can at
least extract a subsequence which converges almost everywhere to the limit
function, as the next very useful lemma asserts.

Lemma 148. Let 1 < p < oo and let (u,),en be a sequence in LF(Q)
converging to u € LP(Q). Then there exists a subsequence (U, )ren and a
function v € LP(Q) such that

]}im Up, (x) = u(x) fora.e x€Q

and
iy, (X)] < V(x) fora.e.x €Q, foreveryk € N.

1.2.3. Nemytskii mappings
Let Q C R¢ be an open subset and let j, mg, my,...,m; € N.

Definition 1.49. We say that a mapping ¢: Q X R™ X ... X R™ — R™ is
a Carathéodory mapping, if ¢(-,ry,...,r;): & — R™ is measurable for all
(r1,..,rj) € R™M x ... xXR™, and p(x,-): R™ X ... X R™ — R™ is continuous
a.e. on Q.

Definition 1.50. Consider the functions ¢: Q X R™ X ... Xx R™ — R™ and
u;: Q — R™, i =1,..,j. The Nemytskii operator N, maps the functions
(u1, ...,u;) to a function Ny(uy, ...,u;): Q — R™ defined by

(N¢(u1, oy u.,-))(x) = @(x, uy (%), ..., uj(x)).

Lemma 1.51. The following assertions hold:

() If u: Q — R is the pointwise limit of a sequence of measurable
functions u,: Q — R, then u is measurable.

(ii) Every measurable function u: Q — R is the pointwise limit of a
sequence of simple functions u, € 7 (Q). Every simple function
u € 7 (Q) can be written a

m
u= E i XA
i=1

where m € N, ay,...,a,, € R, and A; C Q are measurable for
i = 1,...,m such that \J., A; = Q and A; N A; = 0 whenever
i # j. Here, x4 denotes the characteristic function of the set A, i.e.
xa(x) =1ifx e Aand ya(x) =0 elsewhere.

SWe say that the simple function u is given in standard form.



1.2. Theory of integration 15

Proof. See Satz 4.3, Definition 4.12 and Korollar 4.14 in [6], Kapitel
I11. O

for some C > 0 depending only on j and «.

Theorem 1.53. Let ¢: QX R™ X ... X R"™ — R™ be a Carathéodory map-
ping and let the functions u;: Q — R™ i = 1,..., j be measurable. Then
No(ui, ...,uj): Q — R™ is measurable. Moreover, N, is a bounded con-
tinuous mapping LP'(Q; R™) X ... X LPi(Q; R™) — LP(Q;R™), 1 < p; <
o, i=0,1,..., j, with

J
i/
NGl < Il + € ) gty zm, (1.3)
i=1

for some ¢ > 0, provided that ¢ satisfies the growth condition

J
P, 1y oo PL S V() + C Y PP (1.4)
i=1
forall (ry,...rj) € R™ x...xXR™, for somey € L"*(Q) and a constant C > 0.
If some p; = o0, i = 1,..., j, the same holds if the respective term | - |P'/P is
replaced by any continuous function.

Proof. (i) Measurability. Let us for the sake of notational simplicity
prove the assertion for the special case that ¢: QX R — R is a Carathédory
mapping and u: Q — R is measurable. Thus we have to show that N,(u):
Q) — R is measurable.

Let (u,).cnv be a sequence of simple functions 2 — R which converges
pointwise to u. That is, each u, can be chosen of the form

m
U, = g i X A;»
i=1

for some m € N, where a; € R, A; € Q are measurable such that A,;NA; = ()
fori # jand |J;L, A; = Q. For x € Q we have that

Nt (x) = so[x, > a,-xAxx)] = > e axa0.  (15)
i=1

i=1
Since ¢ is measurable in the first argument, the mappings Ay — R, x —
o(x, ), k = 1,...,m can be represented by a countable sum of simple func-

tions defined on A;. Thus (I.5) implies that each N,(u,): Q@ — Ris a
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countable sum of simple functions on  and hence measurable. Since ¢ is
continuous in the second argument for a.e. x € Q,

No@)(x) = lim Ny (a4,)()

for a.e. x € Q. Thus N,(u) is (a.e.) the limit of a sequence of measurable
functions and therefore measurable.

Let us assume that 1 < p; < oo foralli =0, 1, ..., j. We do not treat the
case p; = oo, i = 1,..., J, since this special case runs quite the same way and
the required estimates are easier.

(ii) Boundedness. Condition (I.4)) yields that

J
lo(x, u(x))| < y(x) +C Z |ut; ()|l Po
i=1

for all x € Q. Thus,

J
(e, uCe)I™ < Y7 +E ) (0l

i=1

by Lemma(I.52] Integration over Q gives us

J
NGOy < IV @y + € D il gz
i=1

and Lemma[1.52]implies (I.3).
(ii1) Continuity. We set j := 1, u := u; and p = p;. Let u € Q and let
(u,)nen be a sequence in LP(QQ) with

n—oo

U, — u

in (). By Lemma(I.48]there exists a subsequence (u,, e and a function
v € L7(Q) such that

]}im U, (x) = u(x) and |u, (x)| < v(x)

for a.e. x € Q. Therefore, by (1.4)) and Lemma|[[.52]

NG () = Nl = fg |0 (x, tn, (X)) = @(x, () dx

< f (lp(x, (X)) + lep(x, (X)) dx
Q (1.6)

<C f (X, 1t (XD + |p(x, u(x))IP dx
Q

< Cf [y(O)IP* + [v(x)|P + [u(x)|P dx < oo
Q

for some y € LP°(Q) and C > 0. Since ¢ is a Carathéodory function, we
have that

O0x, 1 (X)) > g (x, u(x)) (1.7)
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for a.e. x € Q. Thus, the Dominated Convergence Theorem [I.30] together

with (I.6) and (1.7) yield that
No(tn) =5 Ny(u) in L(Q).
Due to Proposition[1.27] the entire sequence converges:
Ng(tn) =5 Ny(u) in LP(Q).

O

Remark 1.54. Nemytskii operators are in general not weakly sequentially
continuous as we shall see in Example

Example 1.55 (Weak convergence and wild oscillation). Let Q = (a, b),
where a,b € R with a < b. For n € N we define u,,: (a,b) — R by u,(x) =
sin(nx). Each u, oscillates between —1 and 1 with period T,, = 2x/n, thus
T, — 0 as n goes to oo.

We show that u,, — 0 in LP(Q) for each 1 < p < oo, that is

b
f u,(x) v(x)dx %0

for every v € L7 (Q). Actually we show a slightly strongelﬂ result: for any
ze LY(Q),

b
f sin(nx) z(x) dx ——s 0. (1.8)

Let us fist show that (1.8)) holds for any z € D(Q) and then apply a density
argument to prove the general case.
So let z be an arbitrary element in (). Applying integration by parts

yields
b b
f sin(nx) z(x) dx = f CoS(nY) 1) d.
a a n

thus

b 1 -
f sin(nx) z(x) dx| < ;f IZ/(x)|dx — 0.

Now take some arbitrary z € L'(Q) and let & > 0. By the density
of D(Q) in L'(Q), Theorem |1.45] we can find z, € D(Q) such that |z —
Za”Ll(Q) < &. Then

<

b
+ f |2(x) — ze(x)| dx

b
f sin(nx) z.(x) dx

a

b
f sin(nx) z(x) dx

< + &,

b
f sin(nx) z.(x) dx

4Recall that L (Q) € LY(Q), see Remark|1.44
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and since z, € D(Q),

<e.

b
f sin(nx) z(x) dx

lim sup

n—oo

Thus we proved that (T.8)) holds for any z € L'(€), hence u, — 0 in L(Q)
for1 < p < co.

Finally we emphasize that (1, ),y is not convergent in L”(Q2); the only
possible candidate for a limit is 0, see Remark but u, - 0. If p = 2,
for example, we find that

b b
1
ltall 2y = f (sin(ux)) dx = f 5 (1 = cos(2n) dx

- 1 n—oo -
_0b . 4_ _-(sin(2nb) - sin(2na)) * bTa #0.

Example 1.56. Let Q := (0,7) and let us consider the map ¢: R — R,
r - r*. We claim that the Nemytskii operator N, is not weakly sequentially
continuous as a mapping L”(QQ) — L(Q) for any 1 < p, g < co. To see this,
take the sequence (u,),en In LP(€) given by u,(x) = \/g sin(nx). From
Example [[.55| we get that u, — 0 in any L”(Q), 1 < p < co. Similarly one
shows that the sequence (w,,),en, Wy (x) := cos(nx) converges weakly to zero
in every LP(Q), 1 < p < co. So from sin*(nx) = %(1 — cos(2nx)) it follows
that (u,)* — 1 # 0 in LY(Q) for every 1 < p < co.

Note that by Theorem N, is continuous as an operator LP(€) —
L1(€Q2) whenever p, g satisfy 1 < p<oand 1 <¢g < p/2.

The following theorem is a generalization of Lusin’ﬂtheorem, which roughly
states that measurable functions are continuous except for a set with arbi-
trary small but positive measure.

Theorem 1.57 (Scorza-Dragoni’s Theorem). Let Q C R? be open and
bounded, let S C R™ be compact and let ¢: QXR™ — R be a Carathéodory
function. Then for every € > 0 there exists a compact set K, C Q such that
the following properties hold:

(1) Vol,(Q\ K,) <e.
(i) The restriction ¢lg s : K: X S — R is continuous.

Proof. See Theorem 3.8 in [5]. O

3See [le].
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1.3. Sobolev spaces

Sobolev spaces provide a suitable foundation for the modern theory of par-
tial differential equations. We present some important results and refer
to [1] for a detailed exposition.

Let Q C R? be open, and let Vu = (iu, 9 u) denote the gradient of a

o ceesy 6_xd
distributiorﬂ uePDQ , where %, i =1,...,d is taken in the distributional
sense. For I < p < co we define the Sobolev space

W (Q) = {u € LP(Q): Vu e L/(Q; Rd)},

equipped with the norm

1
. p P :
lillwroy = (Il + IVl )’ i 1< p <o,

||u||W1~°°(Q) ‘= max (”u”L""(Q)’||Vu”L°°(Q;]R"))-

We denote by Wé’p (Q) the closure of D(Q) in W'P(Q) with respect to
llullw1r()- For p = 2 we use the notation H'(Q) := W'(Q) and H}(Q) =
Wé’z(Q). Note that the norm ||ul|51 ) stems from the scalar product

(U, V) (@) ::fuvdx+fVu-Vvdx
Q Q

Theorem 1.58. W''*(Q) is a Banach space. Furthermore, W'"*(Q) is sep-
arable if 1 < p < oo and reflexive if 1 < p < oo. In particular, H'(Q) is a
separable Hilbert space.

Proof. See Theorems 3.3 and 3.6 in [1]]. O

The next result holds true in dimension d = 1 only, see [7] end of section
5.2.2.

Proposition 1.59. Let I C R be an open interval. Then u € W'P(I) if and
only if u equals a.e. an absolutely continuous function it: I — R whose
classical derivative (which exists a.e. in I) belongs to LP(I).

From now on, let Q C R? be a bounded domain, i.e. open and connected
with C!-boundary I' := dQ. More generally, all theorems in this section
remain true if Q is a bounded Lipschitz domain, i.e. Q has a Lipschitz
boundaryﬂ I' (c.f. the discussion of geometric properties of domains at the

®Consult e. g. Chapter 6 in [15] for an introduction to the theory of distributions.

"The space of real-valued distributions.

8That is, that each point x € I' has a neighborhood U, C R? such that U, N T is the
graph of a Lipschitz continuous function.
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beginning of Chapter 4 in [1]). Additionally, unless differently specified,
we assume that 1 < p < co.

Theorem 1.60 (Approximation Theorem). Let W'»(Q) denote the closure
of C*(Q) in LP(Q) with respect to |lully.rq). Then

WP (Q) = WHP(Q).
Proof. See Theorem 3.22 in [1]]. O

Remark 1.61. The statement of Theorem [I.60]is wrong if p = co: put Q :=
(=1,1) and u(x) = |x| for x € Q. Then u’(x) = x/|x| fora.e. x € Q, sou €
W'(Q). But there is no sequence of smooth functions ¢, € C*(Q) such
that ||¢;, — u'|[z~q) — 0, because the class [1'] € L*(£2) has no continuous
representative.

We define the Sobolev conjugate p* of p by

ddfpp for p < d,
p* = {an arbitrary element of [1,00) forp =d,
00 forp > d.

Theorem 1.62 (Sobolev’s Embedding Theorem). Let 1 < p < co. Then
WP (Q) — LUQ)

for all g € [1,p*]. More precisely, any element u € W'P(Q) belongs to
L1(Q), and there exists a constant C > 0 depending only on p and Q such
that

lullr) < Cllullwrr)
for all u € W'"P(Q).

Proof. See Theorem 4.12 in [1]]. O

Theorem 1.63 (The Rellich-Kondrachov Theorem). The embedding
WP (Q) < LI(Q), 1 < p < oo, is compact for all g € [1, p*). We use the
shorthand notation:

WP(Q) € LY(Q).
Proof. See Theorem 6.3 in [1]]. O

Remark 1.64. We will apply Theorem[1.63]in the following way. Suppose
a given sequence (u,),av is bounded in W!*(Q). Then its image under the
embedding W'P(Q) — L4(Q), 1 < g < p* is relatively compact in L(Q)
(c.f. Definition , 1.e. there exists u € LI(2), and a subsequence (u,, )ren
such that u,, — u in LY(Q). In the particular case, that u, — u in W'P(Q),
we find that u, — u in LY(Q), 1 < g < p*; we applied Theorem [[.25] to
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obtain boundedness of (u,),av and Theorem to get convergence of the
entire sequence.

Theorem 1.65 (Trace Theorem). There exists a unique bounded linear
operator

T: WH(Q) - LP(I)
such that
Tu = uly

for all u € WH(Q) N C(Q). More precisely, T satisfies

T ullerary < Nllullwrr)

for all u € W'"P(Q), where N > 0 depends only on p and Q.
T is called trace operator, and ulr- := Tu is called the trace of u.

Proof. See Theorem 1 in [7]], Part II, Chapter 5.5. O
Theorem 1.66 (Trivial Traces). It holds that
Wy (@) = {u e W'7(Q): ulr =0},
Proof. See Theorem 2 in [7]], Part I, Chapter 5.5. O

Theorem 1.67 (Trace Embedding Theorem). The trace operator T re-
mains Continuous as an operator

T: W (Q) - LYT)

for all g € [1, p*], where

if_—_lf forp <d,
p'=1an arbitrary element of [1,00) forp =d,
00 forp>d.

Moreover, T : WP (Q) — LY(T) is compact for all q € [1, p*).
Proof. This is a special case of Theorem 1.1 in [3]. O

Theorem 1.68 (Green’s Formula). Let v = (vi, ..., v;): I = R? denote the
unit outward field on T. For any u € W"?(Q) and w € W' (Q; R?),

f(u div(w)+w-Vu)dx: fu(w-v)dS. (1.9)
Q r
Proof. See Lemma 14.4 in [17]. O

A special case of Theorem [[.68]is the following integration by parts for-
mula for trace-zero functions:
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Theorem 1.69. Let u,v € W'P(Q) with either u or v having trivial trace.

Then
ou ov

—vdx =— —d
Q(')x,-v X QuaXi X

fori=1,...,d.

Theorem 1.70 (Poincaré’s Inequality). There exists a constant N > 0
depending on p, d and € such that for all u € Wol’p(Q)

lutllr) < NIIVullpr@ra).- (1.10)
Theorem is a special case of the following

Theorem 1.71. Let X be a closed subspace of W'P(Q) such that the only
constant function belonging to X is the function which is identically zero.
Then there exists a constant N > 0 such that

lullr@) < NlIVullpr @iz (1.11)
forallu € X.

Proof. Let us assume the contrary. That is, there exists a sequence
(Vi)nen In X such that for all n € N
Vallzr@) > 2lIVVallr@ray-

We set u,, := v,/||Vallir), then (u,)qen 1s a sequence in X such that for every
neN

lunllry =1 and  ||Vullrrey < ~
Thus, (u,)nen is bounded in W!?(Q) and Theorem tells us, that (i,)pen
is relatively compact in LP(€2). Hence we can extract a subsequence (U, )ren
with
k—o0
u,, — u inLP(Q)

for some u € LP(Q). Since
Vi, 2550 in LP(Q;RY,

we conclude that Du = 0, thus u = ¢ = constant and

k—o0

Uy, — ¢ inW"P(Q).

Since X is closed, we have that ¢ € X, hence ¢ = 0 due to our assumptions.
But this contradicts the fact that 1 = [[u,,|lzr) < |ty llwirq) for all k& €
N. O

Theorem 1.72. Let 1 < g < p*. Then there exists a constant N > 0
depending on p, q, d and Q such that for all u € W'P(Q)

lellwoiey < N (IVllr@uzey + lllzoe)- (1.12)
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Proof. The proof is very similar to the proof of Theorem Let
q € [1,p*]. Then any u € W'(Q) belongs to LY(Q) by Theorem [1.62]
Let us assume that there is no constant N such that (I.12)) holds for every
u € W'(Q). Then there exists a sequence (v,),ery in WP(Q) with

||Vn||W1~P(Q) >n (||VVn||LP(Q;Rd) + ”Vn”L‘i(Q))-

We set u,, := v, /l|vallwir), then

1
ltallwiry =1 and - IVityllrize) + llunllzoe) < (1.13)

for all n € N. Hence, (u,),ay is a bounded sequence in W!*(Q), and by
Theorem there is a subsequence (u,, )reny converging in LP(2) to some
u € LP(Q). It follows from (I.13)), that the gradient of u vanishes. Therefore
u is constant almost everywhere in Q. On the other hand, (I.13]) implies that
ll#l|zsy = O, hence u = 0. This is a contradiction, because ||u,, |[wirq) = 1
for all k € N. O






CHAPTER 2
Functional Analytic Methods
Orientation

This chapter is largely based on the Chapters 38-42 in [23]. Let us outline
the basic ideas. One of the main results of this chapter is Theorem [2.37] It
yields existence of a solution to the abstract operator equation

AQu) = f 2.1

where A denotes an operator X — X', and f stands for an arbitrary ele-
ment in X’. The requirements for Theorem are, roughly speaking, the
following:

(1) A is the derivative of a functional F: X’ — R,
(i1) X is a reflexive Banach space.
(iii) F satisfies a certain continuity property,
(iv) F tends faster then linear to oo for ||u||lxy — oo.

In this connection, equation (2.1)) is sometimes called the abstract Euler
equation to the Euler-Lagrange functional F.

In Section [2.4{ we will make precise, what “differentiable” means in this
context. And we will see, that, as in classical calculus, any local minimum
uy of a differentiable functional F is a critical point, i.e. F’'(uy) = 0; see
Proposition [2.24] Hence any global minimum of G := F — f solves (2.1).

We point out, that not every operator A is a potential operator, i.e. the
derivative of a functional F'. In Section we characterize potential oper-
ators and thereby give a complete answer the question whether property (i)
is satisfied. In a real Hilbert space H for example, a bounded linear operator
B: H — H = H’ is a potential operator if and only if B is symmetric; see
Example[2.42]in[2.6|

Theorem[2.37]is based on Theorem[2.13]in Section[2.2] It asserts the ex-
istence of a global minimum of a (not necessarily differentiable) functional
F under the requirements (ii)-(iv). Of course it would suffice to identify a
local minimum or a local maximum or a saddle point of the above functional
G in order to solve (2.1I). However we restrict ourselves to global minimiza-
tion (and global maximization by considering —G). The proof or Theorem
relies on the direct method in the calculus of variations. This method
goes back to Hilbert, who used it in giving a proof to Dirichlet’s principle
under certain restrictions in 1900. The importance of Hilbert’s method is
not only the fact, that he succeeded in giving a rigorous proof of Dirichlet’s

25
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principle, but perhaps more in the fact that he operated with the admissi-
ble functions themselves as mathematical objects [11]]. The direct method
can be sketched as follows. One chooses a minimizing sequence, which
always exists by the definition of the infimum. Property (iv) now guaran-
tees that this sequence is bounded. Since X is assumed to be reflexive, this
sequence possesses a weakly convergent subsequence; c.f. Theorem
The required continuity property yields that the limit function attains the
infimum.

Theorem 2.13|can be considered as a generalization of Weierstraf3’ clas-
sical extreme value theorem for continuous functions on a compact interval
[a, b].

Throughout this chapter let X = (X, || - ||) denote a real Banach space.

2.1. Weak compactness in reflexive Banach spaces

The closed unit ball in an infinite-dimensional Banach space X is not com-
pact:

Theorem 2.1 (Riesz). The closed unit ball B{(0) = {u € X: |lu|| < 1} is
compact if and only if X is finite-dimensional.

If X is reflexive and (u,),cy 1s @ bounded sequence in X, we can at least
extract a subsequence which converges weakly to some element u € X.
This is the assertion of Theorem For the proof, we need the following
two lemmas.

Lemma 2.2. The following assertions hold true.
(1) If X is reflexive, so is every closed subspace.

(i1) X is reflexive if and only if X' is.

Proof. (1). Let V be a closed subspace of X, and let j denote the inclu-
sion mapping V — X. We define j”: V" — X" via

(J'F, )y =<F, fly, FeV’ feX.

The linear mapping j” is isometric, since by Hahn-Banach’s theorem,
Theorem (1.14]

|Flly» = sup KF, f)l = sup KF, fly)l =11j"Flix-

I/l <1 Ifllyr <1
fev’ fex’

for all F € V”. This shows, that j” is injective with inverse mapping
(Jw)—l . j//(vu) — V.
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Next, let ¢ty and ¢y denote the canonical embeddings X < X" and V —
V" respectively according to Theorem|[[.16] For any v € V and f € X,

G ww), ) = v, flv) = (Sl v) = vy = x(Gv), f)-
So far we have proved that the following diagram commutes:

3%

V V/I

17

X Xll

[5:¢

After the preceding preparations it is not hard to see that ¢y is onto. Let
F € V” be arbitrary. Since tx is bijective, there exists a unique u € X such
that j”F = (xu. Now for any f € X’ which vanishes on V it holds that

0 = <F7 f|V> = <,jl,F,f> = <LXM,f> = <f’u>
Therefore Theorem [I.22] implies that u € V. This shows that j”(V") =
tx(j(V)), hence 1y = (j')~! o 1x o jis bijective.
(i1). Let tx,tx denote the canonical embeddings X — X” and X’ —
(X)) =: X" respectively.
First, suppose that X is reflexive and consider the two mappings
jl: XI N X//l j2: XII/ N Xl

1

xl — xl o [,)_( xll/ — x/l/ 1o LX

which are inverse to each other. For x’ € X’ and x” € X",
IO = (X X7 = (' X7, &) = (37, ) = oo (X)),
thus j; =ty and therefore j, = L)_(/l. This shows that X’ is reflexive.

On the other hand, if X’ is reflexive, so is X”’. Therefore the closed
subspace tx(X) = X of X” is reflexive by (i). O

Lemma 2.3. Let X be a separable, reflexive Banach space. Then its dual
X' is a separable, reflexive Banach space.

Proof. By Lemma X’ is a reflexive Banach space. We prove, that
X’ is separable. Let (u,),cn be a sequence of unit vectors such that its linear
hull is dense in X, i.e.

X = span({u,,: n € N}).

This is possible, since X is separable. Hahn-Banach’s theorem, Theorem
implies that for every n € N there is some f, € X’ with ||f,|lx = 1,
such that (f,, u,) = 1. Let E’ denote the closure of the linear hull of (f,),en:

E’ := span({f,: n € N}).
Then E’ is a closed subspace of X’. We claim that E” = X'.
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Assume the contrary, i.e. there is some f € X’ \ E’. Since E’ C X’ is
a closed subspace, Hahn-Banach’s theorem, Theorem @, gives us some
F € X” such that (F, f) = 1 and (F,g) = O for any g € E’. Set F, =
F/||F||x». By reflexivity of X, there is a unique uy € X such that Fy = wu,
where ¢ denotes the canonical embedding X — X”. Note that [lug|lx = 1.
Now, for every n € N we have that

o — unllx = lleCuo — u)llx» = |{e(to — un), fud | = [{Fo, fu) = {fas ) | = 1,
which contradicts our assumption that (u,),ecy 1s dense in the unit sphere
{x € X: ||lx|lx = 1}. Hence E’ = X’, therefore X is separable. O

Theorem 2.4. Each bounded sequence in a reflexive Banach space X has a
weakly convergent subsequence.

Proof. Let (u,),en be a bounded sequence in X, set C = sup,, ||uall-
Let E C X denote the subspace generated by (u,),en, i.€.

E = span({u,,: n € N}).

Thus E is a separable Banach space, which is reflexive by Lemma[2.2] Due
to Lemma[2.3] E’ is separable and reflexive as well. Let {f,},en be a dense
subset in E’. We find that each sequence

((fnstti))ien, n€N

is bounded in R, and hence possesses a convergent subsequence. By a sim-
ple diagonal argument we can extract one subsequence (u; )ren, such that
for every n € N,

lim (f,, ;) € R
exists. For k € N let us define the functionals G;: E” — R by
Gi(f) = (f.ui).

Each Gy is an element of E”, the sequence (||G||g ke 1s bounded by C and
the sequence (G.(f,))reny converges for every f, as k — oo. Thus Theorem
[I.1T]tells us, that the limit functional

G:E' ->R, G((f):= ]}im (fou;)
exists and lies in E”.

Since E is reflexive, the functional G has the unique representation G =
w, u € E, where ¢ is the canonical embedding X < X”. This shows

lim (f, ) = G(f) = W), fy = (o), fEE,

thus we proved weak convergence of the sequence (u;; )iy in E.
Finally, note that for any f € X',

[}i—{g<f’uik> :%L%<f|E’Mlk> = <f|E’u> = <f,1/l>,

since u;, € E forall k € N and u € E. Hence (u;, )ren converges weakly in
X. m|
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2.2. Main theorem for extremal points

Definition 2.5. Let # € X and let F': X — R be a functional.
(1) F is called lower semicontinuous in u if

F(u) < liminf F(u,) 2.2)

for any sequence (u,),env in X which converges to u.
(ii) F is called weakly sequentially lower semicontinuous in u if (2.2))
holds for any sequence (u,),en in X which converges weakly to u.
(i11) If X is the dual of some normed space Y, i.e. X = Y’, then F is
called weak* sequentially lower semicontinuous in u if (2.2)) holds
for any sequence (u,),cnv In X which weak* converges to u.

If F is (weakly sequentially/weak* sequentially) lower semicontinuous
in every u € X, then F is called (weakly sequentially/weak* sequentially)
lower semicontinuous.

Remark 2.6. Let F: X — R be a functional.
(i) F is lower semicontinuous in # € X if and only if

Ye>0 d6>0 suchthat VYveBsu): F(v) > F(u) — ¢.

(i1) F is continuous if and only if both F' and —F are lower semicon-
tinuous.

(iii) F is usually called upper semicontinuous, if —F is lower semicon-
tinuous.

(iv) F is called weakly (weak*) sequentially continuous if both F' and
—F are weakly (weak*) sequentially lower semicontinuous, i.e.

u, = u implies lim F(u,) = F(u),

and accordingly

*

u, = u implies lim F(u,) = F(u).

Example 2.7. Let Q C R? be open and consider the Banach space X :=
(L"), 1l - llz1qy) consisting of all integrable functions u: Q@ — R. The
L'-norm || - || Lo = F: L'(Q) — R is weakly sequentially lower semicon-
tinuous.

Let us first note that F is continuous, hence in particular lower semicon-
tinuous, because the norm of a normed space is always continuous.

In order to demonstrate that F' is weakly sequentially lower semicon-
tinuous, take some arbitrary u € X and let (u,),av be a sequence which
converges weakly to u:

u, — u.
Let
L := liminf F(u,)

n—oo
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and observe that L < oo due to Theorem [I.25] and the continuity of F.
Restricting our attention, if necessary, to a subsequence, we can without
loss of generality assume that L = lim,,_,, F(u,). Therefore we can find for
every € > 0 some n, € N such that for every n > n,,

F(u,) <L+e.

Next, fix & > 0. By Mazur’s theorem, Theorem|[I.24] there exists a sequence
(Viken lying in the convex hull co({u,: n > n,.}) and converging strongly to
u, that is

w —u in X.

Ny
i=ng

such that Zfﬁng ), = 1. Exploiting the sublinearity of F, we deduce that

Every vy can be written as v, = Y.} aju;, where Ny > n, and o, € [0, 1]

N
F(v) < Z AFu) < L+¢

i=ng
for any k € N. Due to lower semicontinuity of F we conclude that

F(u) < likmian(vk) <L+ ¢e=liminf F(u,) + &.

Thus F is weakly sequentially lower semicontinuous, since £ was arbitrary.
Note that || - ||.1(q) is not weakly sequentially continuous, see Example

LS5

Remark 2.8. The procedure in the above example to deduce weak sequen-
tial lower semiconinuity from lower semicontinuity does not only apply to
sublinear functionals like norms, but generally to convex functionals. In this
case one may apply Jensen’s inequality, Lemma[2.15] in the last step.

This important feature of convex functionals is discussed in Theorem
Its proof does not rely on Mazur’s theorem, but on Theorem [1.23
However, both ways are ultimately based on the separation theorem, Theo-
rem

The superadditivity of the limit inferior yields that (weak sequential) lower
semicontinuity is preserved under finite summation:

Proposition 2.9. Let F,G: X — R be two (weakly sequentially) lower semi-
continuous functionals. Then F +G is (weakly sequentially) lower semicon-
tinuous.

Proof. We prove the weak case only. Let u € X and let (u,),cn be a
sequence in X which converges weakly to u. Then
liminf (F + G)(u,) = liminf (F(u,) + G(u,))
> lim inf F(u,) + lim inf G(u,,)

n—oo

> F(u) + G(u).
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O

Definition 2.10. Let F: X — R be a functional and let A: X — X’ be an
operator.

(1) F is called coercive, if
F(u)
im =
lull—oo ||u|

(i1) F is called weakly coercive, if
lim F(u) = oo.

[lel|[ 00
(iii) A is called coercive if
(A(w), u)
_— =

[ 171

Definition 2.11. For a functional F: X — R and 4 € R we define the
sublevel set (or lower A-level set) lev,(F) of F by

levy(F) ={ueX: Flu) <A} CX.

Proposition 2.12. Let F: X — R be a functional. The following are equiv-
alent:

(i) F is weakly coercive.
(11) lev(F) is bounded in X for any A € R.

Proof. (1)=(ii). If for some Ay € R the sublevel set M, (F) is not
bounded, then there exists a sequence (u,),en in X such that |u,|| — oo as
n — oo and F(u,) < Ay for all n € N. Hence F is not weakly coercive.

(i1)=(1). If F is not weakly coercive, there exists an unbounded se-
quence (U, )nen In X and some Ay € R such that F(u,) < Ao foralln e N. O

Theorem 2.13. Let F: X — R be a weakly sequentially lower semicontin-
uous and weakly coercive functional on the real, reflexive Banach space X.
Then there exists an element ug € X with

F(up) = min F(u) = a € R.
ueX

Proof. Take a sequence (u,),en in X such that
lim F(u,) = inf F(u) = «
n—oo ueX
By weak coercivity, (u,) is bounded, c.f. Proposition [2.12] Since X is as-
sumed to be reflexive, there exists a subsequence (u,,) en and an element

up € X such that u,, — uy due to Theorem As F is weakly lower
semicontinuous,

F(up) < liminf F(u,,) = lim F(u,;) = «
Jj—ooo Jj—oo

This implies that @ = F(uy) € R is a minimum of F. O
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2.3. Convex functionals

In this section we discuss a very important class of functionals: convex
functionals. They possess two remarkable features:

(i) strictly convex functionals attain at most one minimum (unique-
ness).

(i1) convex functionals are weakly sequentially lower semicontinuous,
if they are lower semicontinuous (existence).

Definition 2.14. Let M C X be a convex subset and let F: M — R be a
functional. F is said to be convex if

F((-du+tw) < -0HF@)+tFQ)
for all u,v € M and for all ¢ € (0, 1). F is strictly convex if this inequality is
strict whenever u # v.

Inductively one obtains

Lemma 2.15 (Jensen’s Inequality). Let M C X be a convex subset and
let F: M — R be a convex functional. For any finite number of points
up, ... u, € X and ay, ...,a, € [0, 1] such that 3,;_, a; = 1,

F (Zn: aiui] < Zn: o F(u,).
i=1 i=1

Theorem 2.16. The functional F: X 2 M — R has at most one minimum
on M if the following conditions hold:

(i) M C X is convex
(11) F is strictly convex.

Proof. Having two minima u # v, (ii) implies
1 1 1 1
F(Eu + EV) < EF(M) + EF(V) = Iv‘l)’élﬂlll Fw),
a contradiction showing u = v. O

Proposition 2.17. Let F: X 2 M — R be a convex functional. Then any
local minimum of F is a global minimum.

Proof. Let uy be a local minimum of F, i.e. there exists &€ > 0 such that
F(ug) < F(w) for all w € B.(up) " M. Let u € M \ {uy}. Then there is some
A € (0, 1] such that uy + A(u — up) € Bo(up) N M. Since F is convex, we get

F(up) < F(up + A(u — up)) < AF ) + (1 — ) F(up).

This implies F(uy) < F(u), thus u is a global minimum. O

Lemma 2.18. Let F: X — R be a functional.
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(1) The following are equivalent:
(1) F is lower semicontinuous.
(i1) lev,(F) is closed for each A € R.
(2) The following are equivalent:
(1) F is weakly sequentially lower semicontinuous.
(1) lev,(F) is weakly sequentially closed for each A € R.

Proof. We only proof assertion (2). The proof of (1) is almost identical
to the proof of (2).

(1)=(i1). For an arbitrary 4 € R let (u,),en be a sequence in lev,(F),
which converges weakly to uy € X. Since F is weakly sequentially lower
semicontinuous in ug, we have that

F(up) < liminf F(u,) < A.

Thus ug € lev,(F).
(i1)=(1). If F is not weakly sequentially lower semicontinuous, then
there exists some uy € X and a sequence (u,,),en in X such that

u, — uy and liminf F(u,) < F(ugp).

Choose A € R with
liminf F(u,) < A < F(ug).
Then there exists a subsequence (u,, )reny Which lies entirely in lev,(F) and
Uy, — Up.

Hence lev,(F) is not weakly sequentially closed, because u ¢ lev,(F). O

Theorem 2.19. Let X be a real Banach space and let F: X — R be a
convex functional. The following assertions are equivalent:

(1) F is lower semicontinuous.
(1) F is weakly sequentially lower semicontinuous.

Proof. Let F: X — R be convex and observe that lev,(F’) is convex for
all 1 e R: foru,v € lev(F) and ¢t € [0, 1] we have that

Fitu+ (1 -tw) <tFu)+(1 -nHFW@)<tl+(1-1Ha =24,
hence tu + (1 — t)v € lev(F). Therefore
(1) g lev,(F) is closed forall 1 € R
g lev,(F) is weakly sequentially closed for all 1 € R

G,
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Remark 2.20. We will laterﬂ prove a result that is similar to Theorem
Under the additional assumption of differentiability of F we will then be
able to give a constructive proof which does not make use of Hahn-Banach’s
separation theorem.

Example 2.21. The norm || - ||y is weakly sequentially lower semicontinu-
ous. For a sequence (u,,),en in X with u, — u, we have that

lim inf ||u,||x > [|ullx.
n—oo

Let us conclude this section with the following useful convexity criterion.

Proposition 2.22. Let M be a convex subset of a real vector space X and
let F: M — R be a functional. For u,v € M we set ¢, ,(t) = F(u+t(v—u)),
@uv: [0,1] = R. Then:

F is (strictly) convex <= ¢,, is (strictly) convex on [0, 1] for all u,v € M

Proof. ”&": Lett € (0,1). Forall u,ve M,

F((-tHu+tv)=F(u+tv—u)
= @u(1)
< (1 = D@u,(0) + 10,,(1)
= (1 -0F(u) +tF@)
"= Let A €(0,1)and let ¢z, s € [0, 1], then for all u,v € M,

Gur((1 =Dt + As) = Fu + (1 = Dt + As)(v — u))
=F((-Du+tlv-—u)+Au+siv-—u))
<A=-DFu+tv—u)+ AF(u+ s(v—u))
= (1 = D@u(1) + Aupip(s)

2.4. Differentiable functionals

We discuss G-differentiable functionals. The main result of this section is
Theorem which states that a G-differentiable functional F' is convex if
and only if its G-derivative F’ is monotone. Another highlight is Theorem
[2.37] on the resolvability of the abstract operator equation F’(u) = f. It is
the basis for the existence theory of solutions to the boundary value problem

(3.1)) in Chapter[3]
IC.f. Corollary [2.33](ii).
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Definition 2.23. Let (Xi,] - ||;) and (X5, ]| - ||2) be two real Banach spaces,
let A: X; — X, be a mapping and let u, h € X;. If there exists an element

0 € X, such that

Al +1h) —Aw)

of =0,

2
then we say that A has the directional derivative DA(u, h) = ¢ at u in di-
rection A. If the mapping & — DA(u, h), X; — X, is linear and continuous,
we say that A has the Gdteaux differential - or shorter: G-differential - at
u, denoted by A’(u) € L(X;,X,). We call A G-differentiable if A’(u) ex-
ists for every u € X,; then the G-derivative A" of A defines a mapping
X — L(X;,X).

In the special case X, = R, a G-differentiable functional F: X; — R has
the G-derivative F’: X; — X" and DF (u, h) is usually written as (F’(u), h).

lim

>0

Proposition 2.24. Let F: X — R be a G-differentiable functional. If F has
a local minimum at uy € X, then uy is a critical point, i.e. F'(uy) = 0.

Proof. For h € X we define the function ¢,: R — R, ¢,(t) = F(ug +
th). By our assumptions every ¢, is differentiable on R and attains a local
minimum at 0. Therefore

0 = ¢,,'(0) = DF(ug, h) for all h € X.

Definition 2.25. Let A: X — X’ be an operator.
(1) A is called monotone if

(A(w) = AW),u—-v) 20
forall u,v € X.
(i1) A is called strictly monotone if A is monotone and
(A(w) —A(W),u—v)>0

whenever u # v.

(iii) A is called uniformly monotone if there exists a continuous strictly
monotonically increasing function a: R{ — R with a(0) = 0 such
that limg_,, a(€) = oo and

(A) = AW),u —v) Z a(llu = v [lu — vl
for all u,v € X.
(iv) A is called strongly monotone if there exists a constant ¢ > 0 such

that
(A() — AW), u —v) > cllu — V||

forall u,v € X.

Remark 2.26. Note that
(i) strongly monotone operators are uniformly monotone, and that
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(i1) uniformly monotone operators are both strictly monotone and co-
ercive.

We start with the observation, that monotone operators are locally bounded:

Proposition 2.27. Let A: X — X’ be monotone. Then A is locally bounded,
that is]
Yue X de>03IM >0VveB.(u): [Aw)llx < M. (2.3)

Proof. Let us suppose, that (2.3)) does not hold. Then there exists some
u € X and a sequence (u,),en in X converging to u such that [|A(u,)|lx —
co. We assume without loss of generality that u = 0 and put ¢, == 1 +
[[A(u)||x |lu,l = 1 for n € N. Since A is monotone, we have for any v € X
that

0 <(AW) = Aun), v — u) = (A(un), tn) + (AW), v — u) — (Auy), v) .
Hence
<C;1 A(u,,),v> < (A(uy), uy) +C<A(V),v — Uy)
< A ()l x IIMnIT N NAW)ILx (VI + lleta]])
Cy Cy
< L+ AW AW+ llual) = 1+ AWl ]

Since the above estimate holds for —v as well, we conclude that forall v € X

lim sup (¢, A, v)| < co.

Therefore the uniform boundedness principle, Theorem[I.10] yields that the
family

e IAlle}
is uniformly bounded, say by N € R*. Thus ||[A(u,)|| < N(1 + ||A(u,)||x-) for
all n € N. This implies

N n—oo
A(u,)|x < N,
|| ( n)”X 1—N||1/tn||
which contradicts our assumption that ||[A(u,)|[ys — 0. O

Corollary 2.28. IfA: X — X' is linear and monotone, then A is continuous.

The next theorem establishes the connection between the convexity of a
differentiable functional F' and the monotonicity of its derivative F’. It is
based on the following proposition for real functions:

Proposition 2.29. Let ¢: [a,b] — R be diﬁ"erentiablﬂ

2cf. Deﬁnition

3The derivatives in the boundary points are understood to be the corresponding one-
sided derivatives. We will recurrently make this abuse of notation in the sequel.
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(i) ¢ is (strictly) convex on |a, b] if and only if ¢’ is (strictly) mono-
tonically increasing on |[a, b].
(1) If ¢ is convex on [a, b] then ¢’ is continuous on (a, b).

Proof. The proof of assertion (i) can be found in most textbooks on
calculus, see e.g. Satz 49.7 in [10]]. See Problem 42.3 in [23]] for a proof of
assertion (ii). O

Corollary 2.30. Let ¢: [a,b] — R be differentiable and convex. Then ¢ is
Lipschitz continuous on any compact interval I C (a, b).

Proof. Let I C (a,b) be a compact interval. By Proposition [2.29] (ii), ¢’
is bounded on /. Therefore, having in mind the mean value theorem, one
can choose L = sup,., |¢’(¢)| as Lipschitz constant. O

Theorem 2.31. Let F: X — R be a G-differentiable functional. Then

(1) The following are equivalent:
(1) F is convex on X.
(i1) F’ is monotone on X.
(i) F(v) — F(u) = (F'(u),v —u) for all u,v € X.
(2) The following are equivalent:
(1) F is strictly convex on X.
(11) F’ is strictly monotone on X.
(i) F(v) — F(u) > (F'(u),v — u) for all u,v € X such that u # v.

Proof. (1) As in Proposition we define ¢(f) = ¢, (1) = F(u+t(v -
u)) for u,v € X and ¢ € [0, 1], then ¢’'(¥) = (F'(u + t(v — u)),v — u) for all
t €[0,1], and:

. .
(i) & ¢isconvexon [0, 1] forall u,v e X

220
& ¢’ is monotonically increasing on [0, 1] for all u,v € X

(
&L i),
We have to verify (2):
”:7’:

0<¢'(1)—¢(0) =(F'(v),v—uy = (F'(v),v — u)
=(F'(v) = F'(u),v—u).

<" Let0 < s <t<1,then

Q1) = ¢'(s) = (1t = ) (F'(u+1(v = w) = F'(u+ s(v = w), (t = $)(v = u))
> 0.
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It remains to prove the equivalence (ii) < (iii):

(i) = ¢’ is monotonically increasing on [0, 1] for all u,v € X

B 4(1) = 0(0) = ¢'(€) = ¢ (0) for some & € (0, 1) for all u, v € X
= F(v) — F(u) > (F'(u),v — u) for all u,v € X [this is (iii)]
= F(u)— F(v) > (F'(v),u—v) forall u,v € X
=>0>(F'(u)— F'(v),v—u) forall u,v € X
= (ii).
The proof of (2) is almost identical to the proof of (1). O

Remark 2.32. Let us consider the mapping a: RY — RY = (R?)’. Accord-
ing to Definition [2.25] a is monotone if and only if

(a(x) —a) - (x—=y) =0

for all x,y € RY, where ”-” denotes the standard inner product on R?. Let
furthermore f: R? — R be a differentiable function with gradient Vf = a.
Then Theorem applies, and gives

a is monotone <= f is convex

= fO)-f)<a)-(y-x) VxyeR’

Likewise, the equivalences with regard to the respective strict cases re-
main true in this finite dimensional setting.

Theorem has two important consequences.

Corollary 2.33. If F: X — R is a convex G-differentiable functional, then
the following two assertions hold:

(1) F has a minimum at u if and only if F'(u) = 0
(1) F is weakly lower semicontinuous.

Proof. Assertion (i) is a direct consequence of Theorem (1) and
Proposition
(ii). Inequality (iii) in Theorem [2.31](1) and weak continuity of (-, -) yield:
F(u) < liminf,_,(F(v) + (F'(u),u — v)) = liminf,_., F(v)
O

Corollary 2.34. Let F == F| + F: X — R be a functional with F;: X —
R being convex and G-differentiable, and with F,: X — R being weakly
sequentially lower semicontinuous and G-differentiable. Then F is G-differ-
entiable and weakly lower semicontinuous.

Proof. F, is weakly sequentially lower semicontinuous by Corollary
[2.33] Thus F is weakly sequentially lower semicontinuous due to Proposi-
tion 2.9} the G-differentiability of F is obvious. O
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Proposition [2.36] deals with further relations between F and F’. But first,
we need to prove the following

Lemma 2.35. If ¢: [a,b] — R is Lipschitz continuous, then ¢ is absolutely
CoOntinuous.

Proof. Let L denote the Lipschitz constant of ¢, i.e.

lo(x) — ()| < L|x -yl

for all x,y € [a,b]. Let € > 0 and set 6 := &/L. Then the criterion for the
absolute continuity of ¢, see Definition[I.32] is satisfied. O

Proposition 2.36. Let F': X — R be G-differentiable.

(i) If F' is monotone, then F is locally Lipschitz continuous.
(i) If F' is uniformly monotone, then F is coercive.

Proof. (i). By Proposition [2.27, F” is locally bounded. Thus F, having
a locally bounded G-derivative, is locally Lipschitz.

(ii). For u € X we define the map ¢ = ¢,: R = R, t — F(tu). By
assumption ¢ is differentiable and the proof of Theorem[2.31|shows that ¢ is
convex. Corollary 2.30/implies that ¢ is Lipschitz continuous on [0, 1], thus
¢ is absolutely continuous on [0, 1] by Lemma[2.35] Applying Lebesgue’s
fundamental theorem of calculus, Theorem [I.34] yields:

1

1
F(u)—F(0)=¢(1)—90(0)=f0 90'(t)dt=fo (F'(tu), u) dr.

Now choose € € (0, 1). Supposing without loss of generality that F(0) = 0
we get:

1 1
F(u) = f (F'(tu),uy dt = f 1 (F'(tu) — F'(0), tu — 0) dt + (F'(0), u)
0 0
1
> f 1 (F'(tu) — F'(0), tu — 0) dt + (F'(0), u)

1
> f £ a(|[eull) |leull dr + (F'(0), uy

1
> f ' a(lleull) lleull dz + (F'(0), u)
> —zlog(e) a(e |lull) llull = IF" ()l Ilul
= llull (1og (") a(e llull) = 1F' (Ol ),

where a: R — R{ is a continuous function that is strictly monotonically
increasing such that lim,_,., a(¢) = oo according to Definition [2.25] Thus,
Fu) _

im =
llull—co |||
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Theorem 2.37. Let X be a real, reflexive Banach space and let F: X — R
be a G-differentiable, weakly sequentially lower semicontinuous functional.
We set A .= F'. Then the following assertions hold:

(1) If F is coercive, then A(u) = f has a solution for any f € X'.

(i) If F is strictly convex, then A(u) = f has at most one solution.

Proof. Let f € X'. WedefineG: X - R, u— F(u) — (f, u).
(1). The functional G is weakly sequentially lower semicontinuous and G-
differentiable with G-differential G'(#) = A(u)— f. Observe that G is weakly
coercive. Therefore G attains a minimum u, € X by Theorem [2.13] Due to
Proposition 2.24| we get G’ (1) = 0, thus 1, solves the equation A(u) = f.

(i1). G 1s strictly convex. Corollary tells us, that any solution to
A(u) = f minimizes G, thus due to Theorem[2.16|the equation A(u) = f has
at most one solution. O

2.5. Potential operators

Definition 2.38. An operator A: X — X’ is called hemicontinuous if the
mapping ¢ — (A(u + tv), w) is continuous as a mapping [0, 1] — R for all
u,v,w € X, i.e. A is directionally weakly continuous.

Definition 2.39. Let A: X — X’ be an operator.

(i) A is called a potential operator, if there exists a G-differentiable
functional F: X — R such that A = F’. In this case, we call F a
potential of A.

(i1) If A is hemicontinuous, then we define F4: X — R by

1
F,(u) = f (A(tu), u) dt 2.4)
0
and call F4 a pseudo potential of A.

Next, we consider the following two equations:
1
Fa(u)— Fa(v) = f Av+tu—-v),u—v)ydt forallu,veX (2.5)
0

and
A" ()W), w) = (A"(w)(w),v) forall u,v,we X (2.6)
together with the condition

(t,5) — (A’(w + tu + sv)(x), y) is continuous on [0, 1] x [0, 1]
2.7)
for all u,v,w, x,y € X.

Proposition 2.40. Let A: X — X’ be a hemicontinuous operator. Then the
following assertions hold:
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(i) Integral criterion. A is a potential operator if and only if ([2.5))
holds. Then the pseudo potential F 4 is a potential, and an arbi-
trary potential of A differs from F 4 only by a constant.

(i1) Derivative criterion. If A" exists on X as a G-differential satisfying
(27), then A is a potential operator if and only if holds.

Proof. (i), ’="-part. Let F: X — R be a G-differentiable functional
such that F' = A, let u,v € X. For ¢(t) = F(v + t(u —v)), t € R we have
that ¢’(¢) :== (A(v + t(u — v)), u — v), and therefore

1 1

F(u) — F(v) = ¢(1) — ¢(0) = f o () dt = f (A + t(u —v)),u —v) dt.
’ ’ 2.8)

Note that (2.8) holds true for all u,v € X, thus F = F(0) + F4 and F,

satisfies (2.5]).
(i), ”<"-part. Let F, satisfy (2.5)), let u,v € X. We calculate

(Fa'(u),v) = lim ST (Fa(u+ sv) = F(u)

1
@ lina 57! f (AU +tu+sv—u),u+sv—u)dt
Nad 0

s—0

1
= f lim (A(u + tsv), v) dt
0

= (A(),v),

where we interchanged passage to the limit with integration, thanks to the
continuity of the integrand. This shows that F, is G-differentiable with
G-derivative F4" = A, because u, v € X have been chosen arbitrarily.

(i1), ”="-part. Let F be a potential for A, let u,v,w € X. We define a
function W: [0, 1] X [0, 1] — R by W(z, s) := F(w + tu + sv). Then:

a ,

%W(Z, s) =(A'(w+ tu+ sv)(v), u) (2.9a3)
a ,

@W(I, s) = (A'(w+ tu + sv)(u),v). (2.9b)

Now (2.7) and (2.9) imply that W is twice continuously differentiable on
[0,1] x [0, 1]. Therefore it follows by Schwarz’ theorem that the second
derivatives of W are symmetric on [0, 1] X [0, 1]. In particular we find that

0 %)
—W(0,0) = —W(0,0),
otds ©.9) dsot ©.9)
but this is (2.6), since u, v, w € X have been chosen arbitrarily.
(i1) 7&<"-part. Let u,v € X. We define two functions U,V: [0,1] —» R

by
U(t, s) .= (A(tv + su),v)
V(t,s) = (A@tv + su), u) .
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Then (2.6) means that

0 0
c’)_sU(t’ s) = EV(t, s) forallt,se]0,1]

and (2.7) implies that the vector field (U, V): [0,1] x [0,1] — R? is con-
tinuously differentiable. Therefore integration over any closed piecewise
continuously differentiable path y in [0, 1] X [0, 1] gives zero:

fU(t, s)dt + V(t,s)ds = 0.
y
In particular, we obtain by choosing vy to be the triangle A = AABC
with vertices A := (0,0), B := (0,1), C = (1,0) and with clockwise tra-
versal. Note once again, that all calculations and arguments we have made,
are independent of the particular choice of u,v € X. Thus A is a potential
operator by (i). O

We want to close this section with a remark on non-potential problems. If
a given hemicontinuous operator A: X — X’ does not satisfy (2.3), Propo-
sition [2.40| tells us, that there is no functional F: X — R such that F’ = A.
Hence the direct method, Theorem [2.37] does not apply to the problem

Aw) =f, feX. (2.10)

However one might find answers concerning resolvability of (2.10) within
the theory of monotone operators. This theory can be considered as a gen-
eralization of the calculus of variations, since it applies to both potential and
non-potential problems. The main theorem on monotone operators is due
to Browder and Minty. It can be found e.g. in [22]. We state a simplified
version of this theorem.

Theorem 2.41 (Browder (1963), Minty (1963)). Let A: X — X’ be a
monotone, coercive and hemicontinuous operator on the real, separable
and reflexive Banach space X. Then the equation

Auw) = f

has a solution for every f € X'.

2.6. Examples

Example 2.42. Let H be a real Hilbert space andlet A: H - H = H' be a
continuous linear operator. We have that A is G-differentiable and A’(u) = A
for all u € H, hence A’ clearly satisfies (2.7). By Proposition [2.40] A is a
potential operator if and only if A is symmetric.
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So let A be symmetric, then the potential F,: H — R is given by

1 1
Fi(u) = f (A(tu),u) dt = f t{Au,u) dt = % (Au, u) . 2.11)
0 0

Let us additionally assume that A is strongly monotone. Then A is coer-
cive and strictly monotone, c.f. Remark@ and F, is coercive - either by
Proposition [2.36|or directly from (2.11)). Thus, by Theorem[2.31]and Corol-
lary 2.33] F, is strictly convex and weakly lower semicontinuous. Now
Theorem says that for any b € H’ the equation Au = b possesses a
unique solution u, € H.

Example 2.43. Let Q C R? be a bounded Lipschitz domain and let A =
Zfl:] ai—zz denote the Laplace operator in RY. Consider the Dirichlet bound-
ary value problem:

—Au=f inQ (2.12a)
u=0 ondQ (2.12b)

We want to show that in a certain sense, the boundary value problem (2.12))
has a unique solution. Therefore we choose the Sobolev space Hé(Q) =

Wé’z(Q) as solution space and we interpret A as an operator acting between
Hy(Q) and (Hy(Q)) = H'(Q):

A: Hy(Q) —» H'(Q), u (Au,-)2q)

We set || - || := || - ||z (). The operator A is linear, moreover A is bounded:
sup [|Aullg-1q) = sup sup [(Au, V)2
llell <1 llull<T vlI<1

= sup sup [(Vu, Vv)2q)

llll<T [Ivli<1

< sup sup [(u, Vg1l = 1.
lll<T [vll<1

The above estimation also shows, that the image of A is contained in H Q).
Let f € L*(Q). We set f == (f, )2 € H'(Q) and call uy € H}(Q) a
weak solutiorf|to the boundary value problem (2.12) if

fwwwm:fﬁw (2.13)
Q Q

holds for all v € H)(€).
Formula (2.13) is motivated by Theorem assume that uy € H)(Q)
with Vuy € H'(Q) satisfies (2.13) for every v € H,(Q). Then for all v €

Hi(Q),
f—Auovdfouo-Vvdx.
Q Q

That is —Aug = f holds true in H~'(Q)

4See Section for a detailed discussion of this solution concept.
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We claim that (2.12) possesses a unique weak solution for every f €
L*(Q). According to Example and by exploiting the fact that —A is
symmetric, it is sufficient to verify that —A is strongly monotone in order to
find the unique weak solution u, € Hé (Q) to (2.12). Thus we have to show
that there exists a constant ¢ > 0 such that

f (Vu)dx > ¢ f u? + (Vu)? dx = c||ul (2.14)
Q Q

for all u € Hy(€). It follows directly from Poincaré’s inequality (I.10), that

2 2 2 2
”u”LZ(Q) + ”Vu”LZ(Q) S (N + l)llvu”LZ(Q)y

hence (2.14)) holds true with ¢ := (N + 1)L,



CHAPTER 3
Quasilinear Boundary Value Problems
Orientation

This chapter is devoted to the study of the following mixed boundary value
problem for a function u: Q — R. It is given in divergence form:

—div(a(x,u, Vu)) + c(x,u,Vu) =g  inQ (3.1a)
l/l|r =uUup On FD (31b)
v-a(x,u,Vu) + b(x,u) =h only. (3.1¢)

The subset Q C R? is supposed to be a bounded domain with C'-boundary
I' := 0Q. More general, Q can be a bounded Lipschitz domain. The vector
field v = (vy, ..., v4) denotes the unit outward normal to I'. It is defined at any
point x € T, if I" is a C!-boundary. If T is a Lipschitz boundary, v is defined
a.e. on I'. Furthermore, I'p,I'y C T are disjoint opelﬂ subsets of I such
that I'\ (I'p U I'y) has measure zero with respect to the (d — 1)-dimensional
Lebesgue measure. Note, that either I'p, or I'y might be empty.

We are particularly interested in showing existence of weak solutions u
to (3.1) by means of the abstract functional analytic theory presented in the
previous chapter.

We follow the exposition in [13], Chapter 4.

3.1. A first closer inspection of problem (3.7))

The equation (3.Th) is a quasilinear second-order partial differential equa-
tion. In more detail it reads:

d
- Z %ai(x, u(x), Vu(x)) + c(x, u(x), Vu(x)) = g(x) (3.2)
i=1 O

where x = (x1,..,x;) € Q, and g;: QxR xRY - R, i = 1,...,d and
c: QxR xR? — R are given functions. Instead of (3.2) we will often use
the abbreviated form (3.Th). For x € Q we will assume a;(x, -,-), i = 1, ...,d,
and c(x,-,-) to be smooth in the Wllo’c1 (R x RY) sense, and we require the

n the relative topology.
45
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following symmetry conditions:
dai(x,r,s) _ Oaj(x,r,s) and Oai(x,r,s) _ dc(x,r, )
Os; B 0s; or B 0s;

forall 1 < i,j < d and for almost all (x,r,s) € Q X R x R%. That is, the
Jacobian matrix of the mapping

(r,8) > (c(x,r,5),a(x,r,s)), R R (3.4)

is symmetric for almost all x € Q.

Condition (3.1p) is a so-called Dirichlet boundary condition for the
trace ulr of u on I'p with up: I'p — R being a given function.

Relation (3.1If) is a condition for the boundary flux v - a of u on Iy,
where v = (vy, ..., v;4) denotes the unit outward normal toI', and 4: I'y > R
and b: I'y X R are given functions. This condition is a so-called Newton
boundary condition; if b 1s identically zero, it is called a Neumann boundary
condition.

We call (3.1)) a Dirichlet boundary value problem if I', = T', or a New-
ton/Neumann boundary value problem if I'y = T', or else a mixed boundary
value problem, that is if I'p and I'y both have nonzero (d — 1)-dimensional
volume.

(3.3)

3.2. Weak formulation of (3.1)

Next we will derive a weak formulation of the mixed boundary value prob-
lem (3.1). We emphasize that the calculations we are carrying out are not
rigorously justified at the moment. In the next section we will set up further
restrictions on the data appearing in (3.1) and thereby subsequently give a
meaning to all calculations we have done.

First, we multiply equation (3.1a) by a so-called test function z with
Zlr, = 0 and integrate over Q.

f(— div(a(x,u, Vu)) + c(x,u, Vu))zdx = f gzdx.
Q Q

Next, we apply Green’s formula (1.9):

f a(x,u,Vu) - Vz + c(x,u, Vu)zdx — f(v ~a(x,u,Vu))zdS = f gzdx;
Q r Q

and substitute the Newton boundary condition (3.1p):

f a(x,u,Vu) - Vz + c(x,u, Vu)zdx + f(b(x, u)—h)zdS = fgz dx.
Q r Q
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Finally, noting that the boundary integral vanishes on I'p since z|r, = 0, we
arrive at

fa(x,u,Vu)-Vz+c(x,u,Vu)zdx+f b(x,u)zdS :fgzdx+f hzdS.
Q I'n Q I'ny
3.5)

Formula (3.5)) leads to the following

Definition 3.1. Let 1 < p < co. We call u € W'"*(Q) a weak solution to the
mixed boundary value problem (3.1)) if ul, = up and if (3.5)) holds for any

zeX ={ze W"Q): 2, =0}.

Remark 3.2. The reason why we have chosen the Sobolev space W'?(Q)
as appropriate solution space will be clarified in the next section, where we
will restrict the data in (3.1)) to functions of p-polynomial growth.

Note, that the cases p = 1 and p = oo are excluded. This is because we
want to apply the existence theory from Chapter [2| which relies on com-
pactness properties of reflexive Banach spaces.

The next proposition makes sure that our definition of a weak solution to
(3.1)) is a consistent generalization of the concept of classical solutions. We
call a function u € C*(Q) a classical solution for (3.1), if u satisfies (3.1) in
every x € Q.

Proposition 3.3. Consider the mixed boundary value problem (3.1)). Then:

(i) Every classical solution is also a weak solution.

(i) Let a € C'(Q xR x R%:RY), ¢ € C(Q X R X RY) and b € C(Ty x
R). Furthermore let g € C(ﬁ), h € CTy) and up € CI'p). If
ue wWhrQ)n Cz(ﬁ) is a weak solution, then u is also a classical
solution.

Proof. Assertion (i) follows from the above derivation of (3.5]).
(ii). By assumption, (3.5) is satisfied for every z € X. Due to Green’s

formula (1.9),

f (diviaCx,u, Vu)) = c(x,u, Vu) + g )z dx

“ (3.6)
+ f (h = b(x,u) = v a(x,u, Vu))zdS =0
'y
for every z € X. First, we show that u solves (3.1a) in every x € Q. For any
Z € Wé”’ (Q) C X, the boundary integral in (3.6) vanishes, hence the first
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integral vanishes too. We set
a(x) = div(a(x, u(x), Vu(x))) — c(x, u(x), Vu(x)) + g(x), a: Q - R,

and claim that @ = 0. By our hypothesis, @ € C(QQ). If @ # 0 there exists
some x € Q such that a(x) # 0, say a(x) > 0. Then « is positive on B.(x)
for some £ > 0. This contradicts the fact that the first integral in (3.6)) is
zero for all z € Wé’p (). Hence a@ = 0 and therefore u satisfies in
every x € Q.

Now we know that the first integral in (3.6)) vanishes for any z € X. This
implies that the second integral is zero for any z € X. Observe that the set
{zer 1 Z € X} 18 dens in L'(T'y). Therefore, the function

B(x) = h(x) — b(x, u(x)) — v(x) - a(x, u(x), Vu(x)), B:IT'y - R

is zero almost everywhere on I'y. Since by assumption 8 € C(I'y), we have
that 3 is identically zero on I'y. This shows that u satisfies (3.1f) in every
point x € ['y.

Finally note, that the trace (u — up)lr, is zero almost everywhere on
LP(T'p) by Definition Thus (3.1b) is satisfied in every x € I'p, because
ulp, € C(I'p) by our assumption. O

Remark 3.4. We make some comments on the space X:

(1) X equipped with the Sobolev norm || - ||y1.rq) 18 a closed subspace
of the separable, reflexive Banach space W!*(Q). Therefore X is
also a separable and reflexive Banach space by Lemma [2.2] The
closedness of X € W!?(Q) is a direct consequence of the continu-
ity of the trace operator; c.f. Theorem[I.65]

(i1)) We have seen in the proof of Proposition that the density of
{zer 1z € X} in L'(I'y) was important to obtain consistency with
the classical problem. This density property is guaranteed, if T'p
and I'y are sufficiently “regular”. In particular we are on the save
side with our assumption, that I'p, I'y C I" are open.

If we would presume I'p and I'y to be measurable only, which
would be fine from a pure theoretical point of view, the following
scenario could happen. One could imagine I'j, to be a dense null
set in I'. Then any continuous function satisfying the Dirichlet
condition 0 := up = ulr, is identically zero on I' and the Newton
boundary condition (3.Ic) has no meaning, although Vol,_;(I'y) =
Vold_l(F).

2See Remark
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3.3. Specification of the data in (3.1)

We will now set up further requirements on the functions a, b, ¢, g, h and up

that appear in (3.1).
First, we have to make sure that both integrands on the left-hand side of

(3.5) are measurable. To ensure this, we assume that
anc: QXRxRY >R, b:T'xR—->R are Carathéodory functions

for i = 1,...,d. Furthermore the integrands in (3.5)) should be integrable
for all u, z € W'P(Q), and additionally we will later need certain continuity
propertieﬂ of the Nemytskii mappings

N,: WHP(Q) x LP(Q; RY) — L7 (Q: RY),
e Ny(ulp): WH(Q) — L7 (),
N,: WP(Q) x LP(Q:RY) — L (Q).

These considerations lead to the following growth conditions on the nonlin-
earities a, b and c:

la(x, r, )| < y(x) + C|r|? 9" + C|slP!  forsomey € L7 (Q), (3.7a)
Ib(x, )| < y(x) + C |}’ ! for somey € L (),  (3.7b)
le(x, 7, )| < y(x) + C AP~ + Clsi?’?” for somey € L7 (Q).  (3.7¢)
Convention 3.5. For p > d, the terms |r|™ occurring in are to be under-

stood such that |a(x, -, )|, |b(x, )| and |c(x, -, s)| may be growing arbitrarily
fast as |r| — oo.

Furthermore let us suppose:
gel” (Q) and hel” (D).

This ensures that gz € L'(Q) and (hz)|r € L1(I) for all z € WP(Q).

Finally we have to qualify up occurring in the Dirichlet boundary con-
dition (3.1Ib). The simplest way is to assume that up is the trace of some
w e Whr(Q):

Up = er on I'p. (38)

3.4. Variational analysis of problem (3.1)

In order to apply the theory in Chapter [2] to the boundary value problem
(3.1), we have to set up an abstract operator equation, that corresponds to
(3-1) or rather to its weak formulation (3.5). Let us therefore consider the

3According to Theorem
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Banach space (X, || - |), where || - || := || - [lwirq)- We define the operator
A: W'(Q) — X’ and the functional f € X’ by

(A(u), z) := left-hand side of (3.5)) 3.9)

(f,z) == right-hand side of (3.5). (3.10)

Lemma 3.6. We have that

(i) feX, and
(i) A(u) € X’ for all u € W'r(Q).

Proof. (1). The linear functional f on X satisfies

fgvdx+f hvdS'
Q Ty

sup  (llgll, o, Ml + WAll e ) IVl o)
Vi<,
vew P (@)

< Mgl

A llx < N1fllwrr)

sup
IvlI<t,
vewl.P(Q)

IA

+ No||All

L Ty

where N, is the norm of the embedding operator W'»(Q) — L” (Q), and N,

denotes the norm of the trace operator W!*(Q) — L”#(F ~). Hence f € X'.
(ii). Clearly, A(u) defines a linear functional on X for any u € W'7(Q).

We prove that A ({u e Whr(Q): |lull < p}) is contained in X’ for any p > 0.

The growth conditions (3.7) allow us to make the following estimates:

I7(9)

sup [[A()lly-

llull<p

< sup [JA@)llwrr )y
[lull<p

= sup sup
llull<p IWiI<L.
vew P (Q)

f a(x,u,Vu) - Vv + c(x,u, Vu)vdx + f b(x, u)v dS'
Q I'n

< sup sup (lla(x, u, Villr aray IVVIlroumay
lull<p ||v|1|s|, )
Vi P

ewl-P(Q) <1

1l Vi)l ) Wl + 1B )l Ilvllmm)

< sup [la(x, u, Vi)l ey + Nille(x, u, Vu)| + Nollb(x, wl|

#/
Lr" (Ty)
llull<p

(@)
< 00,

As in the proof of assertion (i), N; is the norm of the embedding oper-
ator W'?(Q) — LP(Q), and N, denotes the norm of the trace operator
whr(Q) — LP#(FN). This proves, that A(u) € X’ for every u € W'P(Q). O

Remark 3.7. The above proof yields a stronger statement: A(u) is uni-
formly bounded in X’ for u ranging over a bounded set in W!*(Q).
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Next, we need to find a potential F of A. According to (2.4) we make the
ansatz

1
F(u) = f (A(tu), u) dt
0

1
= f (fa(x, tu,Viu) - Vu + c(x, tu, Viu) udx + f b(x,tu) u dS) dt
0 Q I'n

1
= f (f a(x,tu, tVu) - Vu + c(x, tu, tVu) u dt) dx
a\Jo

1
+f (f b(x,tu)udt)dS,
ry \Jo
(3.11)

where we employed Fubini’s theorem, Theorem [[.35] in the last equality

in (3.T1). Note that fol | (A(tu), u) | dt is finite for every u € W'(Q) due to
Remark 371
This ansatz leads to the following definition of F: W'?(Q) — R:

F(u) = f o(x,u, Vu)dx + f w(x,u)dS, where (3.12a)
o) r
: N
o(x,r,s) = f s-a(x,tr,ts) + re(x, tr,ts)dt, and (3.12b)
0

1
w(x,r) = f rb(x,tr)dt. (3.12¢)
0

The strategy to find weak solutions to the mixed boundary value problem
(3.1)) reads as follows. We show that F is G-differentiable with derivative
F’ = A. This is done in Lemma [3.9] Next we verify that F is weakly
sequentially lower semicontinuous, see Lemma In Lemma we
will set up further restrictions on the nonlinearities a, b and ¢ to guarantee
that F is coercive. Finally we can apply the direct method of the calculus
of variations, Theorem to the functional F' to find weak solutions for

problem (3.1).

First we show that F is continuous.
Lemma 3.8. F is continuous. This remains true with € = 0 in (3.7).

Proof. We have that

o u Vu: W(Q) — LP(Q;R?) is continuous,
e the embedding W'*(Q) — L” (Q) is continuous, and
e the trace operator W'7(Q) — LP#(FN), u = ulr, is continuous.

Thus it remains to prove that the Nemytskii mappings

N,: L7 (Q) x LP(Q;RY) —» L'(Q) and  N,: L (Ty) - L'(Ty)
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are continuous in order deduce continuity of F.
We begin with N,,. In view of Theorem|[T.53|our task is to find a function
vy € L'(Q) and a constant C > 0 such that

lp(x, 7, $)| < y(x) + Clr” + Clsl. (3.13)
The growth conditions (3.7a,c) on a and ¢ weakened by putting € := 0 imply

1 1
|<p(x,r,s)|§f |s-a(x,tr,ts)|dt+f |rc(x, tr, ts)| dt
0 0
1
sfﬂwnm+qmﬂﬂwwwﬁ
0

+m@uncmw4+awmﬂwf

ColrlP /7’ N Cals?
plp+1 P
Clsl”” _ Cdlrl”
p/p +1 2

= |s]ya(x) + [s]

+ |7l ye(x) + |7

DL G 7 O e/
p o p @/ p
P P PP P’
oy G G

P p* p’(p/p* + )" p*
. P’ ; P Cap’ p* C. P’ "
ﬂ?+7@ +,YI+ @ gi
p P p(pr+1) p p
C.l |slP sl Cqlsl?
pi(p+1) p D
: y(x) +Clrl”" + Clsl?,
N——

eL'(Q)

where we employed Lemma in the third estimate and the real version
of Bernoulli’s inequality in the last estimate. This verifies (3.13).
Finally the growth condition (3.7b) on b yields:

1 1 ot C;,|r|”#
[(x, r)| < | b(x,tr)|dt < 7] (yp(x) + Cpltr|? ~7) dt = |r| yp(x) + =
0 0
P P
" Gt

- p* P

L y(x) +Clr
——

eL!(Ty)

(3.14)

here we applied Lemma once again. This shows that N, is continu-
ous. O
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We will utilize the continuity of the Nemytskii operators N, and N, to
proof Lemma [3.10}]

Lemma 3.9. F is G-differentiable and F’ = A. This remains true, if € = 0
in (3.7).

Proof. We organize the proof in three steps.

Step 1. Let V= (%, ey a%). We prove the identities
0 0
% xr ) = cur s, Lixr) = b,
or or
(3.15)
Let us start with V. First, we claim that for a.e. fixed x € Q, every fixed
reRandeveryi=1,..,d,

0 ! '
P f s-a(x,tr,ts)dt = f a—(s -a(x, tr, ts)) dt (3.16)
Si Jo 0o OSi

Vio(x,r,s) = a(x,r, s),

and

a (! "o
—f re(x,tr,ts)dt :f —|relx, tr,ts) | dt. (3.17)
ﬁsi 0 0 8s,~

for a.e. s € R?. We emphasize, that the partial derivatives appearing on
the right-hand sides in (3.16]) and (3.17) have to be understood in the dis-
tributional sense, because the functions a(x, -, -) and c(x, -, -) are only con-
tinuous. Hence we can not apply Theorem directly in order to justify
the change of differentiation and integration. On the other hand we real-
ize that both sides in (3.16)) and (3.17) make sense (a.e.) and that they are
finite. In order to prove the respective equalities, we make use of a den-
sity argument. We will only demonstrate the validity of (3.16)), since the
proof of runs the same way. Consider the map ¢: R x R — R,
(t,s) = s-a(x,tr,ts). By assumptimﬂ ¢ € Wil(R x RY), hence the re-

striction ¢ = @| |\ b € WEL((0, 1) x B.(so)) for any £ > 0 and for any
5o € RY. Theorem (combined with Lemma|1.48)) enables us to approx-

imat ¢ by a sequence of smooth functions ¢, € C*([0, 1] X B.(s¢)) such
that for a.e. s € B.(sp)

o (! noo 0 [
—f ¢,(t, 8)dt — —f s-a(x, tr,ts)dt
dsi Jo dsi Jo

L og, noeo (10
f ? (¢,s)dt —>f —|s - a(x, tr, ts) | dt.
o 0s o Os;

Every ¢, satisfies the assumptions of Theorem [1.31f
(i) @u(-, ) € LY((0, 1)) for all s € B,(s¢),

and

iC.f. Section
3In Wh1((0, 1) X By(s0)).
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(i1) %S’_’ (1, 5) exists for all s € B.(sp) and for all ¢ € [0, 1],

(iii) there existﬂ an integrable function g € L'((0, 1)) such that
On

(f s)| < &)

for all s € B.(s¢) and for all ¢ € [0, 1].

Thus the functions ®@,,: B.(s9) = R, s — fol ¢,(t, s) dt are differentiable at

50, ‘¢”( so) are integrable, and

By (50) = f bt s0) it = f % o) dt

for every n € N. Letting n — oo and recalling that s, € R? was arbitrary
implies that (3.16)) holds a.e. in R?.
Analogously for a.e. fixed x € Q and for every fixed s € RY,

8

o 1o
— s-a(x, tr,ts)dt = f —|s-alx,tr,ts)|dt (3.18)
(9}’ 0 0 ar
and
—f re(x, tr,ts)dt = f r(rc(x tr, ts)) (3.19)
hold a.e. in R.
Now, thanks to (3.16)) and (3.17),
1
M = i s-a(x,tr,ts) + re(x, tr,ts) dt
8s,~ 651‘
Lo
= f —(s ~a(x, tr,ts) + re(x, tr, ts)) dt
0 Osi
1 d
oa; 0
= L a;(x,tr, ts) + t(; sjaislj(x, tr,ts) + ra—;(x, tr, ts)) dt
& [ 4 B da;
= a;(x,tr,ts) + I(Z s](9 L(x,tr, ts) + r—(x tr, ts))

0

=1
= ai(x,r,s),

=0
(3.20)

I
d
- fo &(tai(x,tr,ts))dt=tai(X,l‘r,fS)

which holds for a.e. x € Q, fora.e. r € R and for a.e. s € R?. In the last line
in (3.20) we applied the fundamental theorem of calculus, Theorem|I.34] in
combination with Proposition[1.59]

6W.l.o.g., c.f. Lemma
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Similarly (3.18) and (3.19) imply that

de(x, 7, ‘o
dp(x.r,5) _ f —(s-a(x,tr,tS)+”C(x’”’ts))dt
0

or or

! oc d oa;
L c(x,tr,ts) + t(ra(x, tr,ts) + ; sig(x, tr, ts)) dt

@ 1

) L0
; c(x, tr,ts) + t(ra—j(x, tr,ts) + ; s,-a—;(x, tr, ts)) dt

1
— f g(l‘c(x’ tr, tS))dl = C(X, r, S);
0

dt
3.21)
again fora.e. x € Q,a.e.r€ Rand a.e. s € R4,
The fact, that
oY (x,
ACILO NN (3.22)
or

a.e. in Q follows directly from the fundamental theorem of calculus, Theo-
rem[1.33] via the following change of variables:

r 1
f b(x,7)dt = f rbo(x,tr)dt = y(x,r).
0 0

Note moreover, that by (3.20), (3.21)) and (3.22)), the partial derivatives

ds; or or

can be interpreted as classical partial derivatives for a.e. x € Q, because a,
b and c are Carathéodory functions.

Step 2. Next, we show that

di(fgo(x,u+sv,Vu+va)dx+f zﬁ(x,qusv)dS)
€\Ja

l—‘N e=0

d
dx + f —(x,u+ ¢ev) ds
&=0 Ty dS

&e=0

(3.23)

d
= f —o(x,u+ev,Vu + gVv)
Q dg

holds for every u € W'?(Q) and every v € C¥(Q).
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To do so, we want to apply Theorem [I.3T] once more. We find that the
right-hand side of (3.23)) equals

fzdl op(x, u, Vu)ﬂ +0<p(x, u, Vu)vdx N f o(x, u)vdS
a4 0s; 0x; or ry Or

Vso(x,u,Vu)-Vv (324)

= f a(x,u,Vu) - Vv + c(x,u, Vu)vdx + f b(x,u)vdsS.
Q Ty
We employed the results of step 1 in (3.24). Thus for arbitrary &y > 0:
(i) the mappings Q — R, (x,&) — ¢(x,u+ev,Vu+eVy)andI'y — R,

(x,&) = Y(x,u+ ev) are integrableﬂ for all € € [—&, &],

(i1) the derivatives igo(x, u+ev,Vu+ eVv) and iw(x, U + &v) exist in
the classical sense for all € € [—&, &] and for a.e. x € Q,

(iii) the families

{ngo(-, u+ev,Vu+&Vv) - Vv}

0<lel<eg

0
—"0(~, u+ev,Vu + eVv)y
ar 0<lel<en

0
{—w(-, u+ sv)v}
or Oslel
<lel<ep

posses a common integrable majorant.
It remains to verify property (iii). By exploiting (3.7a) with € = 0 we find
that

IVso(x,u+ev, Vu+eVv)-Vy| < (y(x) +Clu+evf’"? +C|Vu+ vaI”_l) [V
< (Y)+Cy(ul? P+l T )+ Co (Tl 42T VW) VY] € LY(Q),

which holds for any & € [~&, &] and a suitable constant C,, > 0, depending
only on p and C from (3.7p). Analogously, employing (3.7b.c) we get

< (¥ + Cy(ul” " + ) ") vl € L' T,

0
—w(x, U+ vy
or

and

a £3 *__ *
‘a—f(x, u+ev,Vu+ Vvl < (7(x) +Cp(lul” ™" + &) =t

+ VU + 87 ) M € LI

Theorem yields that (3.23) holds whenever u € W'P(Q) and v €
C*(Q).

Step 3. Finally we show that F' is G-differentiable with derivative F’ = A.

ct. Remark
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Therefore let u and v be arbitrary elements in W'”(Q) and observe that

(3.23) still holds true by the density of C*(Q) in W?(Q) (Theorem |1.60).
Therefore,

F(u+ev)— F(u)
m

i
-0 E
d
= £F(u + &v) »
d
= — | ox,u+¢ev,Vu+eVv)dx + f vix,u+ev)dS
de Jo Ty £=0
6 [ d d
= —o(x,u +ev,Vu + gVv) dx + —Y(x,u+ ¢ev) ds
q de £=0 ry de £=0

d
\Y \%
fz op(x, u, u)ﬂ N op(x, u, u)vdx +f o(x, u)vdS
04 0s; 0x; or ry Or

f a(x,u,Vu) - Vv + c(x,u, Vu)vdx + f b(x,u)vdS
Q

Iy

(Aw), v).

This shows that DF (u, v) exists for all u,v € W'?(Q) and equals (A(u), v).
Hence, F is G-differentiable by Lemma([3.6)and A is a potential for F. O

Lemma 3.10. F is weakly sequentially lower semicontinuous if one of the
following two additional requirements are satisfied:

() the growth conditions (3.7) hold for € > 0 and a(x,r,-): R? — R?
is monotone for almost all x € Q and for all r € R.

(i) the growth conditions (3.7) hold with € = 0 and the mappings (3.4))
and
b(x,-): R — R are monotone for almost all x € Q.

Proof. (i): By (3.13), the monotonicity of a(x, r, -) is just the monotonic-
ity of Vyo(x,r,-): R — R?. Therefore ¢(x,r,-): RY — R, the potential of
V,p(x, r,-), is convex for all » € R and for almost all x € Q; c.f. Remark
[2.32] Since we assume that € > 0, ¢ satisfies the growth condition (3.13)
with p* — € instead of p*. Let u € W'(Q) and let (u;)rery be a sequence in
WP(Q) with u; — u for k — co. By the compact embedding W'*(Q) e
LP"~¢(Q) (see Theorem we have that 1, — u in L” ~(Q). Hence the
continuity of the Nemytskii mapping N,,: LF ~¢(Q) x LP(Q;RY) — L'(Q)
implies: N, (ux, Vu) — Ny(u, Vu) in LY(Q) for k — oco. Analogously the
continuity of the Nemytskii mapping N,: L7 ~¢(Q) x LP(Q) — L’ (Q),
which is a direct consequence of the growth condition (3.7p) and Theo-
rem [1.53] yields that N, (u, Vir) — N,(u, Vu) in L7 (Q) as k — co. Due to
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the convexity of ¢(x, r, -) and basic properties the integral we have that:
lim inf f o(x, ug, Vi) dx > lim f o(x, ug, Vu) dx
k— o0 Q k—o0 Q

+ lim | V,eo(x, ur, Vu) - (Vu, — Vu)dx
Q

k— o0

= fgo(x, u, Vu) dx,
° (3.25)

because the second limit on the right-hand side in (3.25) is zero due to the
continuity of N, = Ny, and Proposition [I.27,(iii). This proves that the
functional F;: W'P(Q) — R given by

Fi(u) ::fga(x,u,Vu)dx
Q

is weakly sequentially lower semicontinuous. Furthermore, F,: W!*(Q) —
R given by
Fr(u) = v(x,u)dS
Iy

is weakly continuous: the trace operator W'7(Q) — LP#‘E(F) 1S compact
(see Theorem IE and the Nemytskii mapping N, : L”#‘E(FN) — LY(Ty)
is continuous by (3.14) with p* — € replaced by p*. Thus F»(u) — F»(u) as
k — oco. Due to Proposition[2.9] we finally get that F = F; + F, is weakly
sequentially lower semicontinuous.

(ii): In the proof of Lemma[3.9) we have seen, that ¢(x,-,-): R'*¢ — R
is a potential for (c,a)(x,-,-): R1*? — R and that ¥(x,-): R —» Ris a
potential for b(x,-): R — R; in both cases for almost all x € Q. From
the monotonicity of (¢, a)(x, -, -) and b(x, -) it follows that both ¢(x, -, -) and
Y(x,-) are convex functionals for almost all x € Q. Basic properties of the
integral now yield that F is convex on W!P(Q). Since F is differentiable too,
Corollary [2.33]tells us, that F' is weakly sequentially lower semicontinuous.
Alternatively one can apply Theorem [2.19] combined with Lemma [3.§] to
deduce sequential lower semicontinuity of F. O

Corollary 3.11. Let the mappings (3.4) and b(x,-): R — R be strictly
monotone for almost all x € Q. Then F is strictly convex and weakly se-
quentially lower semicontinuous.

Lemma 3.12. Let us assume that there exist gy, €, > 0, p > g > 1 and
ko € L7 (Q), ky € L7 (Q) and k, € L"" (T) such that
a(x,r,s)-s+clx,r,s)r > els|’ + &|r|? — ko(x)|s| — ki (x)|r]
b(x,r)r > —ky(x)|r|.
Then
(i) F is coercive on W'"P(Q).
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(i) F is coercive on Xﬁeven ife; =0.
Proof. (1). We have
o(x,r,s) = I)l s-alx, tr,ts) + re(x, tr,ts) dt

B f Vis-alx, tryts) + tr c(x, tr,ts) r
B t
0

fl e1ltsl? + eltr|? = kolts| — ky|tr| ”
0

t

&1 &
—Isl” + ;Irl" — kols| = ki|rl,

and

1 1 1
trb(x,t k|t
Mx,r):f rb(x,tr)dt:f #dtz—f 2|tr| dt = —ky|r].
0 0 0

Hence for u € W'7(Q) we have that

F(u) > f ﬂqulp + Qlulq — ko|Vu| — kylu| dx — f kolu| dS
QP q I'n
E &
> ;luwuipw) + jnuuzm)
(2) (3.26)

- (||k0||Lv’(Q) IVullrray

+ ||k1||Lp*/ Q) ||u||LP*(Q) + ||k2||Lp#/ Ty ||u||LP#(FN))‘
We make a few further estimates on (A):

~ p q ~ q q
@) = B(IVUl] g + Wl ) > & (V0 )+ s, = C1)
L33

- q
= S(Cz ( IVullpr ey + ”u”L‘I(Q)) - Cl) =& ||u||6v1‘,1,p(9) -C,

2 Ny 1.y

where we employed the constants & < min(%‘, %), Ci = Ci(p,q) € (0, 1),
C, = C2(g) > 0 and N from inequality (I.12).
By inserting the above estimation of (A) in (3.26]) we arrive at

q
F(u) Z Sllu”Wl,p(Q) - C

(3.27)
- ||k0||L!’/(Q) + Nl ||k1 ||Lp*/(g) + N2 ||k2||LP#,(FN ||u||W1"’(Q),

81t is implicitly assumed that Vol,_;(I'p) > 0, because otherwise X = WhP(Q) and (i)
applies.
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where N, stands for the norm of the embedding W'7(Q) < L” (Q) and N,
denotes the norm of the trace operator W'*(Q) — LP#(F). Dividing (3.27))
by [lullwirq) yields that F is coercive on WhP(Q), since we assumed that
q>1.

(ii). Let finally u € X and let &, = 0. Theorem [I.71] yields that

1y < IV (3.28)

where C = N” + 1 with N from (I.TT). It follows that
F(u) > f ﬂquI” — kolVu| — ki|u| dx —f kolu| dS
QP I'n

€1
Z E”VM”IZJ’(Q;Rd)

- (”kOHLP’(Q) + Nkl ) + N2 ||k2||Lp#'(FN) llzell w1

> & lullfy 0, — (Ilkolle'@) + Nyllkill e ) + N2 llall e (rN) llullwrr

for all u € X, where & = £;(Cp)~! with C from (3.28)), and the constants N,
N, taken from the first part of the proof. Thus F is coercive on X, because
p> 1. |

Now we are almost ready to prove the existence result Theorem [3.15] Let
us assume for the moment that the given Dirichlet boundary condition is
trivial, i.e. up = 0 in (3.Ib). Then every function u € X automatically
satisfies (3.1p). Since F’ = A by Lemma[3.9] every minimizer

uo = min F(u) — (f, u)

solves the equation A(u) = f (see Proposition [2.24) and hence is a weak
solution for (3.1).
If the Dirichlet boundary condition is nonzero, say up = w|r # 0 on ['p,
w € W'P(Q), we arrange a boundary shift. This is done as follows. For w
satisfying (3.8)), we define the operator Ay: X — X’ by
Ap(u) = Alu +w).

Then (Ao(u), z) equals the left-hand side of (3.5)) with ay, by, ¢¢ given by:

ao(x,r,s) = alx,r +w(x),s + Vw(x))

bo(x,r) = b(x, r + w(x))

co(x, 1, 8) = c(x,r + w(x),s + Vw(x)).
For up = 0 we can choose w = 0 in (3.8)), then Ay = Alx. If Vol,_;(T'p) =0
we simply get Ay = A.

Remark 3.13. Due to Lemma Ay is well-defined as an operator X —
X'.
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Proposition 3.14. An element uy € X solves the abstract equation Ay(u) =
fif and only if u == uy + w € W(Q) is a weak solution to the boundary
value problem (3.1)).

Proof. The assertion follows directly from the respective definitions via
Ao(ug) = Aglu —w) = A(u —w+w) = A(u).
O

Theorem 3.15. Additionally to all assumptions set up in Sections 1-3, sup-
pose that the requirements of Lemma[3.12] hold.

(1) If in addition at least one of the two conditions of Lemma is
satisfied, then the mixed boundary value problem (3.1)) has a weak
solution.

(ii) If in addition the assumptions of Corollary hold, then the
mixed boundary value problem (3.1)) has a unique weak solution.

Proof. (i). We have to find an element u, € W'7(Q) with Uolr, = up
such that A(up) = f with A and f defined by (3.9) and (3.10) respectively.
Consider the functional Fy: X — R, Fo(u) := F(u + w) with F given by
(3:12), and choose w € W'P(Q) such that wly, = up. Due to LemmaFO
is G-differentiable on X with G-derivative A := F’. The operator Ay: X —
X’ satisfies Ag(u) = Fo'(u) = F'(u+w) = A(u+w) with A == F’. By Lemma
and Lemma F is weakly sequentially lower semicontinuous and
coercive. Clearly, both properties are inherited by Fy. Since X is a reflexive
Banach space (see Remark [3.4), we may apply Theorem (i), which
provides us with a solution @iy € X for Ag(u) = f. Proposition tells us
that

Uy =ilg+weX+w:= {u e W(Q): ulp, = uD}
solves (3.1).

(ii). The existence of a solution u#y € X + w for problem (3.1]) follows
by (i), and due to Corollary and Theorem (ii) there is no other
solution. O






CHAPTER 4
Weak Lower Semicontinuity of Integral Functionals
Orientation

In Chapter 2| we have seen, that the weak sequential lower semicontinuity
of a functional F: X — R on a Banach space X is a key property to apply
the direct method of the calculus of variations in order to find a minimum
Uy = min,ex F(u); see Theorem [2.13|and Theorem [2.37

This chapter is devoted to the study of weak sequential lower semicon-
tinuity of integral functionals having the form

F(u) = ff(x, u,Vu) dx, “4.1)
Q

and acting on the Sobolev space W!’(QQ), 1 < p < co. We can easily
deduce that F is weakly sequentially lower semicontinuous, if the following
conditions are satisfied:

(i) the integrand f is a Carathéodory function,
(ii) the Nemytskii operator Ny: LP' (Q) x LP(Q;RY) — LY(Q) is con-
tinuous,
(iii) the mapping (r,s) — f(x,r,s), R x RY — R is convex for a.e.
x € Q.

Because in this case, F is continuous and convex and therefore weakly se-
quentially lower semicontinuous by Theorem Let us emphasize that
those three conditions are not necessary for F being weakly sequentially
lower semicontinuous. We have already discovered in Chapter 3] that ”con-
vexity in the main part”, that is convexity of s — f(x,r,s) for a.e. x € Q
and for all r € R, can be sufficient in particular situations, where the lack of
convexity of f in the variable r is compensated by compactness properties;
see Lemma [3.10(i).

We will study the functional F in (4.1)) in a more general framework and
find out, roughly speaking, that the convexity of the integrand f in the main
part s = Vu(x) is sufficient and necessary that F' is weakly sequentially
lower semicontinuous; see Corollary and Theorem4.12

This chapter is widely based on [5]], only the proof of Theorem [4.11]is
taken from [2].

63
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4.1. Preliminairy remarks

In Chapter [3| we were able to prove weak lower semicontinuity of F (see
Lemma [3.10) without employing a particular representation of the duals of
the Sobolev spaces W'P(Q), 1 < p < co. The result was obtained by means
of abstract functional analytic considerations. In Sectiond.2|we will deduce
W'P-weak sequential lower semicontinuity from weak lower semicontinu-
ity of suitable Lebesgue spaces. The theorems in Section4.3]are formulated
in terms of weak* convergence in the Sobolev space W'*(Q). Since we
do not discuss the duality theory for Sobolev spaces, we give the follow-
ing alternative definitions of weak and weak* convergence of sequences in
Sobolev spaces.

Definition 4.1. Let Q C R? be open and let 1 < p < co. We say that a
sequence (u,)ney in WP(Q) converges weakly to u € W'P(Q) and write
u, = u, if u, — win L?(Q) and Vu,, — Vu in LP(Q;RY).

Definition 4.2. Let Q C R¢ be open. We say that a sequence (un),,eN in
Whe(Q) weak* converges to u € Wh(Q) and write u, — u, if u, — u in
L®(Q) and Vu, — Vu in L=(Q;RY).

Remark 4.3. Definition {.1]is compatible with Definition [I.7) due to The-
orem 3.8 in [1]. If we identify the predual of W!'*(Q) with the space
W-11(Q), we obtain compatibility of Definitions [4.2] and

Remark 4.4. Assume that Q C R is a bounded open set. Let (u,),ex be a
sequence in W'(Q) and let u € W'(Q). We easily find that

w, =~ u inW'Q) = u,—u in WPQ)

forall 1 < p < co. Hence a weakly sequentially lower semicontinuous func-
tional F: W'P(Q) — R is automatically weak* sequentially lower semicon-
tinuous on Wh(Q), if Q is bounded.

4.2. Convexity in the main part: a sufficient condition
We begin with a particular case, which will be used in the proof of the
general result, Theorem

Theorem 4.5. Let Q be an open subset of R and let 1 < g < co. Assume
f: QXRY — R to be a Carathéodory function satisfying

f(x,s) > a(x)- s+ b(x) “4.2)
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for a.e. x € Q and for all s € RN for some a € LY (Q;R") and a function
be LY(Q). Let F: L1(Q;RY) — R be given by

F(u) = ff(x, u(x))dx.
Q

If s = f(x,s) is convex for a.e. x € Q, then F is weakly sequentially lower
semicontinuous on L1(Q;RN).

Proof. Let u € LY(Q;R") and (u,),ay be a sequence in L1(Q;RY) such
that

U, — U.
‘We have to show that
F(u) < liminf F(u,).

We divide the proof in three steps.

Step 1. We demonstrate, that we can without loss of generality assume
that f > 0. Therefore let

h(x,s) =a(x)-s+ b(x).
Then
lim f h(x,u,(x))dx = f h(x, u(x))dx,
= Jo

Q

by the definition of weak convergence. Hence weak sequential lower semi-
continuity of F is equivalent to the weak sequential lower semicontinuity of
G given by

G(u) = f g(x, u(x)) dx,
Q

where g(x, s) := f(x, s) — h(x, s) which is nonnegative by (4.2).

Step 2. We show that F is lower semicontinuous. Let w € L1(Q; RY) and let
(Wn)nex be a sequence in L1(Q; RY) converging strongly to w:

W, — Ww.

Now let us take some arbitrary subsequence from (w,,),cn, Which we do not
relabel. From this subsequence, we can extract a subsequence, still labeled
(Wp)nen such that by Lemma |1.48]

w, = w ae.inQ;

this is due to Lemma [1.48] Since f > 0, we can apply Fatou’s lemma,
Theorem to find that

lim infff(x, wp(x))dx > flim inf f(x,w,(x))dx. 4.3)
n—0oo Q Q n—o0o
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The Carathéodory condition on f implies

flim inf f(x,w,(x))dx = f lim f(x,w,(x))dx = ff(x, w(x)) dx,
? ? ? (4.4)
so (.3) and (@.4)) yield lower semicontinuity of F.

Step 3. We have to pass from lower semicontinuity to weak sequential lower
semicontinuity. Since by assumption s — f(x, s) is convex for a.e. x € Q,
F is convex on L1(Q); RY): let u;, u, € LY(Q); RY) and let ¢ € [0, 1], then

F(tuy + (1 = Huy) = ff(x, tuy (x) + (t — Dua(x)) dx
Q

< f £ e,y () + (6 = D f(x, un(x)) dx
Q
=tF(u) + (1 - HF(u,).

Thus F is weakly sequentially lower semicontinuous by Theorem[2.19] O

The following corollary is a direct consequence of Theorem{.5] Note that it
holds generally for vector-valued functions u € W'(Q; R™) = (W'r(Q))™.

Corollary 4.6. Let 1 < p < oo, let Q C R? be open and let f: QxR — R
be a Carathéodory function satisfying

f(x,8) > a(x)- s+ b(x)
for a.e. x € Q and for all s € R™ for some a € L” (Q;R™) and a function

b e LY(Q). Let F: W'"(Q;R™) — R be defined as

Fu) = ff(x, Vu(x))dx.
Q

If s = f(x,s) is convex for a.e. x € Q, then F is weakly sequentially lower
semicontinuous.

Theorem 4.7. Let Q be an open subset of R and 1 < p,q < oo. Let
f: QXR™" xRN — R be a Carathéodory function satisfying
f(x,r,8) > a(x)- s+ b(x)+ clulf

for a.e. x € Q, for every (r,s) € R" x RV, for a function a € LY (Q; RY) and
some b € L'(Q), c € R. Let F: LP(Q; R™) x L1(; RY) — R be a functional
given by

F(u,v) = f f(x,u(x), v(x))dx
Q

Furthermore let u € LP(Q;R™) and v € L1(Q;R"N) be arbitrary points and
let some sequence (u,),en in LP(Q;R™) converge strongly to u and some
(Vp)new in L1(Q; RY) converge weakly to v:

U, ->u and v, — v.
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If s = f(x,r,s)is convex for a.e. x € Q and for all r € R™, then
F(u,v) < liminf F(u,,v,).
In other words, F is sequentially lower semicontinuous on the product space

LP(Q;R™) x LI(Q; RY) endowed with the original topology on LP(Q;R™)
and the weak topology on LI(Q;RN).

Proof. Letu, — uin L?(Q;R™) and v, — v in LI(Q;RY).

Step 1. Without loss of generality we may assume that f > 0. Otherwise
we can work with the functional

Gu,v) = f g(x,u,v)dx
Q

instead, where g(x, r, s) := f(x,r,s) — h(x,r, s) > 0 with
h(x,r,s) = a(x)-s+b(x)+clul’.

F satisfies the asserted properties if and only if G satisfies them, because

lim h(x,u,,v,)dx = f h(x,u,v)dx.
Q Q

n—oo

Step 2. Set
L := liminf F(u,, v,).

n—oo

Then L > O since f > 0. The assertion of the theorem is trivial for the
case L = oo, hence we assume that L < oo. By considering appropriate
subsequences if necessary, we may furthermore assume that

L = lim F(u,,v,).

n—oo

We show that we can without loss of generality assume that Q is bounded.
The emphasize the dependence on the domain let us write

F(u,v,Q) = f f(x,u,v)dx.
Q

Summarizing the above considerations, we have that
L = lim F(u,,v,,Q) < oco.
n—oo
Suppose that the assertion of the theorem holds true for any bounded open

Q,CQ ie.
F(u,v,Q,) < liminf F(u,, v,, Q,).

Since f > 0, for every n € N,
F(up, v, Q) < Fup, vy, Q),

thus
F(u,v,Q,) < L.
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We can then obtain the result by choosing a sequence of bounded open sets
Q, € Q, u € N such that Q,  Q and applying Lebesgue’s monotone
convergence, Theorem [1.28]

Step 3. We assume from now on that Q is bounded, f > 0 and
lim F(u,,v,) = L < .

We will show, that for arbitrary € > 0 there exists a measurable set 0, C Q
and a subsequence (7;) jexy Of (1)nery such that for all n;,

Vol,(2\ Q,) <&, and

L |f(x’ u, Vn_,') - f(-x’ I/tnj, Vn/.)l dx < SVOld(Q)-
In the following, we construct €, having the property (@.5)). Note that both
(tn)nert and (v,)nen are bounded in LP(Q;R™) and LY(Q;RY) respectively;

apply Theorem [1.25|in order to obtain boundedness of (v,),cn. Hence for
every € > 0 there exists M, > 0, such that for every n € N,

4.5)

Voly(K!,) <§ and  Voly(K2,) < g,

where
K, ={xeQ:|u(x)|>M,>0 or |u,x)|=M, >0}
K;, = {x€Q: v,(x)| > M, > 0}.
Hence for
Q= O\ (K, UKL,
we obtain ’ ’ ’

Vol (Q\ @}, < <. (4.6)

Wl M

By assumption, f is a Carathéodory function. Therefore, Scorza-Dragoni’s
theorem, Theorem grants us a compact set Q7 , C Q! such that

Jl 1 Q2 xS, > Ri i 4.7
Q2,xS; * =%en & 18 continuous,

{Vold(Qé’n \Q2) < and
where
S, ={(r,s) eREXR™: |r| < M. and |s| < M.} CR™ x RV

is compact. Hence there exists 6(¢) > 0 such that for every x € Q7 , and
every |ril,[ral, Is| < M,

Ir =l <é(e) = |f(xr,s) = flx,rn,9l<e (4.8)

By using the fact that u, — u in LP(Q;R™), we can ﬁncﬂ Ne = Ngge) € N
such that for every n > n,,

Voly(Q\ Q) < g (4.9)

1Possibly by considering an appropriate subsequence of (u,),en; c.f. Lemma
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where
Q) , = {x € Q: |u,(x) — u(x)| < 8(2)}.

Therefore, letting
Q. =Q,NQ;

en?

we obtain from #.6), (4.7), 4.8) and (.9) that
{Vold(Q \Q,,) <&, and

fgs,n Lf(x, u, v,) = (X, Uy Vi)l dx < € Volg(Q) (4.10)

for all n > n,.

Note that &€ > 0 was fixed so far. Now let us set &; := £/2/ for j € N.
Then (@.10) holds with & and n, replaced by &; and n,,. We then pick every
n; € Nwithn; > n,,, j €N and set

Q= () Qe

j=1
and finally deduce (#.3).
Step 4. Let
) 1 ifxeQ,
X) ==
xo. 0 ifxeQ\Q,
and set

Jue(x, 8) = xa, (%) f(x, u(x), 5).

Then f,.: Q x RY — R is a Carathéodory function and s  f; .(x, s) is by
assumption convex for a.e. x € Q. Applying Theorem {.5]to

J(s) = f Jue(x, v(x)) dx,
Q
yields

liminf J(v,,) = lim inf f Xa,(X) f(x, u(x), v, (x)) dx

(4.11)
>J) = f)(gg(x) J(x,u(x), v(x))dx.
Q

By employing (.5]) we have for all n;, that

ff(x,unj,vn,-)dxzff(x,u,vn,-)dx
Q. Q.
—j“VQmmm—f@MWwpwx
Qe

= f (X, u, vy)) dx — £ Voly(Q).
Q
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Therefore, exploiting the fact that f > 0, we find that

f Sty vn) dx > f S (X, ;5 viy) dx
Q QE

> f f(x, u, v,,_/.) dx — £ Vol (Q)
Q.
= J(vy;) — £ Voly(Q)

for all n;. Letting n; — oo and using (@.11]) we obtain

L =1lim infff(x, Un;> Vn;) dx
Q

n;j—oo

> f)(gg(x) f(x, u(x), v(x))dx — & Vol ().
Q

Finally let £ — 0, then Vol,(Q \ Q.) — 0 and Lebesgue’s monotone con-
vergence theorem (f > 0), applied to the integrand on the right-hand side
of the above inequality, implies the assertion of the theorem. O

Corollary 4.8. Let 1 < p < oo and Q C R? be a bounded Lipschitz domain.
Let f: QX R" x R™ — R be a Carathéodory function satisfying
f(x,r,8) > a(x)- s+ b(x)+ clul

fora.e. x €Q, forall (r,s) € R™xR™, for some a € L7 (Q;R™), b e LI(Q),
ce€Randgqe€(l,p*). Let F: W'(Q;R™) — R be defined by

F(u) = f f(x,u, Vu) dx.
Q

If s = f(x,r,s) is convex for a.e. x € Q and for every r € R", then F is
weakly sequentially lower semicontinuous.

Proof. Letu € W'(Q;R™) and let (u,),ex be a sequence in W'P(Q; R™)
such that

U, — U.
Then Vu, — Vu in LP(Q;R™?), and by the Rellich-Kondrachov theorem,

Theorem [1.63]
u, — u in LY(Q;R™).

An application of Theorem§.7|with ¢ = p and p = q yields the assertion of
the corollary. O

4.3. Convexity in the main part: a necessary condition

We start with a lemma; it deals with a wild oscillating sequence which
weak™ converges to its average in L.
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Lemma4.9. Leta,b e R" and t € [0,1]. Let u: [0,1] — R"™ be given by

{a ifx€[0,1)
u(x) := :
b ifxelt1].

Let (u,),en be a sequence of functions [0, 1] — R™ defined by u,(x) = u(nx).
Then

*

u, — Up

in L=(0, 1), where uy = ta + (1 — t)b is a constant function.

Proof. We have to show that

1 1
lim f u,(x)p(x)dx = (ta+ (1 - t)b)f d(x)dx (4.12)
n=ee Jo 0

holds for every ¢ € L'(0, 1).
Equation (4.12) is evidently true for functions ¢ of the form

¢ ifxel

P(x) = cxi(x) = {0 ifxgl

for any constant ¢ € R and subinterval I C [0, 1). Thus (4.12)) holds true
for every simple function on [0, 1) given in canonical form. Since the set of
simple functions on [0, 1) is dense in L'(0, 1), see Theorem relation
(@.12) holds for any ¢ € L'(0, 1). O

Remark 4.10. The assertion of the above lemma remains true, if one re-
places the interval [0, 1] by any bounded interval J/ € R. An analogous
construction yields a generalization of the lemma for cubes C C R¢ parallel
to the coordinate axes, if the functions u, oscillate in a single coordinate
direction. More generally an analogous statement of Lemma {9 holds true
for open bounded Q C R¢ and corresponding functions u, oscillating in one
(arbitrary) direction.

Let us first discuss a special case, where F has the form F(u) = fg f(Vu)dx:

Theorem 4.11. Let Q be a bounded open subset of R and let f: R — R
be a continuous function. Consider the functional F: W' (Q) — R,

F(u) = ff(Vu) dx.
Q
If F is sequentially weak™* lower semicontinuous, then f is convex.

Proof. We have to show that for arbitrary z;,z, € R and € [0, 1],

flezi + (1 = )z2) < 1f(z) + (1 = ) f(22). (4.13)
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So take 71,20 € R?, ¢ € [0, 1] and set z := tz; + (1 — )zo. Let us denote the
linear function x — z - x, Q — R by u,. Next, we make a few definitions:

2~
Z0': 9
|zo — 21l
1 j—1 j—1+t .
th:: xEQ:T<z0-x< 7 , J€Z,heN,

j—1+1t j
Q> ={xeQ < < =5, €Z heN,
hj {X h 20X h} j
Q, = UQI]U"
JEZ
Q; = UQ/%J"
JEZ
ez ox ifxeQl
wi(x) =1 fren,
Cta-x ifxeQ,
where
(- -1 ’
c,llj = ]lez —Zl| and cij = —%|Z2 _le.

Obviously for h — oo,

Vol,(Q)) Vol /(Q2)

YOLBA) R AN B 4.14
Vol 0 MY Vo) (4.14)

The heights c,llj and cflj are defined in such a way, that the piecewise affine
functions u;,: Q — R are continuous.
We show that u;, — u, uniformly on Q for 4 — co. Indeed, for every

1
X € th,

i — 1
lun(x) — u(x)| = IC}U- +(@—2-x=01- t)‘ / ; 2o —zil + (21 —22) - x
J—1 | (I =Dlzo — 21t
==z —z||t— —z0 x| < —2 ="
( Nz2 — zi1l h 20 x| < -

and for every x € Q7 |
]

j
000 = 001 =16 + (2 =2 = 1| =Dy =21l + 2 =) -0

< t(1 =1z - le.

J
= tlzp — zil __+Z0'x’— "

h
Moreover the distributional gradients Vu,, are uniformly bounded on Q; in
fact they take just the two values z; and z, on all of Q for all 4~ € N. By a

slight generalization of Lemma c.f. Remark , it follows that Vi, —
Vu, = zin L*(€Q). This shows that the sequence (u;),cy Weak* converges
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to u, in WH(Q). Since F is sequentially weak* lower semicontinuous on
Wh=(Q), we obtain

A

f(Z)VOld(Q) = F(I/tz) < llil’l inf F(I/th)

lim inf (£(z1)Volo(}) + f(z2)Volu(€}))

ED  £(2)Vol(Q) + (1 = 1) f(z2) Vol (Q).

Dividing the above inequality by Vol,(Q) € (0, o) yields (#.13)) and finishes
the proof. O

The proof of the general case is very technical and relies on sophisticated
approximation methods. We only state the theorem and refer to [S] for the
proof. Note also that the domain € is not assumed to be bounded.

Theorem 4.12. Let Q C R? be an open set and let f: Q x R" x R"™ — R
be a Carathéodory function satisfying for a.e. x € Q and for every (r, s) €
R™ x Rmd’

lf(x, 1, )| < a(x) + b(r, )
for some a € L'(Q) and some b € C(R™ x R™). Moreover let

Fu) = F(u,Q) = ff(x, u, Vi) dx
Q

and assume that there exists some ug € WH*(Q;R™) = (W (Q; R))" such
that

|F (o, Q)| < o0.
If F is sequentially weak* lower semicontinuous on W' (Q;R™) and if ei-
therm = 1ord =1, then s — f(x,r,s) is convex for a.e. x € Q and for
everyr € R™

If the functional F' in the above theorem is weak™® sequentially continuous,
i.e. both F and —F are weak* sequentially lower semicontinuous, then
s = f(x,r, s) is affine and, for bounded Lipschitz domain €, vice versa:

Corollary 4.13. Let Q C R? be a bounded Lipschitz domain and let f: Q X
R™xR™ — R be a Carathéodory function satisfying for a.e. x € Q and for
every (r,s) € R" x R™

lf(x,r, 8)| < a(x)+ b(r, s) (4.15)

for some a € L'Y(Q) and some b € C(R™ x R"™). Moreover assume that
eitherm =1ord =1 and let

F(u) = ff(x, u,Vu) dx
Q

Then F is sequentially weak* continuous on W *(Q; R™) if and only if s —
f(x,r,5)is affin, i.e. there exist Carathéodory functions g = QxR™ — R™
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and h: Q X R™ — R such that
f(x,r,8) =g(x,r) s+ h(x,r).

Proof. In order to prove the necessity part it remains to show that g and
h are Carathéodory functions. Setting s := O yields that & is Carathéodory,
since (x, r) — f(x,r,0) is Carathéodory. But then, g has to be Carathéodory
as well, otherwise f would not be a Carathéodory function.

For the sufficiency part, note that u, S uin Wi (Q) implies u, — u in
L*(Q), see Theorem|[1.63] Exploiting the fact that g and h are Carathéodory,
and applying Theorem [I.27)iv) yields the claim. Note that the Nemytskii
operators Ny: L(Q) — L'(Q) and N,,: L=(Q) — L'(Q) are continuous by
#@.13), see Theorem [1.53 O

Remark 4.14. An analogous statement of Corollary .13 holds true in the
W'P_case if one imposes further restrictions on g and 4 such that the corre-
sponding Nemytskii operators N, : Whr(Q) — LP (Q) and N,: whr(Q) —
L'(Q) are sequentially (weak-norm)-continuous.

Remark 4.15. The theorems in Section .2 hold generally true for vector-
valued functions u: Q@ — R™. Contrary, the functions u appearing in The-
orem [4.11] and Theorem (if d > 2) are scalar valued. If d > 1 and
m > 1, there exist weakly sequentially lower semicontinuous functionals
having integrands f with s — f(x,r, s) not being convex. The systematic
study of functionals on spaces of vector-valued functions leads to the notion
of quasiconvexity; see [5].
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