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Abstract

In the last decades the important role of small non coding rna (srna) in bacterial post-
transcriptional gene regulation was recognized. Meanwhile hundreds of srna genes are discov-
ered, especially in the well studied model organisms, such as Escherichia coli or Salmonella
typhimurium. Several experimental and theoretical techniques were developed to increase the
accuracy of srna gene detection and to enable their annotation in a genome wide, high through-
put manner.

In contrast to srna gene annotation, techniques for the characterization of the srna in the
gene regulatory network are still in their infancy. In the course of this thesis, several existing
gaps in the integration of computational methods into an efficient target prediction work-flow
were identified and closed.

First, a statistical method to annotate transcription start sites from differential rna-seq data
is presented. In contrast to the boundaries of protein coding regions, hence the translation start
and end position, the exact extent of the transcript itself is seldom known for bacterial genes.
But since the most srna directly interact with the mrna transcript, a detailed understanding
of their architecture can be crucial.

Second, an efficient way to accurately calculate energetically favorable srna–mrna binding
sites is presented. Established algorithms to calculate the energy of putative srna–mrna
interactions either suffer from a low performance in reproducing known rna interactions or are
computational resource wise, very demanding. With RNAplex, part of the ViennaRNA package,
it becomes possible to screen whole genomes for putative binding sites for a given srna.

And finally, a model framework is presented to calculate the effect of srna binding onto
the translation initiation rate of a putative target mrna. This model considers the physical
interactions between the ribsome and the mrna and the competing srna–mrna binding. This
way it becomes possible to test beforehand calculated interactions for their potential to inhibit
or amplify translation, and shrink the number of predicted targets to a small set, which makes
it possible to test them individually with more labor intensive in vitro or in vivo methods.

All three tools can be combined in a proposed srna characterization work-flow, and are helpful
to make use of the limited experimental resources, to characterize srna and their mrna targets,
as efficient as possible.
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Zusammenfassung

Die bedeutende Rolle die kleine, nicht Protein-kodierende rna Moleküle (srna, vom englis-
chen small rna) in der Genregulation von Bakterien spielen, wurde erst im Laufe der let-
zten Jahrzehnte erkannt. Mittlerweile wurden Hunderte sogenannter srna Gene in bakeriellen
Genomen entdeckt. Durch das kontinuierliche Entwickeln neuer Techniken ist die Zahl der
bekannten srna Gene stetig am Steigen. Das Charakterisieren von bekannten srna wurde
hingegen lange Zeit vernachlässigt.

Während der hier präsentierten Doktorarbeit wurden mehrere Lücken im systematischen, ex-
perimentellen Arbeitsablauf bisheriger Ansätze zur srna Charakterisierung identifiziert und
durch rechnergestützte Methoden geschlossen.

Zum Ersten, für eine genau Analyse der srna–mrna Interaktion müssen beide Komponen-
ten möglichst detailiert bekannt sein. Für die mrna mangelte es bisher meist an genauen
Daten bezüglich des Transkriptionsbeginns bzw. -endes. Für diesen Zweck wurde eine statis-
tische Methode entwickelt, um differentielle rna Sequenzierungsdaten nach Transkriptions
Start Positionen zu analysieren. Dadurch wird eine viel genauere Vorstellung über mögliche
srna–mrna Interaktionen gewonnen.

Zum Zweiten wird mit RNAplex eine Software, die Teil des ViennaRNA package ist, präsen-
tiert. Der zugrunde liegende Algorithmus ermöglicht es mit hoher Genauigkeit, und dabei
trotzdem sehr schnell, die energetisch günstigsten srna–mrna Hybridisierungspositionen zu
berechnen. Zuvor war es meist notwenig einen Kompromiss zwischen Schnelligkeit (und damit
Anwendbarkeit auf ganze Genome) und Genauigkeit, einzugehen. Mit RNAplex gelingt es diesen
Widerspruch zu lösen.

Obwohl gängige rna Interaktionsprogramme sehr gut darin sind, bekannte Interaktionen prä-
zise nachzuvollziehen, leiden sie meist unter einer geringen Spezifität, d.h. die Zahl der vorherge-
sagten Interaktionen ist bedeutend größer als die Zahl der Interaktionen, die sich experimentell
als funktional erweisen. Daher wurde, zum Dritten, ein mathematisches Modell entwickelt, das
es ermöglicht den Effekt einer vorhergesagten srna–mrna Interaktion auf die Proteinproduk-
tion von der gebundenen mrna zu berechnen. Dadurch kann die Anzahl der Vorhersagen in
einen Bereich gesenkt werden, der eine individuelle experimentelle Untersuchung jeder Interak-
tion mit in vitro oder in vivo Methoden ermöglicht.

Alle drei beschriebenen Methoden können sinnvoll in einem präsentierten Arbeitablauf kom-
biniert werden, mit dem es ermöglicht wird die Rolle von srnaGenen in Bakterien zu charakter-
isieren. Dadurch können limitierte experimentelle Resourcen möglichst effizient für die Charak-
terisierung von srna und deren mrna Partnern, eingesetzt werden.
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Preface
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1 Motivation

One striking definition of Life is the concept of the seven pillars on which all living matter rests:
Life needs to follow a kind of Program. For the life as we know it, this is implemented in the
genomic dna. The program must be flexible enough to allow for Improvisation, which means
the program itself must be adaptable. A living organism must be confined into a limited space,
separated from the surrounding environment. This Compartmentalization can be continued on
smaller scale to separate different compartment within the organism. Life must be an open
system metabolizing Energy to maintain itself and it must have the ability of Regeneration,
to compensate the inevitable thermodynamic losses. The sixth pillar of life is its Adaptability.
In an ever-changing environment improvisation is very often not enough to respond to sudden
turns in the living conditions. Thus all living cells must have the possibility to run their program
in different ways due to external stimuli. Finally, every living system must conduct chemical
control and selectivity within its metabolism. This ability was termed Seclusion [119, 147].

In this work, I would like to present new tools to expand our knowledge of the sixth pillar: the
Adaptability of bacteria gene expression. Living cells must adapt to sometimes drastic, some-
times only minor changes in their environment. Especially free living, unicellular organism,
such as bacteria, which do not have the same possibility to maintain a body homoeostasis as
multicellular animals, are exposed to an ever changing environment. The surrounding temper-
ature is much less stable than the cells inner chemistry can tolerate to function optimal. The
same is true for changes in salt concentrations, irradiation, toxic chemicals and the availability
of nutrition, to name just a few. Most of these changes can be compensated by changing the
internal program. Heat shock proteins can prevent other proteins to unfold or fold in an adverse
manner due to a higher reaction temperature. If nutrients are very limited in the surrounding,
the cell needs to built more transporters to exploit the resources as efficient as possible. At the
same time it might be advantageous to use the available nutrients only for the most pivotal
functions, reducing the energy needed for growth or reproduction to a minimum. On the other
hand, when nutrient are plentiful it can be advisable to adapt the other way around: reduce
the number of transporter, invest in growth, stock up reserves or mate.

The ability to adapt, presupposes the ability to sense the environment and the inner state of
the cell and find a way to shut down or to boost, as a consequence, the appropriate function to
the sensor stimulus. Mostly, enzymatic functions are executed by proteins, whose blueprint is
encoded in the genomic dna. Hence, shutting down or boosting is equivalent to deactivate or
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activate the protein production. Protein synthesis is a multi-step process which comprises the
transcription of a genomic dna section, i.e. a gene, into the so called messenger rna (mrna),
which is bequeath to the translation machinery, i.e. the ribosome. Here a polypeptide chain is
constructed, in which the sequence of amino-acids is determined by the sequence of nucleotide
triplets. Each of the 64 possible nucleotide triplets corresponds to one of the 20 proteinogenic
amino-acids or serve as so called stop codons. The translation product is a protein, which,
in some cases, has to be activated. Finally the protein is degraded in a controlled fashion.
All of the above mentioned steps, from the bare gene to the biological active protein is highly
regulated, with the intent that the right amount of proteins, thus the right functional intensity,
is present at the right time.

George Beadle and Edward Tatum proposed in 1941 their concept “that many biochemical
reactions are in fact controlled in specific ways by specific genes” [13]. Since then, tremen-
dous progress was achieved in finding mechanisms how gene products can control reactions and
how genes themselves are controlled by other genes. A complex network of inter-dependencies
emerged from the research of many scientists. This network consists of transcription regu-
lation, translation regulation, mrna and protein stability regulation and protein activation
regulation.

In 1984, a new mechanism of translational regulation in bacteria was discovered by Takeshi
Mizuno [153]. He could show that the translation rate of the bacterial outer membrane protein
OmpF was sensitive to the presence of a small untranslated rna. This rna, later on it was
named MicF, does not code for a protein but functions already as an rna. It binds the mrna
ompF and leads to a decreased translation and eventually to the decay of its mrna target.
Since then, it could be shown that this mechanism, i.e. a small rna hybridizes with an mrna
and modulates the translation rate, is wide spread in bacteria. Many pivotal cell functions
seems to be controlled by small rna. Most prominently, small rna play a crucial role in the
regulation of metabolism and virulence in many bacteria.

Meanwhile, in Escherichia coli more than 80 small rna genes were successfully verified [180].
Computational screens based on sequence conservation, structural homology or expected com-
ponents like promoters and terminators, suggest the existence of hundreds more [10]. The
functional description of newly found srna genes becomes the main obstacle in broadening the
existing gene regulation networks in bacteria. Functional characterization is still a challenging
task. In contrast to mirna in eukaryotes where a lot of binding rules are marked out [246], the
interactions of srna with their mrna counterparts show a striking variability in bacteria [10].
This is reflected by the fact that there is so far no satisfying stand alone technique to find new
targets for srna. Experimental approaches are very labor intensive which means that they
are not applicable to broad genomic screens (e.g. two-plasmid reporter gene assay [231]), or
they are not suitable to properly distinguish between primary and secondary regulation effects
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Chapter 1. Motivation

(e.g. srna over-expression or deletion with downstream transcriptome profiling [199]).

Computational approaches focused so far on the thermodynamic hybridization properties of a
given srna onto different potential mrna targets. Although this proved to be very accurate
in reproducing known interactions, this techniques suffer from a high false-positive rate, since
any two sufficient ample rna sequences will very likely show an energetically strong mutual
binding site by chance.

Further on, to apply computational approaches which consider the mrna structure a detailed
understanding of the structure forming sequence can be essential. Until recently, only for a
small set of interesting mrna the precise transcription start site (tss) was determined [66].
Recently high-throughput methods for tss annotation were developed [200, 181], for which an
automated, statistical sound analysis method is still lacking.

That is why, from my point of view, there is a great demand for new tools. On the one hand,
to resolve the architecture of the transcription units and, on the other hand, to screen large
target set for their potential to be regulated by a given srna. The later need to include other
sources of information beside the common approaches of considering only the one srna – one
mrna system.
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2 Structure of this work

The following work is structured in three main parts. Part II summarizes essential or interesting
background information. First, a general introduction into rna is given. The next chapter
deals with mrna in particular, presenting its property and how its role in the information flow
from gene to protein is regulated on the level of transcription and translation. This leads to a
chapter on srna. On the one hand, how post-transcription gene regulation by srna works. On
the other hand, a summary of techniques to discover and characterize srna. The last chapter
of the first part is dedicated to the basics of the vast tool box of computational rna biology.
Part II is meant to present the basis of and the scene around the story told and discussed in
the following parts. Thereby, I dared to wander from the direct subject, especially if interesting
details related to rna and the importance of its structure are close-by along the road.

Part III presents three new contribution to the characterization of srna mediated post-trans-
criptional gene regulation. They are not ordered chronological according their publication
date, but according the sequence how the developed tools can be applied in the course of
the characterization of srna in a new species. In this sense, the first publication presents
a tool to analyze data from the recently developed drna-seq technique. drna-seq aims to
annotate in a high-throughput manner the transcription start sites in a bacterial genome. This
is interesting for many application. For one, mrna are the binding partner of srna, hence a
detailed knowledge of the exact architecture of the mrna and srna is of critical importance.
Knowing the start site is already half the way to the finish line. So far drna-seq data were
analyzed manually, introducing a lot of subjectivity with the cost of tedious and long error
prone analysis. To change this, we developed a statistical approach to annotated transcription
start site from drna-seq data in an automated manner. Details are given in chapter 7.

Chapter 8 presents an advancement of current rna-rna interaction prediction algorithms.
RNAplex aims to merry the accuracy of detailed interaction calculation and the speed of less
detailed interaction screening. Furthermore, this approach was extended to use the information
of interaction conservation, increasing the specificity further.

Despite of the improvement of srna target prediction software over the past years, all of
them, including RNAplex, suffer from a high false positive rate. They are quite successful in
reproducing known interaction but report many non-functional interaction if used for de novo
prediction. That is why we developed, and present in chapter 9, a model which aims to simulate
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the processes in the course of translation initiation with and without the involvement of srna.
This model can be used to further evaluate predicted putative srna – mrna interactions, for
their potential to have an effect on translation initiation. Our model is semi quantitative in
the sense that it also becomes possible to predict the type of regulation, whether positive or
negative regulation, is caused by the particular srna mrna interaction.

Finally, part IV summarizes the achievements accomplished in the course of this thesis and sets
them into the bigger picture how a typical analysis of srna based gene regulation can look like
and how the developed tools can be potentially refined and advanced in the future.
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3 RNA

3.1 Introduction

Ribonucleic acid (rna) is, beside proteins and Deoxyribonucleic acid (dna), one of the three
major organic macro-molecules, which are essential for all known living matter. A few decades
ago, its biological role was still disesteemed by reducing it to a simple intermediate in the flow of
information from the storage (dna) to the effector (protein). This concept was unintentionally
consolidated in the “Central Dogma of molecular biology” [43, 46].

DNA

RNA PROTEIN

Figure 3.1: The “Central Dogma of molecular biology”. Solid arrows indicate possible and prob-
able transfers of information. Dashed arrows mark possible but unlikely transfers.
Missing arrows were meant to be impossible transfers. This picture represents the
knowledge of 1970 [46] which, in its pure interpretation, is still considered to be
correct.

According to this credo, which was formulated by the highly respected and authoritative Nobel
laureate Dr. Francis Crick, the dna can reproduce itself and rna can be produced from dna.
Proteins can be made from rna templates. Other information flows, such as rna → rna,
rna → dna, and dna → protein were considered as theoretically possible but very rarely
realized.
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3.1. Introduction

The central dogma is in fact valid till this day, but its common interpretations fall short to grasp
the different roles rna is known today to play. Thereby, the wide spread opinion which reduced
rna merely to a messenger of information from the dna encoded genetic information to the
important workhorse of the cell, the protein, was unintentionally cemented by the “Central
Dogma of molecular biology” for decades to come.

Meanwhile, rna and its function was revealed to be much more versatile. Beside the long known
roles in transcription and translation, rna was shown to be crucially involved in regulation
and enzymatic catalysis of chemical reaction. In this respect, rna seems to combine the ability
to store information like dna and to process information like proteins. The versatility arises
from the combination of rather simple monomeric building blocks, comparable to dna, and a
complex structure, which can be formed with them. In this respect, rna resembles proteins.

Figure 3.2: The chemical structure of an rna chain. The sugar phosphate backbone is drawn
blue. The attached bases, with the sequence cgau in this case, are drawn in red.
For the first sugar ring, the enumerated indices for the carbon atoms are labeled.

The basic building block of rna is the nucleotide, which comes in four different “flavors”.
Nucleotide consists of a ribose sugar, one of four bases and a phosphate group. The ribose
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Chapter 3. RNA

contains five carbon atoms, which makes it an aldopentose, whereas each carbon is enumerated
from 1’ to 5’ (see Fig. 3.2). The base is attached to carbon 1’. In general, adenine (a), cytosine
(c), guanine (g), or uracil (u) are utilized. Adenine and guanine are purines, containing two
aromatic rings in a plane. Cytosine, and uracil are pyrimidines, with only one aromatic ring.
The difference between cytosine and uracil, and adenine and guanine, respectively, are different
functional groups attached to the basic framework of pyrimidines and purines. Different bases
enable the rna to form versatile structures, since a and u can interact to form a so called base
pair via two hydrogen bonds, and g and c can pair each other via three hydrogen bonds (see
Fig. 3.3).

dna and rna differ in two major aspects, with some important consequences. First, in rna
the base uracil is used. In contrast, in dna the base thymine in incorporated. The second
main difference is, as the name already implies, the usage of a different sugar. rna has a
hydroxyl group attached to the 2’ carbon of the pentose ring, whereas dna lacks this functional
group1. This hydroxy group impairs the stability of rna compared to dna because it is more
susceptible to hydrolysis.

Carbon atom 5’ and 3’ are connected to phosphate groups. This phosphate groups are able
to bridge two nucleotides, forming the so called rna backbone, a polymer with the uniform
sequence ·phosphate·ribose·phosphate·ribose·phosphate·. Since the bases are attached to the riboses,
each rna polymer can be described as an ordered, one dimensional chain of bases. This is called
the rna sequence, or sometimes the rna primary structure. Since the riboses are connected
via the 5’ and the 3’ C atom, the sequence is asymmetric, with many biological consequences.
In general a sequence is given in a 5’ to 3’ orientation, which corresponds to the direction of
rna synthesis by the dna dependent rna polymerase. The commonly used terms “upstream”
and “downstream” should be interpreted in this sense. Imagine a flow streaming in the direction
of synthesis, upstream means in the direction of the 5’ end, whereas downstream means into
the direction of 3’ sequence ends (see Fig. 3.2).

3.2 RNA structure

dna normally appears double stranded in the cell, with two separate but complementary dna
molecules forming the iconic double helix structure with inter-molecular base pair. In contrast,
rna mostly occur single stranded, without a complementary partner strand2. This paves the
way for intra-molecular base pairing within the same rna strand. Single bases can pair with
appropriate bases somewhere on the same strand, leading to a “tangled up thread”. The pattern

1That’s why it is called Deoxyribonucleic acid (dna).
2A noteworthy exception are some viruses with a double stranded rna genome. As a consequence, many
species evolved a kind of molecular immune system, degrading dsrna and corresponding sequences. This is
applied in biotechnology, known as rna interference [61].
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3.2. RNA structure

of this interactions are called rna structure. It was shown that many functions of rna are
critically dependent on its structure.

3.2.1 RNA secondary structure

rna nucleotides can, due to their atomic structure, pair with each other via different interaction
sites. The most common ones are the so called Watson-Crick base pairs. Thereby, hydrogen
bonds are formed between uracil and adenine, and cytosine and guanine, respectively. Watson-
Crick base pairs, also called canonical base pairs, are characterized by their isostericity, i.e.,
every pair has the same diameter, which allows to build regular helices. This distinguishes
canonical from so called non-canonical base pairs.
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Figure 3.3: The anatomy of the rna base pairs a-u (l.h.s.) and g-c (r.h.s.). The first is
stabilized by two, the later by three hydrogen bonds between the charged groups.

In contrast to dna, where the above mentioned base pairs are the only ones, in rna molecules
uracil and guanine can also pair with each other, forming a so called wobble pair3. In this case,
the bases are linked via two hydrogen bounds. Wobble pair formation allows a higher diversity
of structures for a given rna sequence, and therefore has a great influence on rna folding. For
example, wobble pairs enable to reduce the number of different trna species in a cell. Instead
of having one trna for each of the 61 possible amino acid encoding codons4, in most systems
one trna anti-codon can recognize more than just one codon, exploiting the pairing plurality
of uracil and guanine [44].

Beside these canonical base pairs, other types of interaction between charged groups of the
bases and of the attached ribose, contribute to the stability of the folded rna molecule. To
classify the variety of possible non-canonical interactions, the concept of different “edges” of
the nucleotide was introduced [125]. All before mentioned canonical base pairs interact via
the so called Watson-Crick edge with each other (see Fig. 3.3). From there, the shorter side
in the direction to the hydroxy group at the 2’ carbon of the ribose is called the sugar edge.

3Wobble pair differ from canonical base pairs with respect to the geometry of the pair. It is wider, hence
interrupts the straight, rod shaped helix with a uniform diameter and introduces a wobble.

4Four different bases can be combined to 43 = 64 different trinucleotide sequences. Three of which do not
encode for amino acids but serve as stop codons.
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Chapter 3. RNA

On the opposite side is the Hoogsteen edge. Each of this edges contains functional groups
which can interact with each other, forming non-canonical base pairs or even triplets [132, 133].
This further contributes to the variety of different structures which can be formed by rna
molecules.

An other important feature of rna bases, which can contribute considerably to the stability
of rna structure, is base stacking. Due to the planarity of the bases itself and the planarity
arrangement of two bases in a Watson-Crick base pair, two properly arranged bases, e.g. the
bases in two consecutive base pairs, can interact with each other by electrostatic interaction,
London dispersion attraction and shortrange repulsion [210]. How much stacking takes effect
depends on the exact confirmation of the bases in their very local surrounding, considering
neighboring bases and their relative positioning.

Figure 3.4: Loop types in rna secondary structure. Solid lines represent the rna backbone,
dashed lines base paring interaction. Empty circles represent unpaired bases, filled
circles represent paired bases. From left to right, the loops are names “hairpin loop”,
“interior loop”, “exterior loop” and “multibranch loop”. Graphic adapted from [256].

The pattern of base pairs, i.e. which base interacts with which counter base, is called the
secondary structure of the rna. This can be classified in sets of different basic structure
motifs. On one hand there are stems. A stem is a stretch of consecutive bases which form a
double helix by Watson-Crick base pairing, similar to the well known dna double helix. It
consists of two anti-parallel, complementary sequence regions. Stems are separated by loops.
According to the arrangement and the number of the adjacent stems they can be classified as
hairpin loops, interior loops, exterior loops and multibranched loops (see Fig. 3.4).

3.2.2 Dynamics of secondary structure

Which secondary structure eventually will be adopted by a given rna sequence follows the
rules of thermodynamics. Accordingly, the most likely state of an rna in the thermodynamic
equilibrium is the one with the lowest free energy. Hence, it is often called optimal structure or
minimal free energy structure (mfe structure). The free energy is a measure for the amount
of work a system can perform, in other words the amount of total internal energy minus the
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3.2. RNA structure

amount of unusable energy. The later is expressed as the entropy of the system5. To calculate
the minimal free energy of a given structure, one has to determine the total energy of the system
and the entropy. Theoretically, this could be done for all possible structures, which would give
the so called energy structure landscape of the rna, where each point represents a distinct
structure and is associated with its free energy.

Knowing the free energy E of a structure S directly provides the probability P (S) that this
structure is formed in the ensemble of all possible structures. This is expressed in the Boltzmann
distribution

P (S) ∝ e
−E(S)
RT (3.1)

where, R is the gas constant and T the temperature. Using this equation, it can be illustrated
that an rna structure, even for a specific rna sequence, is dynamic and temporally flexible.
Therefore, let us consider an arbitrarily chosen structure from all possible structures for a given
rna molecule, one can easily imagine that adding or removing just a single base pair, leads to
a tiny change in the energetic state of the system. According to Eq. 3.1, the likelihood of this
altered structure is also only marginally changed. This consideration is valid for every possible
structure, also the mfe structure. In other words, a given rna sequence will fold and refold.
The structure is dynamic, changing all the time. Thus, to describe the folding of an rna by
just one structure is a simplification. In some cases it is even an oversimplification.

Furthermore, a randomly structured rna might have a very unfavorable energy, thus it will
become more stable every time a random refolding leads to a lowering of the free energy. This
process can be visualized as traveling on the afore mentioned energy landscape, whereas from
each point the road downhill, the steeper the more, will be favored. Although, in the very
long run this will lead to the absolute lowest point in the landscape, the way to get there can
take a long time, much longer than the life time of the molecule itself, if the current location
is separated by high barriers from the deepest valley. Therefore, one can assume that the
functional important structure of an rna can also be, due to the ephemerality of rna in the
cell, a complete different structure than the mfe conformation. This structure might have a
low but not the lowest free energy.

In reality, the assumption of a random starting structure, is usually not true. In general, the
rna is always produced in 5’ to 3’ direction with the same speed for one transcript6. Already
during transcription the newly produced 5’ end can form base pairs. This can introduce an

5The energy that cannot be used to perform work is given by the entropy of a system multiplied by the
temperature of the system.

6A notable exception are transcriptional riboswitches. In this case, the binding of an ligand to the riboswitch
can alter the transcription speed of the polymerase, giving the nascent mrna more or less time to form
transcription termination hairpin. This is a well known example where not the mfe structure, but other
semi-stable structure are functional important. Which of these structures are formed can be influenced by
the ancillary conditions [83, 239].
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important bias in the route of rna folding, changing the set of adopted structures during the
life span of the rna molecule.

Already this short outline how rna molecules fold into a functional structure indicates that
the respective processes are far from being trivial. But in contrast to protein folding, which
is computational still a very challenging task, the in silico prediction of rna secondary struc-
ture is meanwhile well established and routinely done with accurate results. A more detailed
introduction into computational rna folding is given in chapter 6.

3.2.3 RNA tertiary structure

rna secondary structure is the pattern of how bases interact to form helices connected by
loops. These secondary structure motifs again can interact with each other, resulting in a
three dimensional arrangement of the bases, which is called rna 3D or tertiary structure. In
contrast to rna secondary structure, which is merely an auxiliary model to make rna structure
prediction feasible, the tertiary structure of an rna represent the real physical structure of the
molecule. The interaction on this level are mostly guided by non-canonical base pairs and
soluble ions, e.g. Mg2+ can play an important role.

Kinetically it seems that the secondary structure is formed much faster, and only afterward
tertiary structure is formed without much distortion of the secondary structure [28]. As a
consequence, in silico rna structure prediction is facilitated, since it can be assumed that it is
not necessary to understand the whole 3D structure to predict the 2D structure. In contrast
to the secondary structure, reliable tertiary structure prediction is less well established.

3.3 Functional classification of RNA

The understanding of the diverse functional roles played by rna in the cell has dramatically
changed in the last few decades. Not too long ago, rna was seen as a mere vehicle to transmit
the information stored in the dna encoded genes to the protein executors. Then, messenger
rna and transfer rna played the major role. Ribosomal rna were also involved, but they were
seen mostly as a scaffold to keep the ribosomal proteins in place to do the job. Meanwhile the
picture has changed. rna plays a crucial and much more active role in all this processes. Fur-
thermore many new roles of rna in the cell were discovered. In the following, some important
classes of rna coding genes will be briefly presented.
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3.3.1 mRNA

An mrna is the transcribed rna equivalent of the dna sequence between the transcription
start and transcription termination site, and has distinct regions with different properties and
functions. The pivotal part of an mrna is the coding sequence (cds), the section which
eventually will be translated into the amino acid sequence of the encoded protein, which also
distinguishes mrna from other kind of rna in the cell and are therefore called non-coding
rna (ncrna). Unfortunately, the term non-coding is somehow misleading since it suggests
that ncrna do not code for a meaningful product. However, these genes only do not code for
a meaningful amino acid sequence7.

In contrast to eukaryotic mrna, bacterial mrna can possess more than one coding region per
transcript. A coding region is marked by a start codon, a stretch of different size with no stop
codon, i.e. open reading frame (orf) and terminated by a stop codon. Upstream of the first
cds the 5’ untranslated region (5’ utr) harbors many regulatory elements which are important
for translation regulation. If on the same transcript downstream of the first cds, one or more
additional cds follow, the mrna is called polycistronic. Since in general the whole transcript
is regulated as a unit, it can be advantageous to combine different genes into one mrna. In
the textbook example, this is applied, e.g., for proteins which are incorporated into the same
protein complex, thus are always needed in the same stoichiometry.

As for the most rna species, only recently the active role of the mrna in transcription and
translation was acknowledged. Chapter 4 deals in more depth with the processes and the
importance of mrna to establish and maintain homeostasis which is vitally important for all
life.

3.3.2 rRNA

The largest portion of a total cell rna extract consists of ribosomal rna8. It can be found
in all organisms making it one of the most fundamental constituents of life. The bacterial
ribosome is composed of three different rrna (16S, 23S, and 5S) and can be associated with
more than 50 proteins [8]. It functions as the translational machinery, producing protein genes
from dna encoded blueprints. Furthermore it integrates many different signals to adjust the
current protein production to the demand. For a long time, the rrna was believed to function
only as a scaffold to keep the ribosomal proteins in place. Meanwhile, the image has turned
upside down: the central and active role of rrna in translation was recognized, and for the
proteins mainly scafold and regulatory functions remained. For example, the rrna actively

7That is why some authors proposed the term “functional rna” (frna) instead, e.g. [9, 161], which somehow
suffers from the similar vagueness since an mrna is also functional.

8In Yeast 80 % of the total rna are different rrna [241].
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catalyzes the chemical attachment of additional amino acids to the nascent polypeptide (see
page 20). Furthermore, the ribosome recognizes the mrna and its coding region, making the
ribosomal rna and its interactions a key party in post transcriptional gene regulation (see
section 4.2.2 and chapter 9).

3.3.3 tRNA

The second most frequent type of rna in the cell is the transfer rna. The trna is typically
between 73 and 94 nt long and works as an adapter between the mrna and the protein by
translating the nucleotide triplets of the mrna into the amino acid sequence of the protein in
an unambiguous way.

Figure 3.5: An idealized secondary struc-
ture of a typical trna. Source:
Wikipedia.org User:Yikrazuul

The secondary structure of a trna can be drawn
in the typical cloverleaf form (Fig 3.5). On top
the 5’ and 3’ ends are connected via a stem. The
amino acid is bound to this stem, therefore its
name, acceptor stem. Furthermore, there are the
D-loop, the anti-codon loop, the variable loop,
and finally the TΨC-loop (listed from the 5’ to
the 3’ end). Each of the loops has a specialized
function. The anti-codon loop harbors the anti-
codon. Here, the trna interacts with the mrna’s
codons, giving the trna its specificity in the ge-
netic code. It is also important to stabilize the
whole mrna·trna·rrna complex in the course
of translation initiation [155] (see also leaderless
mrna and translation initiation, on page 29 and
43, respectively). The D-loop acts as a recogni-
tion site for the right aminoacyl-trna synthetase
to the correct trna, mediating the specificity
to charge the trna with the correct aminoacid
residue [86]. The T-loop is involved in the recog-
nition of the trna by the ribosome [233].

3.3.4 sRNA

The term srna is often used somehow ambiguously. In former times it was used for trna, as
an abbreviation for “soluble rna”. Meanwhile, it often means “small rna” in the literature, or
sometimes srna refers to different rna species, often in the general sense of non-coding rna,
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e.g. in [248]. Throughout this work, the name srna is used for bacterial small trans-encoded
anti-sense RNA. This bulky term summarizes many characteristics of srna.

• This kind of rna mediated gene regulation mechanism is unique to bacteria. Eukaryotic
systems have in spirit similar strategies, but the details differ substantially.

• Small refers simply to their size (up to 200 nt for a typical srna [203]) which has to be
seen in relation to mrna, which are typically longer.

• Trans-encoded mean that the srna gene is transcribed into the functional small rna,
which diffuses through the cytoplasm, potentially interacting with all possible mrna
and proteins. This distinguishes srna from other rna based translation regulation
mechanisms, such as riboswitches, since they are physically attached to their regulated
gene.

• The term anti-sense describes already the main mode of action. The srna can bind its
target interaction site by base pairing with a small stretch of complementary sequence.
In similar contexts, anti-sense can also refer to the encoding position, meaning the srna
gene itself is encoded on the opposite, hence anti-sense, strand of the target gene (see
section 5.1.2). Here, this denotation is explicitly not meant.

srna play an important role in post-transcriptional gene regulation. So they do in this thesis.
Therefore, chapter 5 gives more detailed background information on the role and mechanisms
important for srna regulation. Chapters 8 and 9 give the author’s contributions in the field
of srna target prediction.

3.3.5 Ribozymes

Maybe the most surprising insight into the functional repertoire of rna was the discovery that
rna itself, without any protein contribution, can act as an enzyme with catalytic properties.
This led to a radical change of how rna was seen, and was awarded with the Nobel price
in Chemistry in 1989 to Thomas Cech and Sidney Altman. This discovery did not just push
the protein from the pedestal of being the unique organic compound with enzymatic activity,
it also served as food for exciting thoughts on the origin of life and whether this duality of
encoding dna and enzymatic protein might be a successful specialization of a world where
both functions were exclusively united into one chemical family [70].

From a historical point of view, three distinct examples of ribozymes deserve special mentioning
here: rnase p was, beside self-splicing of group I introns [121], the first discovery of an rna with
enzymatic activity [215]. It is conserved from bacteria to human and consists of a protein·rna
complex. Its enzymatic activity was shown to be executed by the rna alone, although with
reduced efficiency. The best conserved function of rnase p is the maturation of pre-trna
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by processing the 5’ leader sequence. In contrast to most other ribozymes, rnase p does not
recognize its substrate via complementary base pairing but by a mechanism using a metal ion,
hence in this aspect the mechanism resembles more proteins enzymes [157].

The probably most used and thus most essential ribozyme in nature is the peptidyl transferase
23S rrna. In all organisms, the pivotal part of translation is the peptide bond formation
between peptidyl-trna and aminoacyl-trna. This reaction is carried out in the peptidyl
transferase center of the ribosome [188]. Although the ribosome is a large complex of many
rna and proteins, the enzymatic activity is accomplish by the rna alone, making the protein
portion responsible for structural arrangements and regulation [35].

Last but not least I would like to mention the ribozyme glmS. The glmS mrna codes for an
enzyme which converts fructose-6P into glucosamine-6P. In the untranslated region upstream of
the coding region start, several different rna regulatory sites can be found, making it a showcase
example of rna mediated translation regulation. On the one hand, in gram negative bacteria
such as Escherichia coli, glmS is regulated by small rna. GlmZ activates glmS translation
upon binding [230]. On the other hand, the glmS untranslated region of gram positive bacteria
harbors a riboswitch which selectively binds glucosamine-6P. Subsequent to ligand binding,
the rna cleaves itself which leads eventually to the inactivation and degradation of the glmS
transcript [145].

3.3.6 Other RNA species

Once the important role rna can play was acknowledged, research expanded the understanding
of rna-involved processes in all directions. As of 2012, the non-coding rna family database
(Rfam) listed 2208 different rna families with more than 6 million sequence entries [31]. Al-
though, the majority are unique to eukaryotes, many are found in bacteria (see tab. 3.1).

Table 3.1: Number of Rfam families per taxonomic domain. Since some of the total 2208 Rfam
families are not unique to one domain, the numbers do not add up to the total 2208
described families [31].

Domain Total Number Unique Number
Archaea 88 76
Bacteria 462 427

Eukaryotes 1323 1294
Viruses 161 138

Exemplarily, two shall be presented in more detail. A recent discovery of an rna mediated
system is the so called crispr system (Clustered Regularly Interspaced Short Palindromic
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Repeats). Bacteria cells are under constant pressure from bacteriophages9. Therefore, around
40 % of sequenced bacteria were shown to posses crispr loci, an immune system like defense
mechanism against phages, in which rna plays an important role [94]. Intruding phage dna
is processed, producing small fragments which can be incorporated into the crispr locus
in the chromosome. These alien sequences are constitutively expressed producing small rna
molecules, which guide exonucleases to degrade foreign nucleic acid, dna and rna alike. The
exact mechanism how this is achieved and regulated still remains to be elucidated [94]. However,
it is noteworthy that for a long time the bacterial small rna system was seen as an analog to the
eukaryotic microrna system. Meanwhile it became clear that the crispr system represents
a much more mechanistically related (though not necessarily evolutionary related) mode of
action. Nevertheless, this related system is used for a quite different purpose, namely foreign
nucleic acid defense instead of post transcriptional gene regulation [136].

One of the more odds are tmrna. Transfer-messenger rna are a hybrid with a portion
resembling a trna and the other part is messenger rna like. In bacteria, tmrna are associated
with one protein, forming a ribonucleoprotein complex [182]. This complex releases ribosomes
from mrna, if the conventional mechanism of translation termination failed, e.g. due to the lack
of a stop codon. Normally this would lead to a stable, nonfunctional mrna·ribosome complex.
In order to reactivate this stuck ribosomes the tmrna binds the ribosome in the same way a
regular trna would do, providing an mrna-like segment with an short open reading frame
(orf). This orf is then translated, in a process called trans-translation, until the ribosome is
released from the auxiliary coding region. The dysfunctional protein contains a tag, encoded
by the tmrna orf which marks the protein for degradation. tmrna are a beautiful example
how rna can mimic other structures to adopt their functionality and how different rna can
be interconnected in a module like manner [182].

9It was estimated that there are more than 1030 phages in the ocean [137], outnumbering bacterial cells by a
1 to 10 ratio [41].
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Messenger rna play a pivotal role in the process of gene expression. They link the infor-
mation flow from the gene to the protein. Formerly, is was considered a passive container
of information. Meanwhile, the active role which rna fulfills in many regulatory processes
is acknowledged. In eukaryotes the most prominent and well understood example is splicing.
Pre-mrna undergo different maturation steps and rearrangements to produce the blueprints
for the required proteins. This opens the opportunity to use the same gene although the gene
product needs specialization in different tissues or different developmental stages [117]. For
bacteria splicing of some genes was reported but generally bacterial mrna is not spliced [59].
Instead, other mechanism evolved to optimize the gene regulation, taking action both on the
level of transcription and translation. For this, structural and sequence properties of the dif-
ferent parts of the mrna are important. Understanding an mrna with all its features enables
us to see its role in the orchestrated protein synthesis, providing the right amount of the right
effector to the right time.

4.1 mRNA properties

Bacterial mrna are the rna copy of a part of the genomic dna. For this the dna coding
strand is duplicated by using the dna template strand as a blueprint. Transcription starts
at the so called transcription start site (tss) and runs until the transcription terminator is
reached. In between, there are one or more so called coding sequences (cds). As a result each
bacterial mrna can possess following features (also see Fig. 4.1).

5’ untranslated region are between the transcription start and the translation start of the
first cds. 5’ utr can also be missing when the translation start site is equal to the
transcription start site, which is not uncommon.

Coding sequence are the open reading frame whose nucleotide triplets code for the amino acid
sequence of the protein. Bacteria mrna can be monocistronic (like eukaryotic mrna)
with just one cds per mrna molecule, or they are polycistronic, harboring more than
one cds. The different cds can be separated by an untranslated region or even overlap
with each other.
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4.1. mRNA properties

3’ untranslated region form the end of the mrna, between the last translation stop and the
transcription stop.

Each of these regions play a distinct role in the process of regulated translation. Therefore,
they can harbor special structures or sequence motifs. In the following section I’d like to shed
light on the nature of the different mrna part and the techniques to study these.
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Figure 4.1: Possible arrangement of a polycistronic mrna. The 5’ untranslated region is fol-
lowed by the first coding region. Coding regions can overlap, directly follow on
each other without a gap or be separated by an untranslated segment (intercistronic
region). The last stretch of sequence behind the last coding region is called 3’ un-
translated region.

4.1.1 Transcription start site determination

A comprehensive knowledge of the tss positions in a genome is an important, although up to
now, neglected part of thorough bacteria genome annotation. This is because many processes
can only be understood if tss are known. Some because they directly affect tss positions,
e.g. the promoter organization, or because they directly depend on the tss positioning, e.g. the
sequence and hence the structure of the 5’ untranslated region.

For eukaryotic models, such as human or mouse, experimental high-throughput methods to
detect tss were developed already ten year ago [204]. Due to the different organization of
prokaryotic transcripts, mainly the lack of a 5’ cap structure, these techniques can not be
applied to bacteria. Here, different methods were introduced, which will be briefly reviewed in
the following section.

Transcription factor binding site annotation Promoter position are tightly constrained rel-
ative to the transcription start sites. In E. coli the distance is typically 7 to 10 nt [149].
Experimentally, promoter can be detected by evaluating dna segments with a binding affinity
to a transcription factor with dna binding ability. The most widely applied technique is the so
called chromatin immunoprecipitation (Chip) combined with some sort of read out procedure.
For this, genomic dna and all its bound proteins are cross-linked. Subsequently, the dna is
fragmented by sonication. The crucial step follows by pulling down the protein of interest with
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its attached dna. This is done with specific antibodies. In former times, this way enriched
dna, which is associated with the dna binding tf, was analyzed with qpcr. Since this be-
comes impossible for a genome wide analysis, later on the dna read out was performed by
micro-array chips (Chip-chip) or dna sequencing (Chip-seq) [30].

To circumvent the need of specific antibodies against the tf of interest, which are oftentimes
difficult to produce, Chip-chip can also be modified. For example [85] showed that recombinant
tf with an attached tag, which allows the usage of affinity media instead of antibodies. Thereby,
the experimental procedure is simplified and thus its possible application broadened. This
technique is called Chap-chip (chromatin affinity purification).

Computational promoter prediction Since promoters have some more or less well defined fea-
tures, which distinguish them from the background dna sequence, several approaches attempt
to annotated their position in-silico. For that purpose, information from characteristic sequence
motifs [49, 72] and thermodynamic properties were successfully exploited [107, 183, 221].

The later uses several details shared between the dna within promoters, i.e. low stability, high
curvature and less bendability [108]. All of these features seem to ease the binding of the
transcription factor and the opening of the transcription initiation bubble. Thereby, the low
stability which is equivalent to a low melting temperature (the energy needed to separate the
two dna strands) is the easiest to deduced from the dna sequence.

Although the described approaches to annotate promoter and tss from in silico analysis work
well in reproducing known tss, their use as de novo annotation tool is limited by a high false
positive rate [60, 107, 171]. Thus, reliable understanding of transcription architecture and
transcription regulation still requires sound experimental techniques.

TSS annotation Beside the afore mentioned methods which use characteristics of the genomic
dna to describe potential promoters and their corresponding tss, the annotation can also be
approached from the transcript side. In a first step the physical boundary of the mrna is
determined, either in terms of nucleotide sequence or simply in terms of distance from a well
annotated feature, such as the translation start. After wards this can be tracked back to
the genomic dna, providing the position of transcription initiation in genomic coordinates. To
identify the exact 5’ end of the transcript, different approaches were successfully applied, primer
extension and race, being well established and very accurate techniques and, very recently,
drna-seq.

Primer extension One of the first techniques to locate the 5’ end of rna was so called Primer
extension. First, radioactive labeled primers against a well described position at the 3’ end are
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used in a pcr like reaction. Since the reverse primer is not known and thus not used, no
amplification takes place. Still, after separating the rna in an acrylamide gel, due to the
sensitivity in detecting the radioactive labeled rna, the length of the mrna from the 5’ end
to the primer hybridization position can be deduced [222].

RACE A wide spread technique to find the exact boundaries of a transcript whose sequence
is only partly known is the so called rapid amplification of cdna ends (race). Generally,
race can be used with minor adaptations to annotate the 5’ and 3’ ends. To detect the
5’ end a pcr primer complementary to the coding sequence of the gene of interest (goi)
mrna is designed. This primer points to the 5’ end, resulting in a cdna fragment from the
primer binding site to the original tss, where due to lack of template the polymerization
stops. To amplify this fragment in further pcr cycles, a poly A tail is appended using terminal
deoxynucleotidyltransferase (TdT) and datp. The poly A tail and a complementary second
primer is used to specifically amplify the product and thus the sequence of the 5’ utr [65].
The read out is classically done by sequencing of the amplified segments [165].

The application of a refined version of race was described in [149]. There, the E. coli genome
was exhaustively tested for tss, revealing that the transcriptional architecture is indeed much
more complex than the simplified textbook image implies. Although the technique showed
its usefulness, it still cannot distinguish between primary tss originating from transcription
initiation or secondary tss created by rna processing.

dRNA-seq To overcome this problems, similar to the cap in eukaryotic cells, a distinct mark,
separating primary and secondary 5’ mrna ends are needed. This was found in the char-
acteristic phosphorylation pattern of primary transcription starts. The mono-nucleotides for
transcription are provided to the polymerase in the form of nucleotide triphosphates. In the
process of transcription elongation the triphosphates are broken down and the released energy
is used to form a phosphodiester bond between the newly conjoined nucleosides. As a conse-
quence, the first nucleotide still has its three phosphates attached at the 5’ carbon atom. In
contrast, if the phosphodiester bond of two consecutive nucleosides is broken due to endonu-
cleolytic cleavage, the remaining fragment is a 5’-phosphomonoester.

This difference between primary transcription start sites and secondarily introduced transcript
starts in combination with deep rna sequencing can be deployed to design experiments to
annotate genome wide the 5’ ends of all currently expressed transcripts. For this purpose, two
approaches were independently developed.

Sorek et al. [250] introduced a method which uses the enzyme Tobacco Acid Pyrophosphatase
(tap) to remove two phosphates from the 5’ triphosphate nucleotides. This way, the result-
ing fragments are a possible substrate for the following sequencing adapter ligation, which is
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applied. Eventually, a strand specific sequencing library is constructed. Relative to a library
with no tap treatment, the reads whose 5’ end corresponds with an authentic transcript start,
are overrepresented in the tap treated library.

A similar approach was developed by Sharma et al. [200]. Here, instead of tap the enzyme
Terminator-5’-phosphate-dependent exonuclease (tex) is used. tex specifically degrades rna
with a 5’-monophosphate. Transcripts with a 5’-cap, 5’-hydroxyl group or, most interestingly
in our case, a protective 5’-triphosphate are spared. Similarly to the tap based approach,
this leads to an enrichment1 of reads associated with primary transcription starts in the tex
treated library compared to an untreated library.

The read-out of both methods is similar. The libraries are sequenced, the produced reads are
mapped back to the reference genome, and finally, positions with an enrichment of read starts in
the treated library compared to the untreated library are identified as transcription start sites.
This last step bestows the name on this method. Since the read-out is based on the relative
difference between two libraries, the technique was named differential rna-seq (drna-seq).

drna-seq was successfully applied to several different organism, e.g. [194, 149, 123]. Many
single predicted tss were confirmed by individual approaches such as race or primer extension,
showing the method’s accuracy. The main difficulty to apply this method is still the analysis
of the huge amounts of produced data. So far most studies simply visualized the libraries in a
genome browser and eyeballed every position for a putative signal. This is not just very labor
intensive but also rather subjective, introducing ambiguity into the analysis. Because of this,
a new automated method of drna-seq data analysis is proposed in chapter 7.

4.1.2 5’ untranslated region

Once the exact position of the transcription start site is known, the precise extent of the
5’ untranslated region can be deduced.

Previous analysis in eubacteria and archaea bacteria showed a somehow nonuniform picture
of 5’ utr length distribution. For H. pylori around 4 % of the annotated tss correspond to
leaderless mrna2. Only very few have a length between 10 and 20 nt. The majority of genes
show a transcription to translation start distance of around 30 nt. After that, the distribution
slowly flattens, whereas single utr with more than 400 nt could be observed [200].

In Xanthomonas campestris pv. vesicatoria the results are similar, but there are even more
leaderless mrna (∼14 %) and the majority of 5’ utr had a length of 20 to 25 nt [194]. For
Escherichia coli, most utr have also a length of 20 to 30 nt but there leaderless mrna appear

1In fact, it leads to a depletion of reads which are not associated with a primary transcription start.
2Here, leaderless mrna were defined as mrna with a 5’ utr with less than 10 nt length. A total of 34 out of
825 tss felt into this category
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to be much less common [149]. Listeria monocytogenes and Listeria innocua have also hardly
any leaderless mrna and a median utr length of 33 nt [251]. Thermotoga maritima shows
a bimodal utr length distribution, thereby most genes have a preceding utr of either 11 to
17 nt or of 26 to 32 nt. Only a small fraction of utr do not fall into this ranges [123]. The
situation completely differs for the archaea Sulfolobus solfataricus P2. Here, the vast majority
of all genes are expressed leaderless. A distinct 5’ utr seems to be the exception and not the
norm [250].

The significance of the 5’ utr and also of knowing the exact coordinates of this region lies in
its important role in gene regulation. Many special structures such as riboswitches, but also
binding sites for srna and the ribosome itself, are situated in the 5’ utr. Hence, knowing the
sequence of the untranslated region facilitates to interpret possible effects of putative functional
entities, i.e. structures or sequence motifs. This is a prerequisite to fully understand gene
regulation and gene expression.

4.1.3 Ribosome binding site

To fulfill its purpose, the mrna must be enabled to pass on its decoded information to be used
to synthesize a protein. This is executed by the ribosome (see section 4.2.2), whose interaction
with the mrna is stabilized mainly via two sequence motifs, the Shine-Dalgarno sequence and
the start codon. Therefore, the ribosome – mrna hybridization is very much influenced by the
accessibility and the sequence of these two regions. The ribosomal structure is well defined,
the mrna in contrast, shows great structural diversity. Section 4.1.5 deals with this aspect in
more details.

Shine-Dalgarno sequence The Shine-Dalgarno sequence, or for short sd sequence, is an
around eight nucleotide long sequence stretch upstream of the translation start. The ribosome
includes on its 3’ end a so called anti sd sequence. The complementarity between the sd
and anti sd sequence strongly influences the strength of ribosome binding and eventually the
efficiency of translation. As illustrated in table 4.1, in Escherichia coli, for example, it could
be shown that the sd sequence uaaggagg is roughly four times more efficiently translated
than the same gene with the truncated sd version aagga [185].

Later results showed that there is an optimal sd length. The picture of, the longer the sd the
higher the translation rate, does not hold a critical examination. This might be explained by
the fact that the sd – anti sd interaction must be resolved later on in the course of shifting
from initiation phase to translation elongation phase. A too stable ribosome – mrna inter-
action might slow down this process and blocks the ribosome binding site (rbs) for other
ribosomes [167].
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Table 4.1: Different sd sequences and their alignment with the anti sd sequence from the
16S ribosome. The sd with the more extended complementarity shows a four-fold
increased translation rate [185].

anti sd 3’ ––AUUCCUCC–- 5’
long sd 5’ ––UAAGGAGG–- 3’
short sd 5’ –––AAGGAaa–– 3’

Start codon Beside the sd sequence the ribosome complex specifically interacts with the
mrna via the anti codon on the trna in the ribosomal P-site and the start codon. For E.
coli, the ucsc genome browser lists 2391 annotated start codons [151]. 2160 (90.3 %) of them
correspond to the nucleotide triplet aug. With 159 (6.6 %)and 41 (1.7 %) examples, the triplets
gug and uug, respectively, are much less common. The remaining 31 are other triplets, none
of which is observed more than twice [21].

Since translation initiation always starts with the same trna fMet-trnaMet
f , with the anti codon

3’–uac–5’, the codon – anti codon interaction, hence the complete translation initiation com-
plex, is the most stable one, if the 5’–aug–3’ start codon is provided. This is also reflected in
the increased translation efficiency for genes starting with this particular codon [185].

Spacing The ribosome contacts the mrna at its sd sequence and the start codon simul-
taneously. Since the relative position of the anti sd sequence and the anti codon of the
fMet-trnaMet

f in the ribosomal P-site is inherently given from the well conserved ribosome
3D structure, the spacing between the more diverse positions of the sd sequence and the start
codon also influences the translation efficiency. Experiments in E. coli showed that the peak
in translation efficiency corresponds with a distance of 5 nt, dropping to a relative translation
rate of ∼50 % when the distance is increased to 9 nt [37].

S1-binding site Some genes are translated even in the complete absence of a functional sd
sequence. For one, leaderless mrna has to be mentioned here. But there are also genes with a
distinct 5’ utr still lacking the sd which are successfully described in E. coli, e.g. some plant
viral mrna such as alfalfa mosaic virus rna 4 and tobacco mosaic virus rna [227].

Therefore, it was proposed and tested that a A/U-rich sequences in front of the sd sequence
works as a translational enhancer. The ribosomal protein S1 specifically binds the mrna in a
site specific manner, whereas there is no strict sequence motif described yet [24, 227].

Leaderless mRNA Beside the afore described general architecture of canonical mrna, there
are notable exceptions to this scheme. The most prominent ones are the so called leaderless
mrna. This mrna species lacks the 5’ utr and starts directly with the start codon aug

29



4.1. mRNA properties

at its 5’ end. Since for canonical mrna the ribosome binding is guided by motifs positioned
upstream of the start codon, at first the exact mechanism how leaderless mrna are efficiently
translated remained unclear (e.g. [104]). In this phase the idea if the so called downstream box
was resurrected (see [202] and page 30), but was later on dismissed [155]. Meanwhile, several
mechanism were proposed how to efficiently initiate translation from leaderless mrna. Similar
to canonical mrna the structure, or the lack of structure, in the translation initiation region,
in this case the beginning of the coding sequence, seems to be important [139]. The established
picture of leaderless mrna translation initiation assumes that instead of the pre-initiation
complex formation, the pre-assembled 30S ribosome including the bound initiation factor if2
and fMet-trnaMet

f binds the mrna, whereas no other signal than the canonical aug start
codon is needed [155].

One notable function of leaderless mrna are associated with the response to stress. This is me-
diated by a sophisticated mechanism, involving the endonuclease MazF. There, MazF selectively
cleaves mrna close to the start codon, rendering them into leaderless mrna. Additionally,
MazF removes 43 nt from the 3’ end of the 16S rrna. This part includes the anti Shine-
Dalgarno sequence, which is essentially for rrna binding onto canonical mrna. This process
creates a ribosome sub-population which is impaired in transcribing canonical mrna and thus
transcribes preferentially leaderless mrna. At the same time leaderless mrna are produced
by the same mechanism in a selective manner [235].

4.1.4 Coding region

The coding region is the part of the mrna which is translated into the protein. The before
mentioned start codon marks the start and is already part of the coding region. Beside this
landmark codon there are a few other, important sequence feature.

Down stream box Beside the classical factors important for efficient translation initiation,
other, less important motifs were proposed. One, which lead to controversial discussion over
a long period of time, is the so called downstream box (db) [211]. The db is assumed to be
positioned 3’ from the initiation codon, whereas the exact position is gene dependent, i.e. less
conserved than for example the sd-sequence position. It shows some complementarity to the
rrna at position 1469 to 1483. Consequently, this region was named anti-downstream box
(adb) [143]. Its functional role could be shown by deletion and mutation analysis [212]. On
the other site, reasonable doubt arose about the importance of the db sequence and the validity
of the proposed adb – db mechanism. The skepticism is mainly based on contradictory results
from structural analysis of the ribosome complex, indicating that a simultaneous binding of the
adb – db and the initiator-trna to the start codon is sterical not feasible [154].
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Stop codon Translation termination is triggered by different nucleotide triplets on the mrna
sequence. In contrast to coding triplets (codons), this stop triplets are not recognized by a trna.
Instead, prokaryotes possess so called release factors (rf) which interact with the mrna, the
ribosome and the preceding trna in the P-site with the nascent polypeptide chain [196, 255].
This causes hydrolysis of the ester bond of the peptidyl-trna and the release of the ready-made
protein from the ribosomal complex. Each release factor recognizes different stop codons. rf-1
interacts with uag. rf-2 interacts with uga. The triplet uaa is accepted by both release
factors [45].

4.1.5 Structural properties of 5’ UTR and coding region

The connection between the structure of the rbs and the translation efficiency has been discov-
ered long time ago [100, 247],and repeatedly confirmed (e.g. [82, 109, 50]). The well-established
ratio behind is the need of the ribosome to compete with possible internal base pairs to get
access to the mrna and assemble into the translation initiation complex. In agreement with
this consideration, in bacteria, the region of 30 nt in front of the translation start is signifi-
cantly more accessible compared to randomly shuffled sequences (Fig. 4.2 top lane). It must
be emphasized that the accessibility differences are only observable if the sequences are nu-
cleotide shuffled. This destroys the dinucleotide content. If the sequences are shuffled in a way
to conserve the dinucleotide composition [101], for the utr the differences between the native
sequence and the shuffled sequence are negligible.

A more detailed inspection of exemplary bacterial species (Fig. 4.4.A-G) shows a typical pattern
of base accessibility. A few dozen bases in front of the start codon the accessibility starts to
increase steadily, to reach a maximum between -20 to -10 nt relative to the translation start.
The bases directly around the start codon show a relative drop in accessibility, followed by a
new maximum downstream of the cds start. The point of discontinuity at the translation start
might be caused by the predominant start codon aug itself. Interestingly, this first peak in
accessibility does not fully correspond with the location of the sd sequence, which is normally
seen as the anchor for the whole rbs.

The increased accessibility of the mrna bases around the translation start position has ma-
jor implication for srna regulation in general and srna target prediction in particular (see
section 6.5). On one hand, the fact that mrna 5’ utr are more accessible eases the binding
for the ribosome, is also true for the binding of srna. Moreover, srna mostly interfere with
translation initiation, and the rbs is certainly the place to do so. Consequently, the most
well-described srna bind indeed in front of the start codon. On the other hand, srna target
prediction analysis are often interpreted in terms of the best binding energy alone. Considering
also the energy needed to make the binding site accessible, systematically favors to predict
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Figure 4.2: From a total of 3,251 chromosomes (all chromosomes in the ncbi database [146]
with more than 100 annotated genes) all 7,797,873 annotated genes were used to
determine the nucleotide accessibility of different mrna regions. Therefore, the
mean accessibility was calculated for the 5’ utr (30 nt upstream of the start codon),
cds and 3’ utr (30 nt downstream from the stop codon) using RNAplfold [17]
(parameters: -W 200 -L 150 -u 4). The boxplot shows the distribution of the
calculated mean accessibility per gene, compared to the accessibility of a random
nucleotide and dinucleotide shuffled variants of the same sequence. The diamonds
mark the cumulative average for 5’ utr, 3’ utr and cds. For readability outliers
were omitted from the plot.

srna–mrna interactions around the translation start. It is up to clarification, whether the in-
troduction of this bias is in fact backed-up by biological significance or if it wrongfully neglects
other binding sites. Therefore, new techniques to assess how functionally relevant predicted
srna–mrna interactions are, will be useful (see chapter 9).

A similar picture can be observed at the end of the orf. Here, the stop codon is the most
accessible position. The following 3’ utr shows a less pronounced pattern than the 5’ utr
although the base level of accessibility is increased relative to the base level within the coding
region and relative to a randomly shuffled sequence (Fig. 4.2). If this is biological functional
or simply an artifact from the following downstream gene, which in bacteria is typically rather
close, is at this point mere guesswork since there is no robust knowledge on the extend of the
3’ utr.

The role of accessibility and rna structure within the coding region is less well examined. A
stable secondary structure of the cds is somehow counter intuitive since it might hinder or
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stall the ribosome in the course of translation. Nonetheless, several bacterial species, yeast and
human show a significant bias in favor of stable local structures in the cds ([197, 110]. Fig 4.2
bottom lane shows a slight but significant3 smaller mean accessibility, indicating more stable
structure, compared to random shuffled sequences. In contrast to the utr the accessibility
difference and its significance remain if the native sequence is compared to a dinucleotide
shuffled sequence. It seems that not only the dinucleotide content but also the sequence itself
is selected to retain more structure and less accessibility than expected by chance for a random
sequence with the same dinucleotide content. It was speculated that mrna structure plays a
role in rna processing, regulation of mrna stability, and translational control [110].

Table 4.2: List of species and their optimal growth temperature (ogt) according to literature.

Species ogt [◦C] Reference
Colwellia psychrerythraea 34H 0 [220]
Psychromonas ingrahamii 37 15 [220]
Aeromonas hydrophila ATCC 7966 28 [220]
Escherichia coli K12 37 [29]
Chlorobium tepidum TLS 47 [115]
Deinoccoccus geothermalis DSM 11300 47 [220]
Symbiobacterium thermophilum IAM14863 60 [130]
Thermus thermophilus HB8 70 [220]

Optimal growth temperature and mRNA structure There seems also to be a relationship
between the codon usage and the accessibility of the coding region [197]. Fig. 4.3 shows for the
examined data set (Tab. 4.2) that the accessibility of the mrna across different species and
growth temperature is less dependent on the temperature than expected by chance. Interest-
ingly, this seems to be a feature mediated by the codon usage. The randomly, synonymously
mutated sequences show the same temperature trend than the random sequence, whereas the
mutated sequence with the preserved codon usage shows the same trend than the native se-
quence.

One could reason that if it is advantageous to keep the accessibility for the cds in a certain
corridor, the codon usage is one way to achieve this. Since the structure formation depends,
beside other factors, on the temperature, different bacteria with different optimal growth tem-
perature (see table 4.2) adapt their sequences to stay within this corridor. The cds sequence
is under different selection pressures, the most prominent is the amino acid sequence it codes
for. An other selection pressure, one could argue, seems to be the maintenance of a favorable
accessibility pattern. Here, the redundant genetic code comes in handy. To adjust the mrna
structure synonymous mutation provide some flexibility, to change the rna sequence without

3A one sided t-test results in the highly significant p-value of ≤ 2.2·10−16 that the mean nucleotide accessibility
is lower in the sample of the native sequences than in the shuffled sequences sample.
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Figure 4.3: Relation between the mean rna accessibility of the coding region for different
species. For each species the sequences were computationally folded at their optimal
growth temperature (see table 4.2). Beside the native cds (red) the accessibility
of mutated sequences is also plotted. First, each codon in the cds was mutated in
a way to preserve its encoded amino acid sequence and the overall codon usage as
deduced from the whole genome (blue). Second, the cds was mutated again but
this time a random codon with the same amino acid coding was inserted, hence
the genes would still code the same proteins but the codon usage is changed to
be uniformly distributed (purple). Finally, the cds was replaced with a random
sequence of the same length (green).

changing the encoded amino acid sequence. This might explain that different bacteria show
differences in codon usage, which is mostly far away from the randomly expected codon us-
age [201]. Respecting a given codon usage freezes also 2/3 of the dinucleotide content, which
is known to play an important role in rna structure formation [249]. All this can be seen
in Fig. 4.3 , the randomly expected accessibility increases very fast with rising temperature.
The calculated mean cds accessibility for different bacteria and their native sequence stays
comparably stable. Even if each cds codon is substituted randomly with a synonymous codon,
respecting the observed codon usage for each species, the accessibility does not change much.
On the other hand, if the codons are randomly mutated to synonymous codons with no respect
to the codon usage, the calculated accessibilities draw much closer to the randomly expected
accessibilities. To the knowledge of the author, this aspect of codon usage was never consid-
ered for biotechnological applications. It might be exploit to optimize the design of exogenous
expressed genes to the new host.
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4.1.6 3’ untranslated region

Little is known about the function of 3’ utr is bacteria. One noticeable exception is the
GadX/GadW/gadY system from E. coli. GadX and GadW are hth-type transcriptional regu-
lators, which regulate gene expression in respond to acid stress. Both are transcribed together
into one polycistronic mrna. On the opposite strand the gene for small rna gadY is encoded.
Overexpression of gadY leads to a significant enrichment of GadX and GadW protein [166].
Experiments appear to indicate that the hybridization of gadY to the 3’ utr of gadX promotes
the cleavage of the gadxw mrna. On his own, gadX and gadW mrna seems to be more stable
than the longer gadxw mrna [27].

Escherichia coli K12 substr. MG1655
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Figure 4.4: The accessibility of the 5’ and 3’ utr and the adjacent coding region. For the exem-
plary chosen species A E. coli (γ-Proteobacter, Gram-negative), B S. typhimurium
(γ-Proteobacter, Gram-negative), C Y. pestis (γ-Proteobacter, Gram-negative), D
H. pylori (ε-Proteobacter, Gram-negative), E S. elongatus (Cyanobacteria, Gram-
negative), F B. subtilis (Firmicutes, Gram-positive), and G as a control, all above
used species are pooled and each sequence was dinucleotide shuffled (using a reim-
plementation of [101]).
Each annotated gene in the ncbi genbank [146] was used to calculate the accessi-
bility of the coding region with additional 100 nt upstream and downstream using
RNAplfold [17] with the parameter -W 200 -L 150. For each position around the
start and stop codon (40 nt from the utr and 150 nt from the cds), the mean
probability that a region of 5 nt length is unpaired is plotted. The error bars indi-
cate the standard error for each position.
See also subfigures B to G on page 36-38.
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Salmonella typhimurium LT2
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Yersinia pestis CO92
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Helicobacter pylori 26695
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4.2 Gene regulation

Bacteria cells show a fascinating broad spectrum of habitats where they can survive. To achieve
this diversity they must have developed the ability to adapt their internal program according to
signals from the environment. To connect the numerous sensors and receptor with the effectors
a fine-meshed information network is spun through the cell. Regulondb [67] coined the term
Gensor Units (genetic sensory response unit) for a tightly connected part of these network
from the initiating stimulus, over the signal transduction to the change of gene activity and
eventually to the cellular response resulting from the modified gene expression.

In the following, we will focus on the step where the transduced signal directly effects the
expression of its target genes. Here, two main modes have to be distinguished. First, the gene
expression can be activated on the transcriptional level, enhancing the rate of mrna formation
from the genomic dna. Second, the rate of translation from the pre-produced mrna can be
altered, either by changing the mrna stability, thus making it longer or shorter time available
as a blueprint for protein production, or by increasing/decreasing the frequency of translation
initiation events.

4.2.1 Transcriptional regulation

Transcription is the process by which the rna polymerase produces an rna copy of a dna
coded gene. This reaction can be divided in three distinct phases: transcription initiation,
elongation and termination. In the first stage, transcription initiation, the rna polymerase
binds the double stranded dna at a defined region, called the promoter, where it forms a
bubble in the double stranded dna, so that the template strand becomes accessible for base-
pairing with the transcript to-be. In the elongation phase the polymerase complex moves along
the dna, unwinding it and adding new ribonucleotides to the 3’ end of the rna, forming an
rna/dna hybrid. When the rna polymerase reaches the so called terminator, the elongation
complex halts transcription. The elongation complex is destabilized and releases the transcribed
rna. This last stage is called termination. Two types of bacterial transcription terminators
are known, the rho-dependent and the rho-independent (also known as intrinsic terminator).

Termination Rho-independent terminator is characterized by a gc-rich stretch on the coding
strand, hence within the rna, with the capability to form a stable hair-pin structure, which
is followed by a stretch of T bases. Rho-independent terminators can be reliably predicted
computational, due to their well defined conservation pattern [113].

For rho-dependent terminators the situation differs. First of all it requires an additional protein
factor rho, a hexameric atp-dependent helicase. Bioinformatic prediction of rho binding sites,
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4.2. Gene regulation

which are called rut sites (rho utilization site), is more difficult compared to the rho-independent
terminator. The binding to the rna takes place on an unstructured C-rich sequence upstream
of the termination site. A consensus sequence is not required for termination [173]. Chromatin
immuno-precipitation and micro-array (Chip-chip) study in E. coli could annotated ∼200 rho-
dependent terminators of which seven could be associated to ncrna genes [172].

Transcription initiation In bacteria there is only one kind of rna polymerase, in contrast
to eukaryotic cells where rrna, trna and mrna are transcribed from different polymerases.
The bacterial holoenzyme, consisting of six subunits (α2ββ

′ωσ), with a molecular weight of
∼460 kD. Due to electrostatic properties the rna polymerase has a general dna binding
affinity. However, the sequence specificity to bind promoters close to transcription start sites
(tss) is provided by the σ factor bound to the polymerase core enzyme. Once the polymerase
binds a promoter the closed complex is turned into an open complex by melting a small stretch of
dna. Ribonucleotide polymerization can start, generally this happens first without movement
of the holoenzyme. This way small pieces of rna from a few up to 20 nt length are produced,
which are called abortive initiation products. Transcription proceeds into elongation phase by
a process called promoter clearance. The main event in this process is the dissociation of the
σ factor from the holoenzyme leaving the core enzyme to elongate along the genomic dna,
producing a functional transcript [120].

Figure 4.5: A schematic illustration of the bacterial promoter structure. (Adapted from [120])

Promoters dna sequences in the genome upstream of a gene with the ability of specific rnap
binding are called promoters. They enable a regulated gene expression. In bacteria, promoters
consist of several elements which are to different degrees obligatory for efficient transcription
(see Fig. 4.5). Most importantly is the so called −10 element, named due to its position
around 10 nt upstream of the transcription start site. This element has a consensus sequence
of tataat, hence its alternative name tata-box. This region makes substantial contact with
the σ factor. It is also the site where the double stranded genomic dna is opened, forming a
bubble which gives access to the inward pointing bases. The −35 element interacts also with
the σ factor. Its consensus structure is ttgaca. The region between the −10 and −35 element
is not very specific in its sequence but the distance between them has substantial influence on
transcription efficiency. Further upstream of the −35 element the up element can be found.
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This one is somewhat special since it interacts with the α subunit of the rnap holoenzyme.
Further sequences around transcription start site has been shown to interact with the σ factor
but are less conserved. Here the extended −10 element and the region between the −10 box and
the tss have to be mentioned. Although they are not well conserved they can still influences the
stability of the open rnap dna complex, thus can have an effect on transcription rate [120].

Transcription factors EcoCyc, an integrative scientific database for the bacterium Escherichia
coli K-12 MG1655, classifies ∼4 % of the E. coli genes as so called transcription factors (175 of
the 4489 annotated genes [112]). Transcription factors are proteins with the ability to alter the
transcription of their target genes in a controlled fashion. Transcription factors are classified
in several families according to their two functional domains. One part is responsible to sense
a stimulus, this might be a ligand-binding, protein-protein interaction or a phosphorylation.
The other part is responsible for binding the dna and subsequently influencing the interplay
between the rnap and the promoter [11].

A special kind of bacterial transcription factors are the afore mentioned σ factors. These factors
are essential for correct promoter recognition by the rnap. With this mechanism it is possible
to regulate whole classes of genes globally. For example the σ38 factor (RpoS) regulates more
than 70 genes involved in stress response [88].

ncRNA and transcription regulation In eukaryotic cells many examples of ncrna influencing
transcription are known [71]. The mechanism range from altering chromatin modifications4,
via modulation of activator functions5, to direct control of the eukaryotic transcription complex
and its activity6.

Figure 4.6: Centroid secondary structure of E. coli ’s 6S rna (gene symbol: ssrS). Sequence
obtained from ncbi genbank [146]. Structure calculated and drawn with RNAfold

web server [76, 91]. Colors code for the probability that a base in a base-pair is
paired or that a base in an unstructured region is unpaired, respectively.

4hotair would be one prominent example. It increases trimethylation of histon H3 K27 within the hoxd
locus, thus decreases transcription rate [186]

5For example hsr1 (heat shock rna 1) together with eef1a leads to trimerization of hsp1 (heat shock factor
1) upon temperature stress. Only the trimeric hsp1 has dna binding properties and can activate its target
genes [198]

6Human alu rna binds to eukaryotic rna polymerase ii in response to heat shock and subsequently represses
transcription [138]
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In bacteria there is less known about regulatory function of ncrna acting at the level of
transcription. One well established example is the role of 6S rna in the cellular response to
stress due to lack of nutrients. E. coli ’s 6S rna was shown to be a 183 nt long rna which
forms an elongated stem with unpaired internal bulges (see Fig. 4.6). This structure mimics
the dna of a promoter inside the open complex during transcription initiation. This enables
the rnap associated with the σ factors σ70 or σS to bind 6S rna which leads to a competition
between functional promoters and 6S rna, reducing consequential translation initiation events
due to a decreased number of available rnap. This down-regulation can be observed for many
but not all σ70 dependent promoters. Genes which seems not to be effected have an extended
−10 promoter element in common [226].

6S itself is highly up-regulated upon entry into the stationary growth phase. At that time, more
than 75 % of rnap associated with σ70 are complexed with 6S rna, indicating a physiological
role of 6S rna during this phase. However, ∆6S rna mutants show a reduced vitality not
until three weeks of growth in stationary phase, compared to the wild type. This implies a role
for 6S rna in enduring extended phases of nutrients deprivation [226].

Experimental approaches Transcription start sites (tss) and promoters are co-occurring in
the genome. Annotated tss can be used to find novel features of promoters. Hitherto, the
flow of information is often the other way around. Usually, characteristics of promoters are
used to detect tss. This strategy potentially tends to oversee unusual elements which can have
an influence on transcription initiation. Novel high throughput techniques, e.g. differential
rna-seq, to annotated original primary tss were developed to overcome this limitation. In
chapter 7 a statistical analysis of such generated data is presented. This might help in the
thorough annotation of tss and subsequently provides new data of putative promoter regions.
This region can be analyzed to extract sequence and structure feature which might be important
for gene regulation in bacteria.

4.2.2 Translation regulation

Translation is the process by which the information stored in the nucleotide sequence of an
mrna is used to synthesis a protein. The central translation machinery is the ribosome. The
fully assembled ribosome has a sedimentation coefficient of 70S and can be further divided
into two subunits the small, or 30S, and the large subunit with 50S. Both subunits are rna -
protein complexes. The 16S ribosomal rna (rrna) forms together with 21 proteins the small
ribosomal subunit. The large subunit consists of the 23S rrna and 31 proteins [68]. The
ribosome has three separate binding sites for trna, A, P, and E, which stands for aminoacetyl,
peptidyl and exit site, respectively.
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Ribosomes have the ability to assemble on an mrna molecule, recognizing the correct start
codon and translation frame, sliding along the mrna, translating the whole protein coding
region, and disassemble at the correct stop position to free the newly formed protein and the
reusable mrna.

All steps in the course of translation, i.e. initiation, elongation and termination, are regulated
by a number of different factors. Gene regulation on the post-transcriptional level contributes
as much as three orders of magnitude to the overall variability of gene expression [122]. In the
following section, the basic events for each step will be described with emphasis on how they
are subject to regulation.

Translation initiation In bacteria translation initiation occurred already co-transcriptional,
i.e. during transcription, when the 3’ end of the mrna is still synthesized, the ribosomal
machinery can already assemble on the 5’ end of the mrna [124]. The initiation is prepared
by the binding of the initiation factor if3 to the 70S ribosome, which leads to the dissociation
of the 70S into the 30S and 50S subunits [174]. if1 follows, by binding into the A-site of the
30S ribosomal subunit enhancing the effect of if3 [78] and blocking the initiator trna from
entering the A-site [47].

After the subunit dissociated, the mrna binds the ribosome, immediately followed by if2
and initiation trna fMet-trnaMet

f . This forms the relatively unstable 30S pre-initiation com-
plex [124]. The mrna interacts with the Shine-Dalgarno sequence (sd), which is normally
located upstream, near the translation start site on the mrna. The sd interacts with the
so called anti-Shine-Dalgarno sequence, which is located at the 3’ end of the 16S rrna. The
fMet-trnaMet

f binds into the P -site on the 30S ribosome and interacts also with the if2. After
if1 and if3 dissociate and the anti-codon loop of the initiator fMet-trnaMet

f interacts with
the start-codon on the mrna. From here on, the reading frame of the mrna is determined.
The dissociation of the last initiation factor if2 promotes the joining of the 50 S ribosome to
build up the more stable 70S initiation complex. At this stage, the ribosome is ready to enter
elongation phase, and to polymerize amino acids, according to the blueprint encoded in the
mrna, to produce a polypeptide eventually.
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Figure 4.7: A schematic illustration of the bacterial translation initiation process. The route
from the unbound 70S ribosome, via the pre-initiation complex to the complete
70S initiation complex, which leads further on into the elongation phase, is de-
picted [124].

Regulation of translation initiation

Riboswitches are complex non-coding rna structures which alter gene expression of associ-
ated genes upon binding of a ligand-metabolite. On one hand riboswitches can function on
a transcriptional level by forming transcription terminators and thus prevent mrna forma-
tion [239]. On the other hand, on a translational level, they can change the structure of the
ribosome binding region to ease or hamper the translation initiation [12].

An interesting example of a riboswitch which functions both on the transcriptional and trans-
lational level is the so called thi box. This structure, which is well conserved among Gram-
positive and Gram-negative organisms, is found in front of genes involved in thiamine (vitamin
B1) metabolism. Binding of thiamine to the thi box structure induces a refolding, causing the
sd sequence to be mask by a stable hairpin. This results in inhibition of the ribosome to initi-
ate translation. Without elongating ribosomes on the mrna a stable transcription terminator
hairpin can form a few hundred nucleotides downstream of the translation start, leading to a
premature termination of transcription and a non-functional mrna [152].
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RNA thermosensors are in some instances similar to riboswitches. Since all biological pro-
cesses are temperature dependent, a thigh control of gene expression due to temperature changes
is needed. One very obvious application of thermosensors are the control of virulence genes.
Many pathogens can survive in the environment. The first indication that they entered a po-
tential host is often a temperature shift from ambient temperature to the body temperature
of their host. To adapt as quick as possible, many virulence genes are translated under the
control of such rna thermometer.

rna thermometers are complex structures in the 5’ utr which partially overlap with the
ribosome binding site of their supervised gene. Already small temperature changes (in the range
of ∼1◦C) can lead to a structural rearrangement and an exposition of the sd sequence [118].

Regulation by competition An exceptional mechanism of post-transcriptional gene regulation
was discovered with the threonyl-trna gene. In this particular case, the gene product acts in a
negative feedback loop on its own production. In more detail, threonyl-trna synthetase binds
the translation initiation region (tir) of its own mrna under conditions of high threonyl-trna
synthetase concentrations and hence represses its own expression [213].

small RNA In its mechanistic details unique to prokaryotes are small rna which can can
bind different target mrna and alter their translation or stability. A thorough introduction is
given in the chapter 5.

Translational coupling of genes within polycistronic mRNA In contrast to eukaryotes, bac-
teria genes are organized into operons, which adds an other layer of complexity and potential for
regulation. Polycistronic mrna often possess more than one open reading frame. Within the
transcript these orf can either overlap with each other, forming particular stop and start codon
arrangements [192], or they are separated by an inter-cistronic spacer between two consecutive
orf (see Fig. 4.1).

Whether the translation initiation at the downstream genes differs mechanistically from the
first orf is still a debatable question. Current models for translation initiation of the second
orf assume either disassembly of post-termination complex and de novo initiation at the
second cistron translation initiation region. Hence, the same processes guide upstream and
downstream gene translation initiation within one transcript. In contrast, some models assume
the migration of the post-termination ribosome or the 30S subunit along the mrna scanning
for a following initiation codon. In this case the two initiation mechanisms would differ. It is
also possible that both models could be realized with different frequencies [167].
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As pointed out, this question is not yet settled but some experimental results indicate that at
least the translation rate of the first gene has an effect on the translation rate of the second
gene. Further on, this effect is dependent on the distance between the two genes. This results
hint at least to favor the second model, the recycling of the partially assembled ribosome.
Translational reinitiation at a distance after the stop codon of the preceding orf implies
that the assembled ribosome slides down along the mrna [1]. The ribosome sliding might be
hindered or decelerated by inter- or intra-molecular secondary structure elements in the inter-
cistronic spacer [102]. This model is also able to explain the observation that some polycistronic
mrna show different protein synthesis rates for the different genes. This phenomena has been
termed discoordinated expression [156]. For the gal operon, coding for different genes involved
in the galactose metabolism, the relative synthesis of the enzymes udp-galactose-4-epimerase
(GalE), galactose-1-phosphate uridyl transferase (GalT), and galactokinase (GalK) vary under
different growth conditions.

It was suggested that transcription termination at intercistronic regions, preferential degrada-
tion of the promoter distal portion of the mrna, or different translational efficiencies of the
two gal transcripts7 could explain the discoordination ([228, 105, 179]. Interestingly, the dif-
ferentially discoordinated expression of the gal operon seems to be regulated by the small rna
Spot42 [156].

mRNA decay To change the amount of newly produced protein, the translation rate or the
translation substrate concentration can be altered. The later is achieved either by changing the
mrna production or the mrna degradation. Therefore, it is straight forward to assume that
also mrna decay is regulated. On average Escherichia coli mrna have a half-life of 3.69±0.49
minutes [20], but the individual mrna half-life can differ by two orders of magnitude [16]. To
intervene with mrna stability, bacteria employ a diverse set of endo- and exonucleases with
distinct functionality.

In E. coli the orchestrated degradation of mrna molecules generally follows a pattern. First,
the mrna is endonucleolyticly cleaved. Afterwards, the fragments are exonucleolyticly digested
in an 3’ → 5’ direction [162].

The stability of mrna is linked to the overall translational activity [116]. This has the conve-
nient side effect that many post-transcriptional gene regulation mechanisms are also reflected in
a change in mrna abundance, hence, can be studied by transcriptomic- instead of proteomic-
techniques8, because e.g. ncrnamediated decrease in translation rate leads to a reduced mrna

7The polycistronic gal transcript is transcribed from two different promoters, producing two transcripts differing
in the transcription start site and hence their 5’ utr [156].

8In fact, mrna abundance and protein abundance are in general not too strongly correlated. For human
cell lines it could be shown that only 40 % of the protein level can be explained by the abundance of the
corresponding mrna [216].
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half-life, and, as a consequence, a measurable change in mrna abundance.

Additionally, there are several examples known, where ncrna directly modify mrna stability
directly. In Staphylococcus aureus for example, the rnaiii specifically base pairs with the
virulence gene spa. This short rna duplex is recognized by the endoribonuclease iii (rnase iii)
and subsequently degraded [99].

If such processing sites are conserved new sequencing based techniques might be employed
to detect them. One, for this purpose so far not tested method is drna-seq [250, 200]. The
methodology presented in chapter 7 might be applied for this in a very straight forward manner
(see chapter Discussion page 131 ff).
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5 Small RNA

Bacterial small rna are an abundant class of trans-encoded regulatory rna. They are typically
between 40 and 200 nt long [203], with some exceptions which are up to 500 nt long [96]. They
have in common that once they are transcribed, they diffuse through the cytoplasm and interact
with their targets. This distinguishes them from riboswitches which are physically attached to
their gene under control, and act only in this well defined configuration. Sometimes srna are
subdivided into cis and trans acting srna. The first implicates that the srna gene lies on the
opposite strand of its target gene, having, as a consequence, a long and perfect complementarity
to the target mrna. In contrast, trans-acting srna, are encoded apart from their targets, and
have only a very short and imperfect complementarity to their targets [126]. They have the
ability to base pair with a short and imperfect complementarity to the mrna of their target
genes. It has to be emphasized that here the plural “genes” is used with good cause since there
is increasing evidence that srna having just one target is the exception rather than the rule [4].
Multiplicity is also possible the other way around. Many mrna are targeted by more than one
srna, serving as a hub, connecting the srna mediated regulatory network with other signaling
network [22].

Due to the fact that srna act on the translational level and by a different mechanism than
transcription factors (tf, see section 4.2 and 5.1) they show very different kinetic behavior
in the regulatory network. Simulations have shown that tf based networks are better suited
for quantitative signaling, whereas srna based circuits perform better in qualitative signaling.
This allows the cell to change rapidly between different states in response to large changes in
input signal [148]. This theoretical discovery is in perfect agreement with the biological role
of already well studied srna in the bacterial cell. It has been reported that small rna are
involved in the regulation of important biological processes, such as virulence, stress response
and quorum sensing [15, 142, 224].

5.1 Mode of action

Trans acting srna can be subdivided into two major category, defined by the type of targets
they interact with.
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Figure 5.1: Number of experimentally verified srna for different species [96].

5.1.1 Regulation of protein activity

In E. coli there are three srna known which interact directly with a protein to modulate their
activity. One example is the already mentioned 6S rna (see page 41). The other two are CsrB
and CsrC which both bind to the protein CsrA. This protein regulates several genes involved
in carbon storage by binding their 5’ utr and inhibiting their translation. Both srna, CsrB
and CsrC, share a common sequence motif with the targets of CsrA. After binding of one of
the srna to CsrA, the protein is no longer available to inhibit the translation of its targets,
which are as a consequence translated with a higher rate [190].

5.1.2 Regulation of cis encoded mRNA activity

Some srna target directly the mrna of the gene encoded on the opposite strand at the same
genomic locus. This so called anti-sense srna are well studied from plasmid toxin-antitoxin
systems. The basic principle is the different stability of srna and mrna from the same loci.
One example is the hok/sok system. Hok is a lethal protein with a stable mrna. Encoded
anti-sense to hok, the unstable sok rna is transcribed. Both genes originate from a plasmid.
As long as the plasmid is present in the cell, the srna and mrna are constantly produced.
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Sok prevents the translation of the toxic hok protein, hence the cell can proliferate. Once
the plasmid is lost, the concentration of the unstable sok drops faster than the stable hok.
After some time the remaining sok srna can no more block all hok mrna and the lethal
toxin protein is produced. This way the plasmid secures its own propagation in the bacterial
population [69].

5.1.3 Regulation of trans encoded mRNA activity

The predominant and also more interesting system works by srna which interact with distantly
encoded, i.e. trans encoded, mrna to alter their translation frequency. Although there are an
increasing number of studies showing that the interaction can also take place in the coding
region of the mrna [175, 252, 236], in general, the srna interacts with the 5’ utr of the
mrna. The base pairing region is normally rather short1 and imperfect. In some cases the
srna and the mrna interact with two separate very short sequence stretches. OxyS is a well
known example forming such a kissing hairpins. This particular srna interacts with its target
fhlA, a transcriptional activator, via two complementary regions which are on the srna 67 nt
apart2. The contact is established via seven and nine base pairs, respectively [7]. As we will see
later on, this cases are a especially problematic in matters of computational target prediction
(see section 5.3.2).

Once the srna has bound its target mrna, a series of events are triggered, leading to an
altered rate of protein synthesis. Here, the most fundamental classification is the net effect
of the regulation, whether it leads to an increase or a decrease of protein synthesis from the
particular mrna target.

Negative regulation In contrast to comparable mechanisms in eukaryotic cells there is no ded-
icated protein machinery which simply applies srna for specific target detection, such as the
mirna system with its rna-induced silencing complex (risc) [87]. In general, targets of bac-
terial srna are translationally silenced by blocking the access of the ribosome to the ribosome
binding site (rbs) [244] (see figure 5.2A). This prevents translation initiation. Subsequently,
the unused, thus not ribosome covered mrna, is degraded by rnase iii or rnase e [140, 23].
This leads to a change in mrna abundance which can be seen by transcriptome profiling3,
although in some cases no change in the overall transcript stability can be observed [156].

The mrna stability can also be influenced directly by srna. Thereby, the srna can bind its
target also further downstream, in the cds or in the intergenic region of polycistronic tran-

1For Salmonella’s RybB it was shown that 7 nt are enough to repress its target [170].
2On the mrna the distance is only 42 nt.
3By this, laborious and expensive proteomic studies are generally not necessary, which facilitates working with
srna tremendously.
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scripts. Here, an active recruitment of endonucleases by the srna·mrna complex is involved
in complex degradation and eventually results in less mrna substrate for the production of
protein [175].

Direct and indirect effects on mrna stability can be difficult to distinguish experimentally,
since both lead to a decrease in mrna concentration. Especially since both mechanisms can
be in effect simultaneously. For one case, RyhB and its target SodB, it could be shown that
at first the srna binds the mrna at its translation start site4 [234] and is indeed competing
with the 30S ribosome. This not just leads to a decrease of translation initiation rate (and
accompanied mrna decay by neglect) but subsequently to a specific recruitment of the rna
degradosome. The mrna is cut as far as 350 nt downstream of the bound srna [178]. One
proposed advantage of this two-step mechanism is that already elongating ribosomes can finish
translation, although new ribosomes are hindered to start translation. When finally the mrna
is degraded no ribosomes are stalled on top of the transcript which would reduce the pool of
available ribosomes [178].
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Figure 5.2: Mechanistic scheme of (A) down regulation by blocking the Shine-Dalgarno sequence
for the ribosome. (B) Up regulation by liberating the sd sequence from a blocking
secondary structure by srna binding close-by. Adapted from [64].

Positive regulation The srna mediated boost of protein synthesis from a target mrna is
generally induced by dissolving inhibitory structures around the translation initiation region
(tir). Some mrna show, although abundant in number, only a very low translation rate
because the translation initiation efficiency is reduced by adverse secondary structures which
prevents the ribosome to recognize the tir. srna can induce a refolding of such structures by
binding close-by and competing with the sd sequence for the intra-molecular binding partner
(see Figure 5.2B) [64]. The first discovered example of such an anti-antisense regulation was
Staphylococcus aureus gene hly. An α-toxin which promotes lysis of eukaryotic host cells of
the pathogen S. aureus [75]. In vitro structure probing and computational analysis indicate
that the mrna region ∼140 nt upstream of the start codon of the hly gene folds back to pair
with the sd sequence, blocking it for the ribosome. rnaiii can interfere with this structure

4The interaction runs from 12 nt in front down to 5 nt behind the start of the translation start [234].
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by stably binding the anti-sd sequence releasing the tir and eventually leading to a dramatic
∼70-fold increase of translation rate [158].

5.1.4 Bi-function sRNA

Although the term small non-coding rna is still widely used in literature, there are meanwhile
a few examples of genes which act as a trans-encoded small rna on the rna level, and at
the same time code for a small protein in a polyglot manner. SgrS for example inhibits the
translation initiation of glucose transporter by blocking the translation initiation region on the
mrna. The same gene also codes for a 43 amino-acid long polypeptide which itself inhibits
glucose transporters. [229, 240]

5.1.5 Hfq

Hfq was first identified as a host factor for the rna phage Qβ , since it was shown that ∆hfq
mutants are immune against phage Qβ infestation [73]. Meanwhile, the Hfq protein proved to
be highly conserved in several bacteria [195]. In E. coli Hfq is highly abundant with 30,000 to
60,000 copies per cell [106]. Hfq is a pleiotropically acting rna-binding protein. This property
is mediated through its structure. The monomeric Hfq protein contains a so called Sm-fold,
therefore it belongs to the group of Sm-like protein. Sm proteins in eukaryotes are involved
in different rna processing events, such as splicing and mrna degradation [169]. The Hfq
monomers assemble to a hexameric ring, with two separate rna binding interfaces (Fig. 5.3).
Hfq was reported to interact with a-rich motifs on the distal site, and with au-rich rna
sequence motifs on the proximal site [127]. Furthermore, it was shown that Hfq binds atp and
has atpase activity, which seems not to be essential for rna annealing [84].

Figure 5.3: Atomic structure of the Hfq protein associated with two rna molecules on the
distal (red chain) and proximal (blue chain) binding site [193, 25].
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The important role of Hfq commenced to be recognized after the first ∆hfq mutant showed a
very severe phenotype: impaired growth rate, altered cell shape and increased sensitivity to
uv light. Since this phenotype strongly resembled known rpoS mutants, first guesses proposed
that Hfq is involved in the regulation of RpoS expression. This assumption could be shown
to be correct [232]. Meanwhile, many more genes, whose regulation is modulated by Hfq, are
known. In the most cases, Hfq mediates the formation of the srna·mrna complexes. To
do so, Hfq utilizes its two binding sites, one for the mrna and one for the srna. In this
sense Hfq serves as an rna chaperon, facilitating the srna-mrna interaction. For many of
these interactions, it was shown that Hfq is essential, for other interactions Hfq increases the
regulative effect but is not essential or even does not play a role at all. This observation could
be explained by the property of Hfq to recruit rnases. In the presence of Hfq the mrna gets
actively degraded, without Hfq the rbs is blocked by the srna which is sufficient to down
regulate mrna translation.

The precise function and role of Hfq is not yet clear and the emerging picture indicates that there
is not one role Hfq plays but that it is involved versatile regulatory mechanisms in the different
systems. For its role in srna based gene regulation the pivotal question which awaits answering
is how Hfq gains its rna binding specificity [81] and if there are other protein factors, which
might be involved in the establishment of specificity in the srna – mrna hybridization.

5.2 Finding small RNA

5.2.1 Experimental discovery of sRNA

The first trans encoded srna were mostly found by genetic screens. Once a phenotype was
observed, mostly by serendipity, the underlying genes were tracked down. DsrA for example,
was found in the course of examining the capsular synthesis of E. coli. A mucoid phenotype
with capsular over-production was associated with a multi-copy plasmid carrying short genomic
region downstream of the RcsA gene5. This sequence was subsequently identified as an ncrna,
since it has no potential to code for a polypeptide [207]. In the years to come, two targets of
DsrA were discovered. First the h-ns transcription regulator, which also causes the phenotype
observed in the first place. Soon after the mrna RpoS could be shown to be not just a target
of DsrA, but also to be translational activated upon DsrA binding [135]. Since RpoS has
an extraordinary long 5’ utr, it was assumed that it might be targeted by more than just
one srna. These hypotheses was exhaustively tested by expressing random genomic E. coli
fragments within an E. coli strain with recombinant rpoS::lacZ gene for easier read out. By
screening 25,000 colonies a novel srna, rprA was discovered [237].

5Which why this locus was named “downstream from RcsA”, or shortly DsrA.
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After this initial phase of trailblazer studies the regulatory importance of srna in bacteria were
acknowledged and genome wide screening projects for new srna started. One of the successfully
applied methods were genomic tiling arrays [225]. In spite of its successful application, a
critical drawback of this method are the high costs. Commercially available micro-arrays cover
usually only the already annotated genome, making them useless to detect new transcripts
from intergenic regions. Custom arrays could overcome this problem but were and still are
very expensive. The biggest advantage of tiling arrays for ncrna detection is the additional
information such an experiment can deliver. Foremost it becomes possible to gain not just
potential srna loci but also their transcriptional profile, which is already a first step beyond
identification towards characterization of the gene [237].

The next great technological leap was the propagation of low cost deep rna sequencing ap-
proaches. With this technique it becomes possible to combine the advantages of micro-arrays
with reduced cost and easy automation of the screening procedure.

Once the special relationship between the rna chaperon Hfq and srna was recognized, Hfq
was utilized to discover new potential srna candidates. For that, a cell lysat with total rna
is incubated with tagged Hfq. After co-immunoprecipitation of Hfq with attached rna, the
nucleotides are sequenced or identified by tiling arrays. In Escherichia coli [254] and Salmonella
enterica [206], this approach was successfully applied to expand our knowledge of srna. In
Salmonella, for example, the number of annotated srna was doubled to 64, revealing the
important role of srna, and Hfq, for the pathogens, in establishing an infection.[206].

5.2.2 Computational discovery of ncRNA

Since srna are not translated and thus are not characterized by an orf, common gene anno-
tation strategies fail to include them in their gene prediction [126]. That is why a whole arsenal
of in silico methods were developed to make up for this short coming. So far, all of them
have their specific advantages and disadvantages and it is still essential to combine different
strategies to obtain the whole picture of the diverse srna in a particular species.

Two main characteristics of ncrna can be exploited to annotate de novo srna in a genome. On
one hand, ncrna are, as any functional genomic entity, expected to be conserved over some
evolutionary time. On the other hand, ncrna often have a characteristic structure, whose
signature can be detected in a less structured surrounding. It has to be emphasized that this
kind of analysis only indicates whether a stretch of the genome could be functional and not if
it is indeed transcribed and thus a gene in the common sense. Computational classification of
a putative ncrna as a small trans-encoded antisense rna, in the above described sense, is not
possible with current knowledge.

55



5.2. Finding small RNA

SIPHT The srna identification protocol using high-throughput technology (sipht) uses a
wide spectrum of different ncrna gene characteristics to annotated new srna in unknown
genome regions. The two most informative sources are the sequence conservation between
different intergenic regions of different bacterial species and the signature of rho-independent
termination hairpin (see page 39). Furthermore, potential associations with one of several
transcription factor binding sites and homology to previously identified srnas are taken into
account. Ideally, this leads to a specific annotation of new srna genes [128, 129]. Nevertheless,
it also holds the disadvantage of missing ncrna lacking a rho-independent terminator [168].

NAPP Nucleic acid phylogenetic profiling (napp) works with the basic assumptions that the
sequence of ncrna are conserved between different species and that ncrna usually cluster on
the genome. The first assumption seems unproblematic, whereas the second one, even if it
holds for the current known ncrna, have the strong potential to induce a bias in the ncrna
annotation.

To detect these clusters of conserved ncrna, napp first defines conserved regions by applying
a blast search for intergenic sequence tiles6. Conserved regions are checked against the Rfam
database with all its annotated ncrna [31]. If more conserved regions correspond to annotated
ncrna than expected by chance, the remaining conserved regions are also considered to be
potential ncrna [168].

RNAz In contrast to the two afore mentioned ncrna detection approaches, rnaz [242, 77]
regards the conservation and the stability of the structure and not the sequence of putative
new ncrna. The main advantage is the avoidance of any training set such as sipht, which can
introduce the bias to annotate only more of the same already known srna types. The main
disadvantage is that not all ncrna are expected to come along with a conserved secondary
structure. Especially antisense srna seem to function mainly via their sequence, although the
accessibility and hence the structure is also important. This could be illustrated in [170], where
it was shown that a 16 nt long sequence from the 5’ end of Salmonella RybB attached to an
unrelated ncrna, which disrupts the original structure, remains functional and maintains its
target specificity.

6Each intergenic region of a genome is cut into 50 nt pieces and blasted against all other reference genomes.
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5.3 Functional characterization of small RNA

5.3.1 Experimental discovery of sRNA targets

Due to technological progress systematic screening of whole genomes for putative ncrna genes
became possible. In contrast, characterizing the functional role of an annotated srna in the
gene regulatory network is still much more labor intensive and less suited for high-throughput
screenings.

To gain a broad idea of its function the srna is often over-expressed or deleted and the resulting
effect on the transcriptome is evaluated. In some cases the effects are strong enough that very
simple read out methods are sufficient. The constitutive expression of the srna GlmY for
example causes such an strong activation and subsequently an enrichment of its target GlmS
protein that it was possible to detect it with a simple Coomassie-stained sds gel [230].

A similar technique with more refined read out methods, was already successfully applied
to screen whole genomes for srna involved in certain biological processes [103]. There, Jin
et al. examined the role of srna in E. coli ’s acid stress resistance. 79 different srna were
deleted to construct a single-srna gene knockout library. This library was systematical tested
for an altered acid resistance. Soon, the small rna GcvB was identified to be involved in
the regulation of the response to acid stress. It still took very laborious tests to distinguish
between direct targets of gcvB and indirect effects on other genes. The testing of several double
mutants eventually showed that all effects of gcvB deletion on the acid resistance disappear
if a ∆gcvB∆rpoS mutant is compared with an ∆rpoS mutant. Thereby, rpoS was recognized
as being directly activated by GcvB. All other effects on the transcriptome were explained by
indirect effects subsequently caused by the altered rpoS activity [103].

Distinguishing between direct targets and indirect side effects is a general problem of experi-
mental approaches with constitutive over-expression or deletion of srna genes. To overcome
this issue srna genes can be recombinated and cloned under the control of an inducible pro-
moter. This way it becomes possible to test the effect of an srna over-expression shortly after
the onset of srna expression, reducing the time for secondary effects to propagate through the
gene regulatory network [79].

Although this strategy proved to limit site effects and thus reduces the search space to identify
direct targets, it was shown that already after very short time first indirect effect can become
manifest in transcriptome profiles. For example, in one study [141] the transcriptome changes
upon expression of the small regulatory rna RyhB was evaluated 15 minutes after induction
of the srna gene. Still, beside 56 putative direct targets7 29 genes8 showed also an abundance

7Which are organized in 18 distinct operons.
8Organized in 10 operons.
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change which are supposedly indirectly controlled [141].

5.3.2 Computational discovery of sRNA targets

To describe genes which are potentially influenced in their expression by one specific srna,
generally this means describing mrna which can physically interact with the small rna by base
pairing. The most basic in silico approach to detect them is searching for genes with a stretch
of an imperfect complementary rna sequence. Usually the length of interacting sequences
is quite small, typically 9 nt up to 60 nt of imperfect complementarity is enough [160]. In
the case of srna SgrS interacting with the mrna ptsG it was shown that only 6 nt are
critical for functional interaction [111]. This leads to a very high false positive rate. Hence,
the search space must be confined somehow. Section 6.5 described the historic development
of different approaches to make this in-silico target search more accurate. Chapter 8 and 9
elaborate new contributions conducted in the course of this doctoral thesis to the research field
of computational srna target prediction.

5.3.3 Confirmation of sRNA targets

Once an idea of potential srna targets is established, either by experimental or computational
methods, detailed characterization of the exact mechanism of action is desirable, although in
general not achieved. This is due to the very labor intensive techniques to gain confidence.

To test a physical interaction in vitro and in vivo approaches can be applied or, ideally combined.
The most common in vitro strategy is the determination of the srna–mrna binding site
by enzymatic or lead(ii)-induced footprinting [40]. A technique, which is more suitable for
automated high-throughput screenings, are in vitro translation systems, such as the minimal,
cell-free PureSystem R© (Cosmo Bio Co.) [51].

To confirm that a predicted interaction is indeed direct the technique of two-plasmid reporter
gene assay has been established [231]. Thereby, the 5’ utr of a putative target and the first
couple of codons are cloned in frame of a reporter gene, usually gfp. The srna is expressed
from a second plasmid. With the reporter gene an easy read out of the target translation
activity with and without expressed srna becomes possible.

To identify the exact bases which are involved in srna–mrna hybridization, compensatory
base-pair exchanges is considered the most reliable technique. There, bases in the srna are
mutated until the regulatory function is lost. If the function is rescued by introducing compen-
satory mutations in the mrna the exact binding site can be pinpointed [175].
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Since all the experimental procedures are quite labor intensive, it is in the best interest to
reduce the list of potential targets as far as possible. For this purpose experimental screening
and computational analysis can come into consideration. The best strategy so far might still
be a combination of as many techniques as possible, to eventually gain a complete picture of
individual targets and a reliable understanding of the srna regulation system.
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6 Computational RNA Biology

As most sciences, biology was revolutionized by the rapid development of new technologies over
the past few decades. Maybe the most important was the introduction and vast application
of computers. Therefore, two closely related but distinct disciplines developed, Bioinformatics
and computational Biology (see definitions in Tab. 6.1). Computational Biology in this sense
is more related to theoretical Biology. It aims to acquire insights into biological systems by
simulating their behavior. Computational rna Biology in particular applies this strategy to
the function of rna molecules in biology. It proved to be an especially fruitful field. This is due
to the fact that the behavior of rna can be characterized in many cases by its sequence and
its structure. Both of which can be handled quite successfully with sophisticated techniques
developed since the late 1970’s [187].

Table 6.1: Definition of computational Biology and Bioinformatics according to [98].

Bioinformatics Research, development, or application of computational
tools and approaches for expanding the use of biological,
medical, behavioral or health data, including those to ac-
quire, store, organize, archive, analyze, or visualize such
data.

Computational Biology The development and application of data-analytical and
theoretical methods, mathematical modeling and computa-
tional simulation techniques to the study of biological, be-
havioral, and social systems.

The current chapter aims to provide an introduction into the most pivotal challenge of com-
putational rna Biology, the accurate characterization of rna secondary structure. Structure
prediction is critical in almost all aspects when rna is involved. This opening will be followed
by an introduction into a selection of questions and applications, which serve as a base for
chapter 8 and 9

6.1 In silico RNA folding

The prediction of secondary structure, as described in section 3.2, is a computational challenging
task. Any method, which tries to tackle it, needs four essential elements. First, a general model

61



6.1. In silico RNA folding

of the Architecture of the rna. There, it must be defined what features, such as stacked bases,
canonical and non-canonical pairs, or loop length, contribute to the secondary structure in the
model. Structures build on the basis of the architecture must be evaluated with an appropriate
Scoring scheme. The score can be deduced from thermodynamic or probabilistic considerations,
and must be specified with a defined set of Parameters. Architecture, scoring scheme and
parametrization constitute the model of the secondary structure. Finally, the model must be
applied onto a particular rna sequence. This is executed by the folding Algorithm, to emit a
description of plausible rna secondary structure [187].

In the following subsections, I will first summarize how an rna secondary structure can be
conclusively described. Subsequently, the major innovations in the field of rna secondary
structure prediction will be explicated by means of the historical development leading to the
recent, state-of-the-art structure prediction methods.

6.1.1 Secondary structure representations

Optimal structure Optimality is an ambiguous, hence controversially discussed, term, not
only in computational rna biology. In the field of in silico rna folding, what is “optimal”
depends on the used architecture and scoring scheme applied. Different attempts were already
used, e.g. the best structure is the one with the maximal number of compatible base pairs [163].
Meanwhile, optimality is mostly defined by thermodynamic or probabilistic consideration. Ap-
plying a probabilistic scoring scheme, the most probable structure is the optimal structure [74].
Applying a thermodynamic approach, the minimal free energy structure can be considered to
be the optimal structure.

It has to be emphasized that optimality can only hold in the limits of the applied model. If,
for example, the architecture is not aware of pseudo-knots, the optimal structure will only be
the best one without a pseudo-knot [214].

Boltzmann distribution and partition function A sample of rna molecules can be described
as a physical system, where every molecule can adopt a structure, or generally speaking, a
certain state. On a larger scale and in the thermodynamics equilibrium the system can be
described by the number of individual molecules residing in each state at a given moment.
This is equivalent to the likelihood that a randomly chosen molecule will have a particular
state adopted. Internal (e.g. sequence) and external (e.g. temperature) conditions influence
this likelihood. It can be mathematically described with the Boltzmann distribution.

P (Si) =
Ni

N
=
e
−Ei
RT

Z(T )
(6.1)
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In words, the probability P to find structure Si equals to the proportion of Ni molecules with
structure i within the complete set of N =

∑
iNi molecules, which in turn depends on the free

energy Ei of structure i, the temperature T , the gas constant R, and the partition function
Z(T ).

The partition function is a state variable of the rna. In this sense, it tells something not just
about one structure but about the whole ensemble of all possible structures1. In Eq. 6.1 it
serves as an important normalization factor, granting that the sum of the probabilities over
all structures

∑
i P (Si) = 1, since Z(T ) =

∑
Si
e
−Ei
RT . It has to be emphasized that although

accurate, it is impractical to use this definition as an instruction to calculate the partition
function. How this is practically achieved will be discussed in section 6.2.3.

Finding the partition function is related to enumerating all possible structures and can be inter-
preted as a weighted structure count. In the context of a thermodynamic parametrization the
weight for each structure is its Boltzmann factor. In the case of a probabilistic implementation
the weight reflects the probability of each structure [187].

The partition function becomes very useful, if the attention is shifted from the optimal structure
to competing alternative structures. It enables not just to calculate the probability of one
structure (e.g. the optimal structure) but also to express the probability that one specific base
or a sub-sequence is engaged in base pairing [17]. From there, the probability for being unpaired,
hence accessible to rnases or other rna molecules, can be directly deduced.

Ensemble and maximal expected accuracy structure By using the partition function, it
becomes possible to calculate the probability Pi,j of any two bases i and j to pair with each
other. This can be used for different purposes. For one, it enables to characterize the whole
ensemble of potential relevant structures in a very clear way. The left hand side of Fig. 6.4
depicts a so called dot-plot, which illustrates all possible inter-molecular base pairs with their
corresponding probability. It might seem, on the first sight, harder to interpret than the wide
spread structure drawings (Fig. 6.4, r.h.s), but it holds so much more information and has the
potential to change “the heavy but misguided emphasis on single unique structures for biological
macromolecules”2 [144].

Furthermore, it can be used to define the maximal expected accuracy (mea) structure as
the structure with the highest sum over all single base pairs

∑
Pi,j . The mea structure was

shown to perform slightly better in reproducing experimentally determined structures than the
corresponding mfe structure [80].

1Once again, “possible” with the restriction of the applied model.
2This are promising words, verbalized over twenty years ago by McCaskill [144]. To this day the change he
hoped for, has not yet arrived. May this recurrence serve to this end.
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Figure 6.1: Dot-plot (l.h.s.) representing the structure ensemble of a 50 nt random sequence.
The axis are labeled with the bases. The lower triangle represents themfe structure
(also illustrated on the r.h.s.). Each filled square indicates that the corresponding
base in the x-axis pairs with the counterpart from the y-axis. The upper triangle
represents the more informative ensemble of structures. Here, the size of the filled
square represents the relative frequency of this particular base pair in the ensemble
of all structure. It reveals that beside the two mfe stems (the longer with an
interior loop and a bulge), there are other unstable structures which could have
biological relevance. Example was calculated and plotted by RNAfold -p.

6.2 RNA folding algorithm

6.2.1 Nussinov and Jacobson

Algorithm-wise the most important development leading to nowadays rna folding programs
was already achieved around 35 years ago, when Ruth Nussinov et al. introduced their al-
gorithm to efficiently calculate the structure with maximal matching size [163]. Therefore,
they restricted the architecture of the structure to a planar loop graph and applied a dynamic
programming algorithm to find the optimal graph.

Planar loop graph Nussinov et al. visualized the problem of finding the structure with the
maximal number of base pairs for a given sequence by a loop graph with certain restrictions
facilitating the calculation of the solution. In this graph the vertices, representing the single nu-
cleotides, are arranged in a circle connected by the edges representing the ribose phosphodiester
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backbone. Each vertex can form an additional edge, representing base pairing interactions. For
these edges the following constraints have to be fulfilled [163]:

• Two vertices can only be connected if the two base species respect the pairing rules,
i.e. a-u, c-g, g-u, u-a, g-c or u-g.

• A vertex must not be engaged in more than one base pairing edge. This restriction
excludes many non-canonical interaction such as G-quadruplexes [133].

• Two neighboring vertices in the backbone must not pair. This is in agreement with steric
consideration of the flexibility of the rna backbone.

• The base pairing edges can only be drawn in the interior of the loop and must not cross
each other, that is why the loop graph is called planar. This restriction exclusively allows
for nested structures and excludes pseudo-knots [177].

Dynamic programming Many optimization problems can be solved by recursively solving
sub-problems. In the course of this strategy one frequently faces the same sub-problem over
and over again. Re-solving the same sub-problems is computational very inefficient. Dynamic
programming can circumvent this by tabulating the solutions for the sub-problems. In case of
reappearing, the solution can be looked up instead of being recalculated, which generally leads
to a huge improvement in the run time performance at the expense of higher memory demand.
In the case of rna secondary structure prediction it leads to a reduction of time complexity,
since the number of possible structures Sn for an rna sequence with length n, which have
to be evaluated for optimality, grows exponentially with Sn ∝ n(−

3
2
)αn with α ' 1.85 [92].

Whereas, the number of steps filling the recursion matrix growth only with the power of 3,
leading to a time complexity for the algorithm of O(n3). The matrix size itself needs O(n2)

memory space3.

In the particular case of recursive rna folding, the problem of finding the structure with the
maximal number of base pairs for a sequence with length n, can be deconstructed into the
sub-problem of finding optimal solutions for sub-sequences. In the course of the recursive
calculation a matrixM[1,n] is filled step-wised, whereas the entryM[i,j] represents the optimal
score for the sub-sequence s[i,j] (Eq. 6.2). GivenM[i−1,j] the optimal structure for s[i,j+1] can
be deduced by finding the maximum of the possible extensions, which are (i) the added vertex
is not involved in a base pair, (ii) the add vertex prolongs the structure fromM[i,j−1] by one
base pair, or (iii) the optimal structure of the sub-sequence s[i,j] is the additive combination of

3The authors of [163] commented this, considering the computational power at their disposal, with: “While
the time requirement of O(n3) (on the order of n3 elementary operations) of the resulting algorithm is
reasonable even for values of n of a few thousand, the O(n2) memory requirements are somewhat of a
practical difficulty.”
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two compatible substructure M[i,k] +M[k+1,j], whereas xi and xj can form a base pair, thus
are element of the set of allowed base pairs B = {AU,UA,GU,UG,GC,CG}.

M[i,j] =max




M[i+1,j]

max
k
{M[i+1,k−1] +M[k+1,j+1] + 1} with i < k < j, and (xi, xj) ∈ B

(6.2)

Once the matrix M is filled, the score of the optimal structure is known. In a final step
the process can be reverted. From the tabulated values of all sub-solutions the path to the
optimal score, and hence the optimal structure can be reconstructed. This process is called
back tracking.

The scoring scheme applied in the basic Nussinov algorithm is based on simple weights for
each base pair, whereas each allowed and formed base pair has the same weight (which is the
simplest parametrization possible) [163].

6.2.2 Zuker and Stiegler

Although the algorithm by Nussinov et al. excelled in its sophisticated and efficient way to
calculate the “optimal” structure, it became clear that the assumption, optimality can be scored
by simply counting the base pairs, does not produce reliable predicted structures [187]. That is
why, soon after Zuker and Stiegler seized the algorithmic aspects of the approach and worked
out a considerable refinement of the scoring scheme and parametrization [257].

The comprehension that rna folding is guided by thermodynamic processes, stood in the
beginning of the new scoring scheme. Thereby, an energetically stable structure is more likely
to be formed. The use of thermodynamic scoring scheme and parameters were already suggested
and applied before, e.g. in [176, 217]. The achievement of Zuker et al. was its incorporation
into an efficient algorithmic framework by fusing it with the dynamic programming algorithm
by Nussinov.

Therefore, the property that the energy of an rna structure can be expressed as the sum of
the energies of its substructures was used. To account, beside the base pairing energies, also
for the stacking energies, the fundamental unit at the end of the decomposition is not the base
pair but different loops. The energy for the most common loop types, such as hairpin, interior
and exterior loops (see Fig. 3.4 on page 15) can be measured for representative structures
and extrapolated for the remaining [63]. Multiloop features are unfortunately not accessible for
measurements and have to be frankly guessed [187]. The overall free energy E(S) of a structure
S decomposed this way can be calculated by summing up the energy contributions E(L) overall
loops L structure S consists of.

E(S) =
∑

L∈S
E(L) (6.3)
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Applying this new scoring scheme together with a dynamic programming algorithm is in princi-
ple similar to the recursions described in subsection 6.2.1. Although, to comply with the more
complex scoring scheme it becomes a bit more elaborated, since additional recursion matrices
must be considered. The recursion can be written as in Eq. 6.4 (adapted from [257]).

V[i,j] =min





H[i,j]

min{J[i,j;i′,j′] + V[i′,j′]} with i < i′ < j′ < j

min{W[i+1,i′] +W[i′+1,j−1]} with i+ 1 < i′ < j − 2

W[i,j] =min





W[i+1,j]

W[i,j−1]
V[i,j]
min{W[i,i′] +W[i′+1,j]} with i < i′ < j − 1

(6.4)

Here, the matrixW[i,j] stores the free energy for the optimal substructure of sub-sequence s[i,j].
Similarly, V[i,j] stores the free energy for the optimal substructure between i and j with the
constraint that i and j must pair with each other. The table H[i,j] holds tabulated free energy
of a hairpin loop with closing pair (i, j). J[i,j;i′,j′] is the tabulated free energy of an internal loop
with the unpaired sub-sequences s[i,i′] and s[j′,j]. The last option considered for minimization
corresponds to a decomposition of a multiloop into two independent optimal substructures
W[i+1,i′] and W[i′+1,j−1].

The recursive computation of the matrix W[i,j], storing optimal sub-solutions for the sub-
sequences s[i,j] without the constraint that (i, j) must pair, is done in a similar way. This time
existing optimal structures are, if energetically favorable, extended by an unpaired base.

The decomposition in the above form is not non-ambiguous since it does not take care how
exactly multiloops are split into optimal substructures if they have the same overall score. For
the calculation of the optimal structure this does no harm, for the calculation of the partition
function it has to be avoided since it can not guarantee each structure is considered, and is
considered only once.

The recursion in Eq. 6.4 can also be interpreted graphically as the optimal decomposition of
the sub-sequence s[i,j] into different loops from the set of considered loop types. In this sense,
the minimization options in Eq. 6.4, line 1 to 7 can be interpreted such that the one option
gets chosen which represents the optimal decomposition. For each option its decomposition
interpretation is given below.

H[i,j] The optimal structure between i and j, with the base pair (i, j), is a hairpin loop, i.e. an
U-turn loop closed by base pair(s) (Fig. 3.4, first from the left).
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J[i,j;i′,j′] + V[i′,j′] The optimal structure between i and j, with the base pair (i, j), is an interior
loop or a bulge, i.e. unpaired bases between two closing base pair(s). Possibly asymmetric
(Fig. 3.4, second from the left).

W[i+1,i′] +W[i′+1,j−1] The optimal structure between i and j, with the base pair (i, j), is a
multiloop consisting of two optimal sub-substructure of any type (Fig. 3.4, first from the
right).

W[i+1,j] The optimal structure between i and j is the optimal structure of s[i+1,j] extended by
one unpaired base.

W[i,j−1] The optimal structure between i and j is the optimal structure of s[i,j−1] extended by
one unpaired base.

V[i,j] The optimal structure between i and j is equal to the optimal structure of s[i+1,j] of any
type, providing that i and j pair with each other.

W[i,i′] +W[i′+1,j] The optimal structure between i and j is an exterior loop (Fig. 3.4, second
from the right)

Computational complexity Compared to the less elaborated Nussinov algorithm the more
complex scoring scheme of the Zuker algorithm is reflected by a higher computational com-
plexity. The time complexity for a trivial implementation, without optimization and applied
heuristics, grows from O(n3) to O(n4). This increase is caused by the evaluation of possibly
optimal interior loops, because there neither stem length nor bulge size is restricted. The mem-
ory complexity is still O(n2), but due to a second upper triangular matrix it require at least
twice as much compared to the Nussinov approach.

6.2.3 McCaskill

Similar to the already presented approaches, revealing new structure properties from an rna
sequence is achieved in many cases by dynamic programming. This is also true for the first
applicable implementation of an algorithm which efficiently calculates the partition function,
which in turn can be used to compute equilibrium probabilities of structures and base pairs.
McCaskill proposed and applied such an approach in 1990 [144]. In contrast to the Zuker
algorithm which is an optimization algorithm, McCaskill’s goal is the optimal computation of
the huge number of different possible structures, given a certain sequence.

The main difference to the Zuker mfe algorithm is the different nature of the parameters in
use. There, the minimal energies of the sub-solutions, which correspond to an optimization

68



Chapter 6. computational RNA biology

procedure and are additive to gain the energy of the total structure. In contrast, the sub-
partition functions are multiplicative for disjoint structure [144]. Two structures are disjoint
if they do not share a base pair. For example, if the partition function including a base pair
between i and j which closes a hairpin loop is calculated (depicted in Fig 6.2), one has to
consider the sub-partition functions of all segments, and multiply each term.

1 i j n

hair- 
pin loop

Z1,n = Z1,i−1 · Zi+1,j−1 · Zj+1,n · e
−E(i,j)

RT

Figure 6.2: Reconstructing the partition function contributions for a simple hairpin loop. In
contrast to the energy calculation where the sub-terms would add up to the total
energy, the sub-terms of the partition function multiply each other. In this simplified
form the equation is only valid for the Nussinov scoring scheme, since it is applied
on a base pair instead of a loop.

If two alternative structures are independent from each other, e.g. multi loop or a hairpin on
the same sub-sequence, an mfe algorithm chooses the substructure with the smallest energy
contribution, in other words the optimal substructure is chosen. To calculate the partition
function, the sub-partition functions of the possible substructures are summed up.

i j i kk+1 j1 n 1 n
YXZ

Z1,n = (Z1,i−1 · Zi,j · Zj+1,n) + (Z1,i−1 · Zi,k · Zk+1,j · Zj+1,n)

Figure 6.3: For alternative structures on the same sub-sequence the partition function of each
structure contributes additive to the complete partition function. In the depicted
example between i and j either one embracing hairpin loop or two individual hairpin
loops can be incorporated. Partition functions of disjoint substructures, such as X
to Y , are multiplied. Independent, alternative structures’ partition functions, like
Z to X + Y , are summed up. This is only valid if the decomposition is done in a
non-ambiguous way, like proposed by McCaskill and implemented in the RNAfold
program.

With these two modifications the dynamic programming approach by Zuker can be adapted
to calculate the partition function. Again, this leads to an overall run-time complexity of
O(n4). A more sophisticated implementation achieves a complexity reduction by restricting
the interior loop sizes to some constant value. This way the partition function, and from
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there the probability of a particular structure or base pair, can be calculated with a run-time
complexity of O(n3).

RNAfold Many modern rna folding programs are in its core still derivations of the algorithm
and the scoring scheme introduced by Zuker et al. and McCaskill. This also includes the widely
used program RNAfold [91] shipped with the ViennaRNA package [131].

6.3 Local RNA folding

All so far discussed rna folding strategies have in common that they examine an input rna
sequence globally. For some application, however, a local structure prediction is more favorable.
Partly, this is caused by technical issues. For instance, global folding of very long sequences is
still not feasible with common computer resources. Furthermore, many ncrna genes are not
well defined in terms of their exact boundaries. Likewise, the exact genomic start and stop coor-
dinates of the majority of bacterial cistrons are not yet determined. Since the outcome of global
folding algorithms is critically dependent on the input sequence, already small uncertainties of
the sequence boundaries might have great influence on the predicted structures.

Beside, there are also physical reasons to favor a local folding of an rna sequence. On one
hand, in the context of the cytosol, it is reasonable to assume that any rna molecule is as-
sociated with rna binding molecules. E. coli mrna, for example, were shown to be covered
by ribosomes, leaving on average only 46±6 nt from the exit site of the mrna of one ribo-
some to the entrance site of the next ribosome [26]. Only this stretch can form a secondary
structure. Base pairs enclosing a whole ribosome are conceivable, but in this case the applied
energy parameters are certainly not suited to account for that. On the other side, it was also
shown that kinetic aspects of rna folding discriminate against long range interactions in favor
of short range base pairs [62]. This might be one reason why global thermodynamics-based
rna secondary structure predictions still suffer from a lower accuracy in long-range base pair
prediction compared to the accuracy of short-range interactions [164, 57].

6.3.1 RNAplfold

Some of the aforementioned limitations can be overcome if a local folding strategy is applied.
One such an implementation is the program RNAplfold [17] from the ViennaRNA package [131].
The program does not emit one predicted structure, but instead the local base pair probabilities
for base pairs with a maximal span of L within a sliding window of size W . Therefor the pair
probability is calculated in a window of size W ≥ L. Eventually the probability of base pair
(i, j) is averaged over all windows of size L which contain this base pair. Generally speaking,
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RNAplfold applies a recursion scheme to calculate the average equilibrium probability of a base
pair (i, j) over all fixed-size sequence windows [17].

A U G U A U U C A A A C U C U C G A A C C A C A G G U U C U C U A C A G G A C A G U G G G U C G A G A U A U C A U G C G U A U C U A C U G A A G C A G C C A C U

Figure 6.4: Example of an RNAplfold output for a 80 nt long random sequence calculated with
the parameters -W 35 -L 34. The output consists of a dot plot in postscript format.
The area of each black square represents the averaged pair probability of the two
corresponding bases. Stable local stems appear as vertical columns.

The output consists of a visualization of the averaged base pair probabilities in form of a dot
plot, which can easily be parsed and visually inspected (Fig 6.4). Further more, the averaged
probabilities that a stretch of n consecutive nucleotides is unpaired are provided. This feature
becomes useful for the prediction of binding sites (see chapter 8).

6.4 Consensus structure for RNA alignments

Despite the advances in thermodynamics-based rna secondary structure prediction the accu-
racy of the computed structures is somehow limited. This can be explained by several factors.
For one, efficient computation of the rna fold relies on the restriction to nested structures, omit-
ting e.g. pseudo-knots. Even if in thermodynamic equilibrium the mfe structure is the most
likely and hence the most occurring structure, biologically interesting structures are sometimes
metastable, far away from the equilibrium state. Kinetic considerations might be more im-
portant, especially if the biological function is associated with structure changes in the course
of action, e.g. riboswitches. And finally, despite the prudence and the volume of measured
thermodynamic parameters used in the models, they still have to be regarded as sophisticated
estimations, introducing some uncertainty [134]. This leads to an overall prediction accuracy
of 50 to 70 % [52, 54].

Different strategies to overcome these limitations of rna sequence folding were proposed. Be-
side tweaking the parameters [6] and using more general and abstract structure representations,
such as centroid [55] or mea structure [80], the incorporation of additional information into
the in silico folding process showed to be promising approaches.
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For one, additional data from in vitro experiments can be used. Such an experiment typically
consists of probing the rna of different rnases with different specificity for certain motifs, such
as hairpin or free loops, and certain bases. These experiments do not reveal the complete picture
for the structure but the produced information can be used to guide the folding procedure into
the right direction. One way to do this is by introducing so called soft constraints to favor
certain bases with a pseudo energy if they are in agreement with the experimental data [243].

An other successfully used source of information which is in some cases easier to obtain than
experimental data, is the consideration of conserved structures. If the sequence of interest is
conserved in other, related species, this conservation information can be utilized by providing
an alignment instead of a single sequence as input for the folding algorithm. Beside others,
e.g [205, 48], one implementation of such an approach is RNAalifold [93, 19] part of the
ViennaRNA package [131].

6.4.1 RNAalifold

RNAalifold calculates the consensus structure for a provided rna alignment considering the
base mutation pattern in the provided sequences. Under the assumption that the function of
an rna is mediated by its structure, the structure can be expected to be conserved. Similar
to protein coding genes with their neutral mutations4, in ncrna genes a base substitution
can be silent if it does not break the resulting functional structure. In this context “consistent
mutation” and “compensatory mutation” can be distinguished. The first corresponds to a single
mutation which preserves the base pairing, e.g. if the c in the base pair g–c mutates to a u
the bases g–u can still pair. The latter corresponds to a mutation and a second compensatory
mutation, which restores the base pair. For example, if the base pair g–c changes to the base
pair a–u via two single mutation (g→a and c→u), the pairing is not broken. Both mutation
patterns indicate that the particular base pair is functional important because there seems to
be a selection pressure conserving it.

In its core, RNAalifold applies the same folding algorithm as RNAfold on the alignment columns
instead of the sequence positions, with some important differences. For one, the rule that only
canonical base pairs can be formed is changed to account for different bases in an alignment
column. Pairs between column i and j can be formed if a predefined fraction of bases in i can
interact with the corresponding base in j. Second, each closed base pair is evaluated for its
energy and its covariance contribution simultaneously in the recursive calculation of the optimal
structure. The covariance is either measured as the sum of all hamming distances between the

4The substitution of a nucleotide and its corresponding codon triplet to different triplet which encodes for the
same amino acid according to the genetic code is called neutral or silent mutation, since it does not change
the gene product, the encoded protein.
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bases in each column [93] or based on a ribosum5 measure [19]. The first strategy gives a bonus
for each mutation with preserved base pairing, favoring complementary over consistent over no
mutation. The ribosum matrix approach is quantitatively more sound. It appoints for each
base pair a log-odds score how likely this conversion is. These probabilities were trained on a
data set of 13,500 ribosomal sequences clustered into sets of similar evolutionary distance [19].
The last difference introduced by an input alignment, instead of a single sequence input, is
how gaps are treated. In the first RNAalifold version [93] gaps were not treated differently
than bases. In the later version [19] gaps are removed for each sequence individually before
calculating the energy contribution of loops. Using the real loop sizes for the sequence instead
of the virtual loop size in the alignment enables to retrieve the correct energy parameters for
each sequence.

(((((((..((((.........)))).(((((.......))))).....(((((......
GGGCCUGUAGCUCAGAGGAUUAGAGCACGUGGCUACGAACCACGGUGUCGGGGGUUCGAA
GGGCUAUUAGCUCAGUUGGUUAGAGCGCACCCCUGAUAAGGGUGAGGUCGCUGAUUCGAA
GGCGCCGUGGCGCAGUGGA--AGCGCGCAGGGCUCAUAACCCUGAUGUCCUCGGAUCGAA
GCGUUGGUGGUAUAGUGGUG-AGCAUAGCUGCCUUCCAAGCA-GUUGACCCGGGUUCGAU
ACUCCCUUAGUAUAAUU----AAUAUAACUGACUUCCAAUUA-GUAGAUUCUGAAU-AAA
.........10........20........30........40........50.........

.)))))))))))).
UCCCUCCUCGCCCA 74
UUCAGCAUAGCCCA 74
ACCGAGCGGCGCUA 72
UCCCGGCCAACGCA 72
CCCAGAAGAGAGUA 68
.........70...

Figure 6.5: Consensus structure for alignment-folding calculated by RNAalifold for a showcase
sequence alignment, derived from the sub-sequence of plant trnaArg. The color
tone indicate the number of different base pair types (increasing from red over ocher
to green). The color hue gives the number of incompatible pairs. The program was
called with parameters -p –color –aln.

Eventually, RNAalifold emits a consensus structure and the underlying base pair probabilities
for the provided input alignment, whereas the total energy of the alignment-folding consists of
the sum of averaged loop-based energies of all sequences and the covariance contribution [19].

Application The implementation of RNAalifold described above comes with a time complex-
ity of O(Nn3), whereas N are the number of sequences and n number columns in the alignment.
Hence, the algorithm is efficient enough to screen very long sequences for potentially conserved
structures. The most natural scope is its application to detect weak but well conserved signals.
Chapter 8 will, among others, examine the application of a related methodology to identify
conserved interaction sites between bacterial srna and their mrna targets.

5ribosum: ribosomal rna substitution matrix [114]. Inspired by its protein equivalent blosum: blocks
substitution matrix [89]
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6.5 sRNA target prediction

As outlined in chapter 5 small rna are an important participant in the coordinated cellular
response to external stimuli. The number of newly discovered srna genes is constantly rising,
making their functional characterization an immediate need. Since the mode of action is pre-
dominantly mediated by binding their targets via base pairing, functional characterization can
be seen, from the biocomputational point of view, as reliable determination of the secondary
hybrid structure of the two rna molecules. rna–rna interactions follow the same mecha-
nisms, such as base pairing and stacking, which also guide single sequence folding. Although
physically equivalent, it is useful to distinguish between intra-molecular base pairs, i.e. within
one sequence, and inter-molecular base pairs, i.e. between two sequences, since they are treated
differently by some programs.

Due to these similarities the tool set of in silico rna folding can be applied to detect new
srna binding sites and the corresponding targets. Unfortunately, there are some obstacles
which complicate the matter. One main difference in the physical properties is concentration
dependence. For intra-molecular interactions each pair of potentially interacting sub-sequences
can be found in a one to one concentration ratio in the system. For bi-molecular systems this
assumption might not reflect realistic biologic conditions [53].

Technical differences are especially hindering. The scope of the developed folding algorithms
are mostly to fold sequences up to several thousands nucleotides. To detect targets for an
srna it is desirable to screen millions of bases for potential local rna–rna interactions. This
needs special adaptations to the computational strategies. A variety of different approaches
were proposed to reduce the complexity of the task in such a way that the scanning of complete
genomes becomes feasible. In the following, selected examples are presented focusing not so
much on technical details but more on how the balance between efficiency (reduced model
complexity) and realistic physics (increased model complexity) is handled.

6.5.1 Hybridization

One approach, mainly focusing on efficiency, is to concentrate solely on the hybridization aspects
of the rna–rna interaction. The very crudest approach is to simply scan for reverse com-
plementary regions between the target and the query sequence in a blast-like manner [3]. A
more proper way is to score the potential of base pairing interaction based on a thermodynamic
model, instead of scoring similarities. This implementation is inspired by the Smith-Waterman
dynamic programming approach for local alignments [208]. It leads to a very time and memory
efficient behavior. This approach was first implemented in RNAhybrid [184] intended to predict
mirna targets. There, the recursions are adapted to forbid intra-molecular base pairs, limiting

74



Chapter 6. computational RNA biology

the maximal loop size, and neglect multiloops. This leads to a run-time complexity of O(mnc2),
depending on the query length m, target length n and maximal loop size c. The RNAhybrid

algorithm was recycled in RNAduplex and the web-service targetRNA [223], which, due to its
usability, is widely used. Later on, RNAplex [219] and RIsearch [245] were developed in the
same spirit with a considerably refinement of the model.

Hybridization focused approaches benefit from the very fast run time, making them suitable
to screen whole transcriptomes for potential targets. Their major drawback however, is the
neglect of intra-molecular structures. Every inter-molecular base pair has to compete with
many possible intra-molecular base pairs. Omitting this kind of information often leads to
an overestimation of the interaction length, and as a consequence the corresponding binding
energy. This impedes a reliable ranking of putative binding sites in order of their reliability.

6.5.2 Co-folding by concatenation of two sequences

On the one hand, including intra-molecular base pairing inflates significantly the complexity
of the computational task. On the other hand, the capability of a putative binding site to
engage in an inter-molecular binding critically dependents on how tightly this region is already
engaged in intra-molecular base pairing. Having this information available can shrink the search
space considerably. The first attempts to use this information was done by the computationally
straight forward strategy of concatenating the target and query sequence via an artificial linker
and apply regular folding approaches to this virtual molecule. In the beginning the same
recursions as in the single sequence folding were applied. Later on, the loop which contains the
linker was treated differently (e.g. RNAcofold [18], PairFold [5]).

The resulting implementation has the same time complexity as single sequence folding, O((n+

m)3) with n and m being the length of the query and the target sequence. The major dis-
advantage, however, is that the restriction to nested structures for the concatenated sequence
n + m disallows so called kissing-hairpins, which are a kind of a virtual pseudo-knot. Virtual
in the sense that each sequence is knot free but the fold of the virtually concatenated sequence
includes a pseudo-knot. This type of structure, where two intra-molecular hairpins form an
inter-molecular interaction with the unpaired loop region, is not uncommon for srna–mrna
binding.

6.5.3 Accessibility aware hybridization

Combining the two advantages of sequence concatenation and hybridization, namely the con-
sideration of intra-molecular structures, and the consideration of virtual pseudo-knot like struc-
tures, can be achieved when the rna hybridization is modeled as a two step process. First,
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the complete base pair probabilities of the query and the target sequence are calculated. From
there the energy which is needed to unfold a binding site ∆Eopen can be directly deduced.
In the next step the energy gained by the hybridization of the two binding sites ∆Ehybrid is
calculated. The overall binding reaction is thermodynamically driven by the cumulative net
energy.

∆∆E = ∆Etargetopen + ∆Equeryopen + ∆Ehybrid (6.5)

The calculated ∆∆E net binding energies allow a ranking how efficient a putative binding site
can be expected to be used.

This approach is implemented in RNAup [159] and intaRNA [32]. The model is closer to the
physical reality of rna–rna interactions, but comes with the costs of longer run-time. RNAup
shows a run-time complexity of O(n3 +m3 +n ·m ·w4). Thereby, n, m are the sequence length
of query and target, and w the length of the maximal considered binding site.

The interaction model implemented in RNAup and intaRNA results in the concentration of inter-
molecular base pairs in a region which is not interrupted by intra-molecular base pairs. This
neglects, for example, double kissing hair pins, such as the OxyS–fhlA interaction [7]. Nev-
ertheless, both interaction regions, in the target and on the query, can be nested in internal
structures, allowing single kissing hair pins. This limitation is eliminated by a refined approach
called biRNA [42], which calculates not only the partition function of the hybridization but in-
cludes the full interaction partition function. Once again, this leads to an increase in run-time
to O(n4 ·w+m4 ·w+ n2 ·m2 ·w4). As above, m and n are the sequence lengths of query and
target, and w the maximal binding site length [42].

In [42] the authors report that the calculation of one srna (sequence length between 71 and
253 nt) and the 500 nt wide region around the start codon of the mrna takes between 10
minutes to slightly more than an hour. This makes biRNA hardly suitable to scan complete
transcriptomes in an acceptably time. Similar, although less pronounced, is the situation for
RNAup

6.5.4 Outlook

All above mentioned methods suffer from a high false positive prediction rate, mainly because
of the simplified energy functions and restricted types of considered interaction models. So far,
rougher, thus less accurate, models had to be applied to grant a run time of the algorithms
which allowed to screen all genes from a genome for putative target mrna. Since this trade-off
is somehow dissatisfying, in chapter 8 a new contribution is presented tackling this problem.
The challenge here was to provide the accuracy of elaborated energy models and the speed of
simplified scan. Furthermore, chapter 9 introduces a new model to simulate the translation
initiation process. It enables to examine prior proposed srna binding sites whether they have

76



Chapter 6. computational RNA biology

potentially an effect on translation initiation. Since this is the main mode of action of regulatory
small rna, applying the model as a post-analysis step to the rna–rna interaction prediction
can further increase the specificity of srna target prediction.
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Abstract

Background: Differential RNA sequencing (dRNA-seq) is a high-throughput screening technique designed to ex-

amine the architecture of bacterial operons in general and the precise position of transcription start sites (TSS) in

particular. Hitherto, dRNA-seq data were analyzed by visualizing the sequencing reads mapped to the reference

genome and manually annotating reliable positions. This is very labor intensive and, due to the subjectivity,

biased.

Results: Here, we present TSSAR, a tool for automated de novo TSS annotation from dRNA-seq data that respects

the statistics of dRNA-seq libraries. TSSAR uses the premise that the number of sequencing reads starting at a

certain genomic position within a transcriptional active region follows a Poisson distribution with a parameter

that depends on the local strength of expression. The differences of two dRNA-seq library counts thus follow a

Skellam distribution. This provides a statistical basis to identify significantly enriched primary transcripts.

We assessed the performance by analyzing a publicly available dRNA-seq data set using TSSAR and two

simple approaches that utilize user-defined score cutoffs. We evaluated the power of reproducing the manual TSS
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annotation. Furthermore, the same data set was used to reproduce 74 experimentally validated TSS in H. pylori

from reliable techniques such as RACE or primer extension. Both analyses showed that TSSAR outperforms the

static cutoff-dependent approaches.

Conclusions: Having an automated and efficient tool for analyzing dRNA-seq data facilitates the use of the

dRNA-seq technique and promotes its application to more sophisticated analysis. For instance, monitoring the

plasticity and dynamics of the transcriptomal architecture triggered by different stimuli and growth conditions

becomes possible.

The main asset of a novel tool for dRNA-seq analysis that reaches out to a broad user community is usability. As

such, we provide TSSAR both as intuitive RESTful Web service (http://rna.tbi.univie.ac.at/TSSAR) together

with a set of post-processing and analysis tools, as well as a stand-alone version for use in high-throughput

dRNA-seq data analysis pipelines.

Keywords: differential RNA sequencing, dRNA-seq, TSS, Transcription start site annotation, Transcriptome,

RESTful Web service, next generation sequencing

Background

Deep sequencing approaches were successfully applied to examine the architecture of primary bacterial

transcriptomes and uncovered an unexpectedly complex achitecture [1–5]. Although plain transcriptome

sequencing can in principle be sufficient to determine transcription start sites (TSS) as local accumulations

of read starts, this approach requires extensive sequencing depth [6,7]. Alternative TSS located within well-

expressed genes or operons remain undectable since moderate changes in coverage do not offer a sufficiently

distinctive signal. On the other hand, TSS are not the only loci at which read starts accumulate in RNA-seq

data. Alternative sources of such signals are specific processing sites, secondary structures that influence

RNA degradation patterns, or chemical modifications [8–10].

The differential RNA sequencing method dRNA-seq [4] is designed to overcome these difficulties. It

makes use of the 5’-monophosphate dependent terminator RNA exonuclease (TEX) that specifically degrades

processed RNA, which exhibits a monophosphate at its 5’ end. Transcription initiation, in contrast, produces

a 5’-triphosphate that protects the unprocessed 5’ end from degradation by TEX. Treating RNA isolates with

TEX prior to reverse transcription to cDNA, leads to a sequencing library ([+]-library or treated library)

that is enriched in primary transcription starts, compared to an untreated total RNA library ([–]-library

or untreated library). Similar to other library preparation steps that enrich or deplete certain transcript

2
83



types, e.g. TAP treatment [11] and rRNA depletion [12], the TEX dependent degradation of processed

RNA fragments is not perfect. The [+]-library, therefore, still contains a mixture of primary and processed

transcripts, albeit with a distribution of read starts that is shifted significantly towards TSS positions [4].

In the data used in this contribution a median enrichment at TSS positions of 3.5 is observable. The

discrimination of TSS from other accumulations of read starts is thus non-trival and cannot be performed

unambiguously from a TEX treated library alone. On the other hand comparison of [+]- and [–]-libraries

offers a potentially highly informative source of information: while read starts will be relatively enriched, we

can expect the alternative types of read start accumulations to be depleted in the [+]-library.

Since the signal at hand is quantitative rather than an all-or-none qualitative difference, it is imperative to

employ a statistical model to assess when an observed enrichment is indeed significant. This depends strongly

on the expression level. To distinguish between real TSS signals and accidental read start accumulation

resulting from imperfect TEX degradation or high local expression, the aid of a background model, e.g. the

[–]-library, is needed.

Hitherto, the analysis of the dRNA-seq data consists of mapping sequencing reads for each library onto

the reference genome, visualizing the read coverage in a genome browser, often with displayed gene and tran-

scription unit annotation, promoter predictions and other available prior knowledge. With this background

the genome is manually inspected for positions with a more pronounced peak in the [+]- compared to the

[–]-library. The interpretation of dRNA-seq signals in such a way is not only very time consuming, tedious,

and error-prone, but also highly subjective and weakly reproducible. Additional annotation information from

third-party sources can be very helpful but bear the risk to introduce biases, resulting in re-annotation of

already “known” features, and neglecting signals that are less obviously associated with current annotation

data. It is, therefore, preferable to separate dRNA-seq data analysis from subsequent data integration with

additional available information.

To overcome these shortcomings we developed TSSAR (TSS Annotation Regime), a tool for automated de

novo TSS annotation from dRNA-seq data. Incorporation of information like gene annotation or promoter

predictions is deferred to post-processing steps.

Implementation
Theory

Detailed knowledge of the underlying background distribution is required to quantify the significance of

differential read start count signals. Although related, this problem differs from the thoroughly examined
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problem of describing the variance in read counts per gene, which is routinely applied in the process of

differential gene expression analysis. On one hand, the background is variable along the genome, depending

on the transcription activity of the considered region. On the other hand, the distribution of read starts

within an equally transcribed region depends on many concomitants. These are met by the different steps

in the RNA-seq library construction, namely cDNA production by reverse transcriptase, fragmentation (en-

zymatic or mechanic), adapter ligation, read amplification by PCR, size selection, and finally the chemistry

of the sequencing platform itself. Since the technology and the protocol details vary and develop with a

compelling rate, it is far from trivial to capture these details [13]. Therefore, it is sensible to recollect the

basic characteristic of RNA-seq data, which basically constitute count data. With this simplification we can

assume that the distribution of read starts within an expressed genomic region can be modeled by a Poisson

distribution with parameter λ. Given λ the Poisson probability P (Y = k) = λke−λ

k! describes the probability

that k reads start at a genomic position. In dRNA-seq data genomic positions with significantly enriched

differences between the Poisson distributions of [+]- and [–]-library are potential TSS. Therefore, we are

concerned with finding positions where the observed difference cannot be explained easily by the local model

of the background expression in the [–]-library. The difference of two Poisson distributions is given by the

Skellam distribution [14] with the cumulative distribution function

F (D, λ[+], λ[–]) =

D∑

d=−∞
e−(λ[+]+λ[–])(

λ[+]

λ[–]
)

k
2 I|k|(2

√
λ[+]λ[–]) (1)

Here λ[+] and λ[–] are the parameters describing the average read start rate in the [+]- and the [–]-library,

respectively. I|k| is the modified Bessel function of the first kind and integer order |k| [15].

A major practical issue is the estimation of the parameters λ[±] for the two libraries. We assume that

read start counts per position within transcriptional active regions follow a Poisson distribution, with the

expected value λ depending on the transcription rate, or to be more precise, on the RNA abundance, which

depends on the transcription rate and the RNA stability. Within untranscribed regions the background,

neglecting sequencing and mapping errors, ideally follows a uniform distribution with the expected value zero.

Consequently, randomly selected genomic regions are most likely a mixture of transcribed and untranscribed

regions. To separate the two underlying distributions and estimate the parameter λ, describing only the

transcriptionally active region, a zero-inflated Poisson model regression [16, 17] is applied. For each sample

Y the probability φ that an observed zero is a structural zero (i.e., part of a transcriptional inactive region

and thus from a uniform zero distribution) and not part of the transcriptional active region is estimated,
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such that

P (Y = 0) = φ + (1 − φ) · e−λ (2)

where e−λ is the probability for a position within the Poisson distributed part to have zero reads starting

there (sampling zero). These positions are part of transcriptional active regions. We use a zero-inflated

Poisson regression to estimate φ and thus determine how many positions without read starts are structural

and sampling zeros, respectively. Only the latter and positions that have at least one read start are used

to estimate λ of the [+]- and [–]-library, respectively. The estimation of λ thus effectively considers the

transcriptionally active regions only.

Program architecture

TSSAR has been implemented in Perl and R and is available in two variants: A stand-alone version incorpo-

rates the core statistic routines and is best suited to be used in custom high-throughput dRNA-seq analysis.

The Web service (available at http://rna.tbi.univie.ac.at/TSSAR/) comprises additional components for pre-

and post-processing, thus providing a Web-based, cross-platform compatible pipeline for dRNA-seq analysis.

An overview of the pipeline workflow can be found in supplemental Figure 1.

The TSSAR Web service is built on top of the Perl Dancer [18] framework and adheres to the

Representational State Transfer (REST) [19] principles of Web architecture. The first step in using the

TSSAR online pipeline is pre-processing of mapped reads, i.e., extracting the essential information of read

start counts per genomic position. To avoid the necessity of uploading huge mapping files (typically for

bacterial genomes up to several gigabytes), we implemented the TSSAR client for local pre-processing of

mapped reads in SAM/BAM or BED format on the user’s computer. To grant platform independence, the

TSSAR client is implemented in Java. Once the relevant data is extracted from the mapping files assisted

by the Picard tools [20], files are compressed using XZ utils [21] and automatically transferred, using

the Apache HttpComponents [22] package, to the TSSAR Web server. On the Web server the statistical

calculations are conducted and potential TSS are predicted. The TSSAR Web service provides an assortment

of post-processing steps. The list of predicted TSS can be reduced by merging consecutive TSS and cluster

them into the most prominent position. For samples where the reference genome annotation was specified, all

annotated TSS are classified into primary, internal, anti-sense or orphan, according to their position relative

to nearby genes, see Figure 1A. Based on the classification the 5’ UTR length distribution is determined.

All results are visualized and provided for download. Figure 1 depicts partly the output for showcase data

sets [4, 23]. Beside the shown results, the output additionally contains all annotated TSS and the clustered
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Figure 1: Post-processing and Visualization. (A) Similar, but more restrictive, to the scheme in [4]
each annotated transcription start site is classified according to its genomic context: If a TSS is positioned
within 250 nt upstream of an annotated gene, it is classified as Primary. TSS within an annotated gene is
labeled Internal. A TSS which is on the opposite strand of an annotated gene is classified as Antisense.
This class further splits into Ai and Ad, for internal antisense and downstream antisense, respectively. The
latter is reserved for a TSS which points in the opposite reading direction and is less than 30 nt downstream
of an annotated gene. A TSS that falls in none of these classes is reported to be Orphan. (B) As a matter of
fact, one TSS can have several labels as it might fall into more than one of the aforementioned classes. The
TSSAR Web service summarizes the counts of the overlapping main classes graphically. (C) For TSS which
are annotated as ’Primary’ the 5’UTR lengths are deduced and the corresponding distribution is plotted.
(D) To assess the efficiency of the TEX treatment, the distribution of read starts per position is provided as
a helpful indicator. If the enrichment in the [+]-library worked efficiently, we expect fewer read start sites,
each of which will have more reads. Hence the distribution is flattened on the left side and bulged at the
right side. The corresponding distribution and the mean (dashed line) is expected to be shifted to the right
compared to the [–]-library.
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TSS list in BED [24] and GFF format. All tables are available in comma and tab-separated lists, as excel

and HTML files. With the assistance of the pre-computed plots, it is easy to gain a quick overview of the

quality of the analysis.

While the TSSAR Web service provides convenient usability for routine dRNA-seq analysis tasks, there

is also a demand for integrating third-party bioinformatics tools into custom analysis pipelines. To address

this issue, we provide a TSSAR stand-alone version. In this version, the implementation is restricted to

processing of SAM files, analysis based on the statistical calculations, and output of annotated TSS in BED

format. The stand-alone version is available for download from the TSSAR Web site.

Statistical calculation

We chose a sliding window approach with a dynamic assessment of each position in the context of its local

surrounding in order to account for different transcription rates across the genome. As a matter of fact, the

choice of the window size parameter has an effect on the results (see supplementary Figure 2). There, two

conflicting interests have to be balanced. On the one hand, the region should be large enough to provide

enough information for a reliable distribution parameter estimation. On the other hand, the region should

be small enough to provide an as homogeneous surrounding as possible. If the sliding window covers more

than one actively transcribed gene, with different RNA abundances, the variance will be estimated over all

transcribed entities. This might blur small signals, e.g., for low abundant sRNA genes. As a compromise,

the default window size is 1,000 nt, approximately matching the average length of prokaryotic genes. It can

be easily adjusted by the user.

For each window the parameters describing the Poisson distribution are estimated in the following manner:

First, the sample values are winsorized [25], i.e., the highest read start count is substituted with the second

highest count. The same procedure is done for the lowest value. This increases the robustness of the method

against outliers, which may be caused by mis-mapping and/or abundant RNA fragments e.g. arising from

rRNA loci.

Second, the zero-inflated Poisson regression is applied to estimate φ, the probability that an observed zero

is a structural zero from an untranscribed region instead of a sampling zero from a transcribed region. The

R package VGAM is used for the regression [17, 26]. Here, the parameters describing the Poisson distribution

are fitted by full maximum likelihood estimation (MLE). In case the MLE algorithm fails to converge, which

might happen because the underlying assumption of a well behaved Poisson distribution is violated, the

respective window is excluded from further analysis. While this might seem to be a drawback, it serves
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Figure 2: Regions of non-convergence. Regions where the applied zero-inflated Poisson regression does
not converge are omitted from the analysis and need manual inspection. Since the basic unit which cannot
converge is the step size (equals a tenth part of the windows size) there is a correlation between the parameter
window size and the percentage of the genome which can not be modeled. The H. pylori dRNA-seq data
(see section Evaluation) shows that for all practical useful window sizes below 5,000 nt, less then 1% of the
genome eludes analysis.

as a minimal plausibility check, ensuring the data fulfills the underlying assumption of following a Poisson

distribution. Sequencing libraries with low complexity but many PCR duplicates might otherwise feign

confidence in the results, which can actually not be deduced from the data. A BED file listing the omitted

segments which typically correspond to less than 1% of the genome is provided (see Figure 2). In the

evaluation data set (see section Evaluation) modeled with a window size of 1,000, 24 regions with a total

length of 12,000 bases could not be modeled (∼0.5% of the genome). The majority correspond to tRNA and

rRNA coding loci (10 and 5 single regions, respectively). Additionally, 4 regions overlapped with annotated

protein coding genes and the remaining 5 did not overlap with any annotated gene. A manual screening of

the corresponding regions revealed that they share common characteristics. Generally they are small islands

with very high expression levels.

Third, a regression procedure is applied to each window in the [+]- and in the [–]-library separately.

For each library the probability φ is transformed into an expected number of excess structural zeros. Since

the same genomic region is under consideration in both libraries, a similar proportion of untranscribed and

transcribed regions can be expected. To increase robustness, the average between the number of structural

zeros in both libraries is calculated and the estimated number of zeros are removed from each library. To

determine λ for each library, describing the Poisson distribution of the sample, the arithmetic mean of the
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remaining counts is calculated.

In the next step the probability that the read start differences between [+]- and [–]-library can be

explained by the aforementioned background model is calculated. For this purpose, the original read start

counts are normalized by

p̂i =

{
pi ·

∑
M∑
P ,

∑
M >

∑
P

pi · 1 ,
∑

M ≤ ∑
P

(3)

m̂i =

{
mi ·

∑
P∑
M ,

∑
P >

∑
M

mi · 1 ,
∑

P ≤ ∑
M

(4)

Thereby, pi and p̂i are the raw and normalized values of the [+]-library at position i, respectively.
∑

P

and
∑

M are the native sums of all read start counts in the total [+]- and [–]-library, respectively. The

same applies to the [–]-library, i.e., mi and m̂i. The effect of this step is to scale the read counts of the

larger library relative to the smaller one, hence avoiding artificial distending of the sample variance. The

estimated parameters λ[+] and λ[–] are therefore normalized accordingly.

For each sequence position i in the current window, the difference d̂i = p̂i − m̂i of the normalized counts

between [+]- and [–]-library is calculated. Unexpectedly large positive values of d̂i for position i indicate

TSS, while exceptional negative values may indicate processing sites. The probability of observing d̂i is

evaluated w.r.t. the Skellam distribution with the estimated normalized Poisson parameters.

The window slides along the genome with a step size equal to 1/10th of the window size, hence each

position is evaluated in 10 slightly different contexts. The geometric mean of all ten p-values is calculated

in order to obtain the final position-wise p-value. Finally, each position that falls below a user-specified

average p-value cutoff and whose total read start count in the [+]-library exceeds a user specified noise cutoff

is reported as a significant TSS. The noise cutoff serves as an additional safeguard to restrict the results to

plausible annotations. This is needed because the Skellam distribution works only with the differences of the

expectation values of the underlying Poisson distributions. A very high expectation value in the [–]-library

in combination with a small expectation value in the [+]-library leads to a negative expectation value of the

resulting Skellam distribution. This, in turn could lead to annotated positions which are not supported by

reads in the [+]-library, as significantly enriched. To prevent this unwanted behaviour a user defined number

of read starts must be observed in the [+]-library.
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Results

The goal of the TSSAR method is to provide user-friendly tools for rapid annotation of significant TSS based

on dRNA-seq data. We therefore implemented a stand-alone version and a Web service. The first is intended

to be used in high-throughput analysis pipelines whereas the latter represents an easy to use and platform

independent user interface. For a Web service it is important to avoid the transfer and storage of gigabyte-

sized mapping files. We therefore provide a Java client that extracts the necessary information and asks the

user for only two parameters, namely genome size and window size. The data is pre-processed locally on the

user’s computer. The essential information, i.e., the number of sequencing reads starting at each position,

is automatically uploaded and analyzed on the TSSAR Web server. All relevant cutoffs like p-value and noise

threshold are subsequently selectable for precomputed values.

Evaluation

To evaluate the performance of TSSAR in analyzing dRNA-seq data, we resort to the published data set

for Helicobacter pylori [4]. We used the publicly available raw sequencing data from the Sequence Read

Archive [27] (study accession number SRP001481), restricting ourselves to the dRNA-seq data from mid-

logarithmic growth phase and acid stress growth condition. The reads were pooled and mapped to the

reference genome (NCBI accession ID NC 000915) using segemehl version 0.1.4 [28] with default parameters.

Based on this data, which were normalized in the same way as indicated in equations 3 and 4, we predicted

putative TSS with three different approaches. The first two represent a näıve benchmark. First, we calculated

the difference (p̂i−m̂i) for each position i of the [+]- and [–]-library read start counts. We applied a different

cutoff threshold between 1 and 300, thereby denoting every position with a difference higher than the cutoff

to be a putative TSS. The resulting list of potential TSS was compared to the manual annotation from [4]

using BEDTools Intersect [29], allowing ±2 nt inaccuracy to call a manual and an automated annotated

TSS the same. The second approach is quotient based. Analogous to the difference based approach, the

quotient p̂i+1
m̂i+1 is calculated for each position i (+1 is used as pseudo-count to avoid division by zero). Again

we use different cutoff values between 1.1 and 20. These two approaches have their static nature in common.

The same threshold is applied for the whole genome. A similar approach was already applied by [30]. Albeit,

there it was used to identify differentially induced TSS between different strains and growth conditions and

additional information about promoter sequences was used to gain specificity.

Finally, we applied the dynamic TSSAR model, which analyzes the transcriptome locally and thus is

able to model the different dynamics within the transcriptome. Here, we used a window size of 1,000 nt

10
91



(approximately the mean gene length in H. pylori) and a noise cutoff of 3 reads per position. We filtered

with different p-value threshold from 1 · 10−15 to 9 · 10−1.

From these results, each threshold based prediction is evaluated using standard measurements: recall

rate ( TP
TP+FN ), precision ( TP

TP+FP ), accuracy ( TP+TN
TP+FP+FN+TN ) and the F-measure (2× precision×recall

precision+recall ) [31],

where TP , TN , FP and FN are true positive, true negative, false positive and false negative predictions,

respectively. Figure 3 depicts the results of this analysis. TSSAR shows a much higher precision and simulta-

neously a less sharp decrease of the recall rate. In terms of the F-measure, it outperforms the fixed-threshold

approaches by about 2-fold. A further major advantage is the smoother course of the F-measure along

different p-value cutoffs. This makes the resulting annotation less dependent on the cutoff choice. The

optimal cutoff value for the basic annotation strategies based on difference or ratio might be very variable

for different experiments and difficult to deduce without a reference annotation.

In its default settings TSSAR merges consecutive TSS. Since the tested näıve approaches do not share

this behavior, we tested the influence of TSS clustering on the prediction performance separately (see sup-

plementary Figure 5). Although, clustering contributes to the precision of the prediction, the effect is much

too small to cause the improved performance of TSSAR.

Additionally, besides comparing our automated annotation to the manual annotation by the authors, we

examined how precise TSSAR reproduces known H. pylori TSS. Therefore, we used TSS studied in detail

by independent methods, such as primer extension or 5’ RACE. From the 74 examples described in the

literature (summarized in supplementary material of [4]), we calculated the distance to the closest position

which we annotated as TSS. If the discrepancy was more then 10 nt, we considered the TSS as not recovered.

Figure 4 shows the result of this analysis for two TSSAR annotations with different parameters. The first one

with lenient threshold values (aiming for sensitivity), and the later with more stringent values (aiming for

specificity). In both cases the majority of experimentally confirmed TSS could be detected at the exact same

position (39 and 37 TSS, respectively). TSSAR missed 14 and 21 TSS, respectively, compared to the 12 TSS

that were also not detectable in the manual annotation by the authors of [4]. We have to emphasis that,

in contrast to a manual annotation, our method is not aware of any annotation information, which might

induce a human curator to prefer certain positions. Comparison of the two näıve approaches and TSSAR

emphasises that the presented statistical method is relatively insensetive to certain parameter thresholds,

see supplementary Figure 3.
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Figure 3: Evaluation of TSSAR performance. Comparison of the prediction power of TSSAR against
two fixed-cutoff approaches Difference and Quotient. For each method different cutoff thresholds were
applied. The difference, quotient and logarithm of the p-value are plotted along the x-axis. Please note, for
comparability the log(p-value) is plotted in descending order from left to right. The resulting predictions
were evaluated by calculating the recall rate, precision, F-measure and accuracy. The dynamic approach of
TSSAR clearly outperforms the remaining in all aspects. Since only TSSAR applies a clustering of consecutive
TSS positions, this effect was separately examined, results can be found in supplementary Figure 5.
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Figure 4: Recall experimental validated TSS. Comparison of 74 experimentally validated TSS described
in literature [4] with TSSAR results. The Manual TSS annotation recovered 40, 15 and 6 TSS with a 0, ±1
and ±2 nt offset, respectively. Here 12 TSS were annotated more than 10 nt away from the experimentally
determined position (summarized as missed in the plot). TSSAR was run with a Sensitive and a Specific
parameter set (p-value cutoff 0.05 and 0.0001; noise cutoff 1 and 3, respectively). With sensitive parameters
39 TSS (53%) were annotated on the exact same position. Of the remaining TSS 13 and 7 were annotated
with ±1 and ±2 nt variance, respectively, whereas 14 TSS (19%) were annotated more than 10 nt away.
The specific TSSAR prediction annotated 37, 9 and 6 TSS with 0, ±1 and ±2 nt offset, respectively, relative
to the experimentally validated position. In this case 21 TSS (28%) were annotated more than 10 nt away,
and therefore annotated as missed. The results of the same analysis including also our näıve benchmark
approaches can be found in supplementary Figure 3.

Discussion

A major advantage of an automated TSS annotation, based on a sound statistical analysis, neglecting a priori

knowledge of the whereabouts of promoters and other already established annotation, lies in the avoidance

of any bias towards certain genomic positions. This ensures an unbiased analysis as well as a comparable

and reproducible TSS annotation procedure.

Although our approach checks whether the basic assumption that the read starts of a sequencing library

are Poisson distributed holds, a manual inspection of the produced data is still recommended. The automated

TSS prediction is only as good as the underlying dRNA-seq libraries. We therefore emphasize that a

thoughtful investigation of the input sequencing reads, especially for PCR duplicates, is advised. Manual

inspection is necessary for those genomic regions that are not annotated by TSSAR due to non-convergence

in the estimation of the expression parameters. For TSSAR’s output, we recommend at least a basic sanity

check, since very complex regions, such as tRNA and rRNA loci, might be misconstrued. In spite of these

precautions, the work load to check hundreds or a few thousands of predicted TSS positions is significantly

reduced compared to screening millions of genomic positions in the first place.

Reliable and automated TSS annotation is a prerequisite for many applications. So far, most genome-
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wide TSS annotations focused on a static picture of the transcriptomal architecture [2, 32] (there are also

notable exceptions, e.g. [30,33]). One reason is that data analysis was more laborious than data generation.

Relieving the experimenter from this time-consuming burden might liberate the resources to investigate more

of the dynamics and alteration of the transcriptome, due to external stimuli or evolutionary differences.

During manuscript preparation the latter was demonstrated by conducting a comparative transcriptomics

approach [34]. There, TSS annotation was also conducted in an automated manner. First, putative TSS are

selected by considering the “flank height”, and the differences of mapped read starts of position i−1 to i are

calculated. These sites are then evaluated similarly to our Quotient approach based on the ratio between

the TEX treated and untreated library. The problem of selecting an educated cutoff, which is immanent to

all methods but especially troublesome for classifiers which directly depend on variable conditions such as

sequencing depth, was neatly circumvented by using a comparative approach. Transcriptomes of different

Campylobacter jejuni isolates were used to dynamically adjust thresholds if signals in different strains could

be observed. In the more typical application scenarios, where such comparative information is not available,

a robust p-value estimate that takes the dynamic range of transcription activity along the whole genome

into account for the classification seems to be preferable.

Currently, TSSAR is based on the assumption that a [+]- and [–]-library is analyzed and only positions

with a significant enrichment in the [+]-library are reported as potential TSS. At least two other application

scenarios of the statistical framework are possible. One is to detect RNA processing sites and the other to

analyze differentially induced transcription starts. In principle the latter could be achieved by comparing

two TEX treated libraries resulting from dRNA-seq runs of different growth conditions. In that case, a large

positive and negative d̂i is of importance as it indicates (growth phase dependent) induction of a TSS in the

one or the other library. RNA processing sites are in principle detectable using the “standard” dRNA-seq

approach. Positions where a significant enrichment in the [–]-minus over the [+]-library is observable are of

interest. Extremely small values of d̂i point to these positions. Tackling both issues, processing sites and

induced transcription initiation, is however currently hampered by the lack of experimentally verified training

sets. Furthermore, although tailored for analyzing dRNA-seq data, in principle, the TSSAR method should be

applicable to other RNA-seq protocols, e.g., [11], which aim to enrich read starts at certain positions in the

sequencing library. Currently, the run-time of TSSAR, see supplementary Figure 4, prevents its application

for one of the above mentioned purposes to complete eukaryotic genomes. An improvement of this aspect

will be a task for the future development and refinement of the program.

The modularity of the TSSAR framework makes it possible to extend the current approach e.g., by im-
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proving the statistical model. Alternative approaches based on a different (non-Poisson) distribution or

the Pitman sampling method [6] can be implemented in the TSSAR core module, without the necessity to

change the Java client or the Web service front end. The RESTful architecture of the TSSAR Web service

provides additional extensibility, rendering implementation of new functionality such as promoter or operon

characterization straightforward.

Conclusion

Here, we presented an automated analysis of dRNA-seq data which aims to detect significantly enriched

TSS positions. The background distributions of sequencing read starts are modeled locally by a zero inflated

Poisson distribution. Positions with a larger difference between the TEX treated and the untreated library

than expected, considering the background, are annotated as significant transcription start sites. We could

show that our method reproduces manually analyzed dRNA-seq data better than two simple approaches

that use a global cutoff to discriminate between true and false signals. Furthermore, the choice of a p-value

cutoff is more intuitive and less arbitrary.

TSSAR is available both as a stand alone tool and as a Web service at http://rna.tbi.univie.ac.at/TSSAR/.

The latter provides additional post-processing functionality like TSS classification or merging of consecutive

TSS. The TSSAR Web service offers user-friendly and intuitive online access to the TSSAR framework whereas

the stand-alone version is intended for integration into third-party annotation pipelines.

Availability and requirements

• Project name: TSSAR

• Project home page: http://rna.tbi.univie.ac.at/TSSAR

• Operating system: Platform independent

• Programming language: Java, Perl and R

• Other requirements: Client needs Java 1.6 or higher and the standalone version is based on Perl

5, R 2.15

• License: Java client under Apache License, Statistics module under GPL2.

• Any restrictions to use by non-academics: For non-profit use only.
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ABSTRACT

Motivation: Currently, the best RNA–RNA interaction prediction
tools are based on approaches that consider both the inter- and
intramolecular interactions of hybridizing RNAs. While accurate,
these methods are too slow and memory-hungry to be employed
in genome-wide RNA target scans. Alternative methods neglecting
intramolecular structures are fast enough for genome-wide
applications, but are too inaccurate to be of much practical use.
Results: A new approach for RNA–RNA interaction was developed,
with a prediction accuracy that is similar to that of algorithms that
explicitly consider intramolecular structures, but running at least
three orders of magnitude faster than RNAup. This is achieved by
using a combination of precomputed accessibility profiles with an
approximate energy model. This approach is implemented in the
new version of RNAplex. The software also provides a variant using
multiple sequences alignments as input, resulting in a further increase
in specificity.
Availability: RNAplex is available at www.bioinf.uni-leipzig.de/
Software/RNAplex.
Contact: htafer@bioinf.uni-leipzig.de; ivo@tbi.univie.ac.at
Supplementary information: Supplementary data are available at
Bioinformatics Online.

Received on September 9, 2010; revised on April 28, 2011; accepted
on April 29, 2011

1 INTRODUCTION
The status of RNA in molecular biology has changed dramatically
over the last decade. Instead of taking on a rather marginal role as
messenger of genomic information, they are now considered as key
regulatory elements in a wide spectrum of cellular processes. As
of 2008, the number of known non-coding RNA sequences reached
an overwhelming 29 million grouped into 1300 distinct families
(Gardner et al., 2009).

Non-coding RNAs (ncRNAs) frequently function by binding to
other RNAs. For example, snoRNAs mediate pseudouridylation and
methylation of rRNAs and snRNAs (Bachellerie et al., 2002) and can
influence the splicing of pre-mRNAs (Zorio et al., 1997). ncRNAs
are also involved in the editing of other RNA sequences (Benne,

∗To whom correspondence should be addressed.

1992), transcription and translation control (siRNA, miRNA,
stRNA) (Banerjee and Slack, 2002; Fire et al., 1998; Kugel
and Goodrich, 2007) or plasmid replication control (Eguchi and
Tomizawa, 1990). While siRNAs are often fully complementary
to their targets, most other ncRNAs interact in a more intricate
manner, which does not involve perfect hybridization. For example
in Escherichia coli., OxyS, which is involved in oxidative stress
response, interacts with its target mRNA, fhlA, through formation
of a two sites kissing complex (Argaman and Altuvia, 2000).
Although there is statistical evidence that a plethora of ncRNAs
interacts with other RNAs (The Athanasius F. Bompfünewerer RNA
Consortium: et al., 2007), targets remain unknown for most of them.
The prediction of RNA–RNA interactions, therefore, has become an
important field in computational biology.

RNA–RNA interactions are primarily governed by the same types
of hydrogen bonds and stacking interactions as RNA secondary
structure formation. The problem can, therefore, be tackled by
similar algorithmic approaches and the same parametrization of
the interaction energies. We may distinguish two distinct ways
of addressing the RNA–RNA interaction problem. The most
straightforward way consists in concatenating both sequences
and subsequently folding them as a pseudo-single sequence. The
precision of this kind of approach depends greatly on how
the concatenation is handled. The crudest approaches use linker
sequences to connect both RNA strands (Stark et al., 2003). This
can lead to erroneous structure prediction as the linker may interfere
with the interacting sequences. Alternatively, a small modification
of the folding algorithm keeps track of the concatenation point(s)
and uses adjusted energy parameters for the loops in which the
junctions occur (Andronescu et al., 2003; Bernhart et al., 2006b;
Dimitrov and Zuker, 2004; Dirks et al., 2007; Hofacker et al., 1994).
A combinatorially different model, known as RNA–RNA interaction
problem (RIP), covers a larger set of possible structures (Alkan et al.,
2006; Chitsaz et al., 2009; Huang et al., 2010; Pervouchine, 2004).

The second type of approaches conceptually decomposes the
RNA hybridization process into two stages: (i) the unfolding of the
interacting regions of the two partners and (ii) the direct interaction
of the exposed binding sites. In practice, one first computes the
probability of being unpaired for each region (sequence interval) in
both sequences. These probabilities are equivalent to the free energy
necessary to expose the regions. In the second step, the interaction
energy between each combinations of regions is evaluated (Busch
et al., 2008; Mückstein et al., 2006, 2008). This approach was,
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(a)
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Fig. 1. Comparison of the ompA–micA hybrids predicted with and without
considering intramolecular structures. (a) Hybrid structure predicted with
RNAplex without considering the intramolecular structures of the RNA
sequences. The hybrid extends over 67 and 69 nucleotides on ompA and
micA, respectively, and has an hybridization energy of −42.3 kcal/mol. Still
the energy needed to unfold both binding regions on ompAand micAamounts
22.7+26.8=49.5 kcal/mol, larger than the energy gained through binding.
(b) ompA–micA interaction predicted by RNAup. OmpA–micA hybrid is
shown on the right hand side, with the micA sequence represented by a bold
line. Even though the hybrid is much smaller than the interaction in (a), it
has a lower total interaction energy (ddG) of −12.25 kcal/mol, due to the
fact that the interacting regions are less structured.

in particular, applied successfully to sRNA–mRNA interactions in
bacteria.

While both types of algorithms proved useful in predicting the
correct interaction structure of a ncRNA with its (known) target,
they are computationally expensive, requiring at least O((n+m)3)
operations, where n and m are the size of the target and query
sequences, respectively, and hence are impractical for genome-wide
target predictions.

A drastic reduction in computational complexity can be achieved
by omitting the computation of secondary structures within the
monomers, as demonstrated by RNAhybrid (Rehmsmeier et al.,
2004), which runs in O(m ·n ·L2) when restricting the maximum
loop length to L. RNAplex, a conceptually very similar approach
(Tafer and Hofacker, 2008), further reduces the time complexity to
O(m ·n) by using a modified energy model. Neglecting the internal
structure of the interacting sequences leads to a drastic decrease in
specificity; however, see Figure 1. This issue is roughly addressed
by RNAplex in that it mimics the effect of the competition
between intra- and intermolecular interactions by adding a fixed
per-nucleotide penalty (Tafer and Hofacker, 2008).

Currently, one therefore has to choose between precise but
impractically slow methods or fast but imprecise methods for
ncRNA target search, a situation that is quite unsatisfactory. In
this contribution, we extend the RNAplex approach Tafer and
Hofacker (2008) to tackle this problem. We mimic the effect
of the competition between intra- and intermolecular interactions
by adding a position-dependent per-nucleotide penalty instead
of a fixed penalty. This penalty is derived from precomputed
accessibility profiles produced by RNAplfold (Bernhart et al.,
2006a; Bompfünewerer et al., 2008a) or RNAup (Mückstein et al.,

2008). More explicitly, these profiles contain the probabilities that
any subsequence of arbitrary length is unpaired in thermodynamic
equilibrium. These probabilities are converted to free energies that
then enter as position-dependent penalties in the computation of the
interaction energies, preserving RNAplex O(m ·n) run time. The
main advantage is that the accessibility profiles can be precomputed
and stored, making this approach particularly attractive for large-
scale screening studies. In addition, we extended RNAplex so that
it can also handle multiple alignment. This inclusion of comparative
information into the target prediction process leads to a substantial
increase in specificity.

2 METHODS

2.1 RNAplex novelties
The extension of RNAplex brings two novelties that increase its
specificity. First, we introduce position-specific per-nucleotide penalties
that approximate the effects of the competition between intra- and
intermolecular interactions. Second, RNAplex is now able to compute
the interactions between two alignments, allowing RNAplex to favor
evolutionary conserved interactions. Similar to the single sequence version,
the multiple sequences alignment version can also consider the accessibility
of the targets.

2.2 Approximate opening energies
We first outline the design of RNAplex, which employs a two-steps
approach. In the first step, the scanning phase, RNAplex identifies positions
where putative interactions may end. For small interior loops (1×1, 2×1
and 2×2), as well as bulges of size 1, RNAplex still employs the original
look-up tables provided by the Turner Energy Model. For larger interior
loops and bulges, however, RNAplex uses a linear approximation of the
size dependence of loop energies (Tafer and Hofacker, 2008). The resulting
energy model is exact for small loops and slightly overestimates the loop
energies of large interior, bulge loops and strongly asymmetric loops. A
further advantage of the linear energy model is that RNAplex needs to store
only the last four columns of the dynamic programming matrix during the
scan phase. Once all high-scoring interactions are localized along the target
sequence, RNAplex uses the standard energy model to recompute the energy
and structure of the putative hybrids.

During the scan phase, in order to extend a hybrid by one nucleotide, we
need to know the cost of freeing this nucleotide from all the intramolecular
interactions it might be involved in. In thermodynamic equilibrium, this
energy cost can be derived from the probability that the interacting stretch
of nucleotides is unpaired. Since it is too expensive to compute this for
all intervals, we seek a step-wise procedure. Consider an intermediary
hybrid structure Sx

y between two sequences x and y that starts at base
pair (xi,yj) and spans wx nucleotides of sequence x and wy nucleotides of
sequence y. We need to determine the conditional probability wx Px

u[i+wx]
that nucleotide xi+wx is not involved in any intramolecular interaction,
given that its predecessors i+wx −1 is unpaired, and the analogous quantity
wy Py

u[j−wy]. The subscript u emphasizes that the nucleotides x and y are
supposed to be unpaired. Note that this is not the same as the problem
of assessing the probability Pu[i+wx] that the individual nucleotides xi+wx

is unpaired, because base pairing probabilities of adjacent nucleotides are
highly correlated (Bompfüenewerer et al., 2008b).

The desired conditional probability can be written as:

wx Px
u[i+wx]=Px

u([i+wx]|[i,i+wx −1]), (1)

where the notation means that the interval [i,i+wx −1] is unpaired. An
analogous expression holds for sequence y. Using the definition of the
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conditional probability, we can write:

wx Px
u[i+wx]= Px

u([i,i+wx −1]∪[i+wx])
Px

u[i,i+wx −1] =

= Px
u[i,i+wx]

Px
u[i,i+wx −1]

(2)

Equation (2) tells us that the conditional probability wx Px
u[i+wx] depends

only on the probabilities Px
u[i,i+wx] and Px

u[i,i+wx −1] that the
corresponding intervals are unpaired. Conversely, the probability that an
intervals is unpaired can be computed from the conditional probabilities and
the probabilities that individual nucleotides are unpaired:

Px
u[i,i+wx]=Px

u[i]·
wx∏
j=1

jPx
u[i+j] (3)

A closer look at Equation (2) shows that the exact start position of the hybrid
Sx

y has to be known in order to compute the desired conditional probability.
SinceRNAplex stores only a small number (four) of columns of the dynamic
programming matrix, this cannot be done exactly. Instead we employ the
approximation

Px
u[i,i+wx]

Px
u[i,i+wx −1] ≈ Px

u[i+wx −δ+1,i+wx]
Px

u[i+wx −δ+1,i+wx −1]
= δ

P
x
u[i+wx]

(4)

where δ represents the number of nucleotides considered prior to nucleotide

xi+wx and
δ
P

x
u[i+wx] represents the conditional probability that xi+wx is

unpaired for a given δ. This approximation is exact for δ=wx and becomes
worse with decreasing δ. This is a direct consequence of the fact that the state
of the nucleotides in the interval [i,i+wx −δ+1] is not taken into account
for the computation of the conditional probability of nucleotide xi+wx .

Equation (3) can now be rewritten in the form

Px
u[i,i+wx]≈

δPx
u[i,i+wx]=Px

u[i,i+δ−1]·
wx∏
j=δ

δ
P

x
u[i+j] (5)

The probability Px
u[i,i+wx] of being unpaired is related to a corresponding

opening energy

�Gx
u[i,i+wx]=−RTlnPx

u[i,i+wx]. (6)

The energy cost of adding one nucleotide to the hybrid therefore can be
written as

�
δ
G

x
u[i+wx]=−RTln

δ
P

x
u[i+wx]=

�Gx
u[i+wx −δ+1,i+wx]

−�Gx
u[i+wx −δ+1,i+wx −1].

(7)

The opening energy of a region of size of w thus is given by

�δGx
u[i,i+wx]=−RTln δPx

u[i,i+wx]=

�Gx
u[i,i+δ−1]+

wx∑
j=δ

�
δ
G

x
u[i+j]. (8)

Since RNAplex only stores the current four columns of the recursion matrix,
we set δ=4 in practice.

2.3 Modified recursions of RNAplex

The energy �
4
G

x
u[i] of freeing nucleotide xi from all its intramolecular

interactions can now easily be integrated into the dynamic programming
recursion of RNAplex.

Let Ci,j be the best interaction energy between the subsequences x1 ...xi

and yj ...ym. Similarly, Bx
i,j and By

i,j store the optimal interactions energy

given that residue xi or residue yj , respectively, is part of a bulge; Ii,j stores
the optimal interaction energy given that xi and yj are in an interior loop.

The asymmetry penalty A models asymmetric extension of interior loops.
S(i,j,i−1,j+1) represents the energy gained by stacking base pair (xi,yj)
onto (xi+1,yj−1). M(i,j,i−1,j+1) represents the mismatch energy of the
unpaired nucleotide (xi−1,yj+1) adjacent to the pair (xi,yj). The energy
contribution of the small interior loops is represented by I. Furthermore,
we use the following abbreviations for the opening energies:

dx
1 =�

4
G

x
u[i], dx

2 =dx
1 +�

4
G

x
u[i−1], dx

3 =dx
2 +�

4
G

x
u[i−2]; and dy

1 =
�

4
G

y
u[j], dy

2 =dy
1 +�

4
G

y
u[j+1], dy

3 =dy
2 +�

4
G

y
u[j+2]. The full dynamic

programming recursion then reads

Ci,j = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Ci−1,j+1 +S(i,j;i−1,j+1)+dx
1 +dy

1

Ci−1,j+2 +S(i,j;i−1,j+2)+Pbulge +dx
1 +dy

2

Ci−2,j+1 +S(i,j;i−2,j+1)+Pbulge +dx
2 +dy

1

Ci−2,j+2 +I(i,j;i−2,j+2)+dx
2 +dy

2

Ci−3,j+2 +I(i,j;i−3,j+2)+dx
3 +dy

2

Ci−2,j+3 +I(i,j;i−2,j+3)+dx
2 +dy

3

Ci−3,j+3 +I(i,j;i−3,j+3)+dx
3 +dy

3

Ii−1,j+1 +M(i,j;i−1,j+1)+dx
1 +dy

1

Bx
i−1,j+1 +dx

1

By
i−1,j+1 +dy

1

Ii,j = min

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

Ci−1,j+1 +M(i−1,j+1;i,j)+
+gI

open +2gI
ext +dx

1 +dy
1

Ii−1,j +gI
ext +A+dx

1

Ii−1,j+1 +2gI
ext +dx

1 +dy
1

Ii,j+1 +gI
ext +A+dy

1

Bx
i,j = min

{
Ci−1,j +gB

open +gB
ext +dx

1

Bx
i−1,j +gB

ext +dx
1

By
i,j = min

{
Ci,j+1 +gB

open +gB
ext +dy

1

By
i,j+1 +gB

ext +dy
1

2.4 Hybrid structure and hybrid energy
The computation of the hybrid structure and interaction energy follows
the strategy of RNAup. We assume that the binding region may contain
mismatches and bulge loops. Thus, the most stable interaction between two
segments (xi,yj) and (xk,yl) is obtained by minimizing over all possible
interior loop closed by (xp,yq)

C(xi,yj,xk,yl)= min
xk <xp<xi
yl>yq>yj

C(xi,yj,xp,yq)+

I(xp,yq,xk,yl)+�Gx
u[i,k]+�Gy

u[j,l]
(9)

The overall most stable interaction is then obtained by minimizing over both
duplex closing pairs (xi,yj) and (xk,yl):

Emin = min
x1<xk <xi<xn
y1<yj<yl<ym

C(xi,yj,xk,yl) (10)

where n and m are the length of sequences x and y, respectively. This leads
to a theoretical run time of O(n3 ·m3) and a memory footprint of O(n2 ·m2).

Here we should note that one end of the hybrid, namely the base
pair (xi,yj), was already found in the scanning phase of RNAplex. As a
consequence, we only need to minimize over one closing pair instead of
two. Equation (10) can thus be rewritten as:

Emin = min
x1<xk <xi
yj<yl<ym

C(xi,yj,xk,yl) (11)

Equations (10) and (11) show that the knowledge of base pair (xi,yj) allows
to reduce memory and run time by a factor n ·m. Furthermore, the size of
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A B C

Fig. 2. (A) Boxplot representation of the distribution of the relative opening energy between our model and the standard energy model for different δ and a
fixed target size of 20 nt. As expected, larger δ lead to smaller discrepancies. RNAplex uses δ=4. At this level of approximation, the Pearson’s correlation
coefficient between the approximated model and the real model reaches 0.92. (B) Scatterplot of the standard opening energies for 114 60 target sites of size
20 against the approximated opening energies as computed by RNAplex. (C) Bar plots representing the time necessary to complete the target search for 19
bacterial sRNAs in 100 random sequences of length 1200 nt for different RNA–RNA interaction tools. RNAplex -c, i.e. the old version of RNAplex is the
fastest application with a completion time of 27 s. RNAplex -a, i.e. the new version of RNAplex considering accessibility, needs 36 s to achieve the same
task. This grows to 120 s if one considers the time necessary to compute the accessibility profile. RNAplex -a is 1000 times faster than IntaRNA (Busch
et al., 2008) and 2422 times faster than RNAup (Mückstein et al., 2008).

the interaction regions as well as the size of interior loops can be limited to
arbitrary lengths ω and L, respectively, leading to a run time of O(ω2 ·L2)
and a memory usage of O(ω2), that is, the same complexity as RNAduplex
or RNAhybrid.

2.5 Accuracy
We evaluated the performance of RNAplex at two levels. First, we
looked at how well the opening energy derived by RNAplex from RNAup
profiles matched the original RNAup values. Within the model of RNA
secondary structures, this assess the quality of the approximations outlined
in the previous section compared with the exact unpairing energies. Note
that a comparison with experimentally measured opening energies is not
possible since such measurements do not appear to be available in the
published literature. The second test surveys how well RNAplex recovers
the boundaries of known duplexes. This evaluates how well the different
approximations made in RNAplex influence the quality of the predictions.
The knowledge of the exact localization of RNA–RNA interactions is
important, because ncRNAs may regulate their targets in different ways
depending on the location of the binding sites.

In order to investigate the accuracy of the accessibility profiles, we used
a set of 11 460 randomly generated sequences of length 400 nt for which
the accessibility profiles was computed with RNAup. For each sequence,
we then determined the difference of the RNAup opening energy and the
RNAplex opening energy for the region located between nucleotides 181
and 200. Figure 2 shows the relative energy differences between both models
as bar plots for different values of δ. The largest variations are seen for δ=1
with differences larger than 100%. R2 (triangle) and the Pearson’s correlation
coefficient (square) reach their minimum there (0.09 and 0.37, respectively).
Both coefficients then steadily improve with δ and reach their theoretical
maximum of 1 for δ=w. For δ<w, our approximation slightly overestimates
the opening energy. This can be seen for δ=4, the value used in RNAplex
in the scatterplot in the middle of Figure 2. Half of the relative deviation are
contained between +7% and −14%.

The accuracy of the energy model (interaction and opening energy) used
in RNAplex was compared with that of RNAup, biRNA (Chitsaz et al.,
2009), and the old version of RNAplex (RNAplex -c) on a dataset of
17 known bacterial small RNA–mRNA interactions (Chitsaz et al., 2009)
(see Supplementary Material). In this dataset, both the opening energy of the
interacting sequences and the hybridization energy affects the prediction.

RNAplex -c (old version) missed four interactions, while all RNAplex
-a (with accessibility information) predictions overlapped with the
corresponding experimentally determined interactions, as did the predictions
of RNAup and biRNA (see Supplementary Table S2). These results
emphasize the importance of accessibility for the correct prediction of RNA–
RNA interactions. Furthermore, it confirms that the approximations used in
RNAplex are sufficient to reach a level of accuracy similar to that of RNAup
and biRNA.

The location of the predicted closing pairs was compared to the confirmed
locations. For each prediction tool, the average over all 17 interactions
of the sum of the magnitude of the deviation between the predicted and
confirmed locations of the four closing nucleotides was computed. All three
accessibility-based methods performed similarly with an average deviation
of 16.76 for RNAup, 19.88 for biRNA and 20.60 for RNAplex -a,
much smaller than the average deviation of RNAplex -c (59.76 nt) (see
Supplementary Table S2).

It should be noted that RNAup and RNAplex, in contrast to biRNA,
cannot handle interactions involving two or more interacting regions, such
as the two kissing-hairpin complexes found in OxyS-fhlA. Still, in contrast
to RNAup, RNAplex can return suboptimal predictions, without run time
overhead, that can be used to identify disjoint interaction regions. For OxyS-
fhlA, the confirmed binding regions are located at positions [22,30] and
[98,104] on OxyS and [87,95] and [39,45] on fhlA, in accord with the two
best suboptimals returned by RNAplex which are located on [23,28] and
[96,100] on OxyS and [87,92] and [41,45] on fhlA.

2.6 Computational efficiency
The run time of the new version of RNAplex was compared with that of
the old version (RNAplex -c, no accessibility), RNAup and IntaRNA
(Busch et al., 2008) on a dataset containing 19 E.coli sRNAs and 100
E.coli mRNAs (see Supplementary Material). For each gene, we defined
the putative target region as the sequence interval from 200 nt upstream and
1000 nt downstream of the start codon.
RNAplex completed this task in 36 s, while IntaRNA and RNAup

needed 34150 and 86487 s, respectively. The run time of RNAplex thus is
reduced by a factor of 2400 and 950 compared with RNAup and IntaRNA,
respectively. If we count the time needed to compute the accessibilities
needed by RNAplex, the total run time reaches 120 s, still more than two
orders of magnitude less than the other tools (Fig. 2).
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We further compared the run time and the memory consumption of RNAup
and IntaRNA against that of the new RNAplex, by generating a set of
random target sequences of size 400, 800, 1600, 3200 and 6400 nt and query
sequences of size 100, 200, 400 and 800 nt and searching for targets with
all three tools. On this dataset, the new RNAplex is between 575 and 1600
times faster than IntaRNA and between 1500 and 65 400 times faster than
RNAup. The memory consumption is also drastically reduced. RNAplex
needs at least 17 and at most 1330 times less memory than IntaRNA ,
and 15–626 times less memory than RNAup (see Supplementary Table S1).
Compared to the old version without accessibilities, the new RNAplex needs
only four times more memory.

2.7 Conserved interactions
The absence of conserved target site in closely related species may indicate
that the proposed interaction does not occur in nature. The presence of
compensatory mutations between the sRNA and the target site, on the other
hand, can lend further credibility to single sequence target predictions (Chen
et al., 2007). Alignments thus can improve the specificity of target search by
focusing on evolutionary conserved interactions.

We, therefore, extended RNAplex to alignments. The approach follows
the same idea as RNAalifold (Bernhart et al., 2008; Hofacker et al., 2002),
where a thermodynamic energy minimization folding algorithm is coupled
with a simple scoring model to assess structural evolutionary conservation.
Base pairs are, therefore, restricted to pairs of positions in the alignments in
which most or all sequences can form canonical pairs.

The evolutionary model used in RNAplex, while straightforward,
performs well in predicting consensus secondary structure. Its simplicity
allows it to be integrated into RNAplex without run time overhead (see
Supplementary Material).

A potential weakness is the RNAalifold scoring model, which
was trained and optimized for intramolecular interaction, instead for the
intermolecular interactions to which it is applied here. More complex
scoring schemes such as the one used in PETfold and PETcofold,
where a maximum expected scoring approach combines the evolutionary
probabilities of a consensus structure given an alignment with the
thermodynamic probabilities of the associated structures in each sequence
(Seemann et al., 2008, 2010, 2011), perform slightly better than the
RNAalifold scoring scheme. However, they can be incorporated only
at the cost of a greatly increased run time, and thus are incompatible with
the purpose of RNAplex.

Similar to the single sequence version, the alignment version of RNAplex
only allows interior loops in the RNA–RNA hybrids. Like the single
sequence, accessibility can be taken into account by averaging the position-
dependent extension costs computed for the individual sequences in the
alignment (see Supplementary Materials for a full description of the
recursion).

2.8 Datasets
A complete description of all datasets used in this study can be found in the
Supplementary Materials.

3 APPLICATION
As an application example, we consider the genome-wide prediction
of sRNA targets in E.coli. As a reference set, we use the
experimentally confirmed interactions published by Urban et al.
(2007). We expect that, for a given sRNA, the number of predicted
interactions with other (false positive) targets should decrease when
accessibility of the target mRNA in included. Ideally, it should reach
the low levels observed for RNAup (Mückstein et al., 2008).

For each sRNA, the amount of false positives was estimated
by counting genome wide the number of sRNA-target interactions

that are more stable than the experimentally reported sRNA-target
duplex. For each 4463 E.coli genes, a mRNA of length 1200 nt,
including 200 nt upstream and 1000 nt downstream of the start
codon were defined. Accessibility profiles were computed with
RNAplfold, with a folding windows (option -W) of 240 nt and
a maximal base pair distance of 160 (option -L). An interaction
was reported if the corresponding sRNA–mRNA interaction energy
is smaller than the experimentally confirmed interaction, and if
it occurs in region encompassing 80 nt, 50 nt upstream and 30 nt
downstream of the start codon.

The inclusion of the accessibility profiles in the new version of
RNAplex leads to a substantial improvement as can be seen from
Table 1. All native interaction sites are among the predictions, and
the detailed target site localization is improved. Most importantly,
the number of predictions with better interaction energies, i.e. the
false positives, is reduced to a level similar to that of RNAup.

In order to better assess the number of false positives, the
same method was applied on the dinucleotide-shuffled sRNAs
and mRNAs. To this end, we compared the interaction energy
of the non-shuffled, experimentally confirmed interactions, to the
energy distribution of the shuffled sequences. Interestingly, in seven
out of nine cases, the number of false positives is smaller (see
Supplementary Material) in the shuffled case than in the non-shuffled
one. This can be explained by the fact that in various bacteria, the
region around the ribosomal entry site, which is also the preferred
region of sRNA binding, is more accessible than the rest of the
mRNA (see Supplementary Material). This in turn implies that
compared with shuffled sequences, sRNAs have a greater chance to
bind to the region around the start codon in non-shuffled mRNAs.
Depending on the ncRNAs, one can expect between 7.5×10−7 false
positives per nucleotide for micC and 1.5×10−4 false positives for
gcvB (see Supplementary Material).

3.1 Multiple alignment
While RNAplex recovers all interactions, some of them like RyhB-
sodB or GcvB-oppA are ranked lowly. A comparative version of
RNAplex was designed (see Section 2) to reduce the number of
false positives. Similar to consensus RNA folding, the quality of the
input alignments is crucial to obtain meaningful results (Bernhart
et al., 2008).

The comparison of the performance of the single sequence with
the comparative version of RNAplex was achieved by generating
multiple sequences alignments clustalw (Larkin et al., 2007) for
the eight sRNAs from Table 1 and with MUSCLE (Edgar, 2004)
for the 4463 E.coli mRNAs. The list of bacteria used for the
alignment are found in the Supplementary Material.

In many cases, MUSCLE and clustalw were not able
to satisfactorily align the sequences. This was caused e.g. by
misannotations of the start codon as for the ompA gene in E.coli
APEC 01, which was incorrectly annotated 70 nt upstream of the
true start codon. In order to better handle these cases, we devised
a method to produce multiple alignments of highly similar and
strongly binding target sites (see Supplementary Materials).

Because highly conserved interactions are more credible than non-
conserved interactions, ranking of interactions based on multiple
sequences alignments should not only take the interaction energy
into account, but also the number of organisms (in which a predicted
interactions is detectable). This can be achieved by using Z-scores
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Table 1. Summary of the predicted binding sites for the nine functional interactions reported by Urban et al. (2007)

sRNA mRNA Pos.lit. PosRNAplex �G RNAup �G RNAplex �G RNAplex -A �G Z-score
Z-score
Noseq

RyhB sodB −7, +5 −4, +5 −10.50 (60) −11.08 (50/87) −9.31 (12) 65 57 2 (7)
DsrA hns +6, +21 +7, +19 −10.90 (17) −12.74 (2/128) −11.25 (10) 1 12 0 (0)
MicA ompA −21, −6 −21, −6 −13.46 (0) −14.35 (1/67) −14.04 (14) 0 11 0 (0)
MicC ompC −30, −15 −30, −15 −15.85 (1) −16.24 (2/97) −17.50 (9) 0 0 0 (0)
MicF ompF −8, +10 −16, +10 −17.00 (3) −13.65 (8/34) −18.28 (6) 0 0 0 (2)
Spot42 galK −19, +14 −19, +21 −18.92 (0) −13.02 (25/38) −7.31 (9) 25 28 5 (12)
SgrS ptsG −28, −8 −28, +4 −17.17 (1) −17.53 (0/170) −11.17 (10) 5 4 0 (1)
GcvB dppA −31, −10 −31, −14 −16.90 (16) −17.11 (8/80) −13.15 (9) 14 14 7 (19)
GcvB oppA −4, 21 −8, 16 −11.64 (58) −12.00 (36/263) −14.43 (5) 27 26 14 (19)

The first and second columns show the name of interaction partners. Columns 3 and 4 give the predicted and experimentally reported binding regions, respectively. Columns 5 and
6 report the binding �G computed by RNAup and RNAplex, respectively. The numbers in parenthesis in the sixth column represent the number of interactions, located within a
window of 80 nt centered around the start codon, with a lower interaction energy than the experimentally reported interaction for the predictions made by RNAplex with and without
considering the opening energy, respectively. Column 7 gives the interaction energy for the multiple sequences interactions. The numbers in parenthesis in column 7 represent the
number of sequences in the final alignments. Column 8 shows the rank of the interaction when looking only at the interaction energy. Column 9 shows the rank of the interactions
based on the Z-score corrected for the number of sequences in the alignment. Finally, column 10 shows the rank of the interaction based on the Z-score, given that only interactions
with a greater or equal number of sequences in the alignment are taken into account. The number in parenthesis in the last column represent the number of better scoring elements
in the case of alignment when no accessibility information are taken into account.

as alternative ranking criterion. The Z-scores can be computed
for all interactions having the same number of sequences in the
alignments. This is important as highly conserved interactions tend
to have a higher consensus interaction energy than interactions that
are conserved in only few organisms (see Supplementary Figure S2).

In this way, extremely stable interactions can be compared
without having to worry about the number of sequences in the
alignments. The main drawback of this method is that highly
conserved interactions with more than 10 sequences are rare, making
the Z-score analysis unreliable. This is the case, for example, for the
micA-ompA pair, which has the highest interaction energy among
the interactions involving 14 species. In this case, the rank of MicA
drops from 2 for the single sequence approach to 11 for the alignment
approach.

Table 1 shows that the rank based on the interaction energy
or the Z-score is similar to that of the single sequence energy
ranking. However, when considering only interactions having a
greater or equal number of sequences and a higher Z-score (column
10), the number of interactions that score better than the native
one in the single sequence case (column 6) decreases significantly,
with the greatest reduction being seen for ryhB. This is especially
interesting because the ryhB-sodB is difficult to predict, probably
due to its dependence upon Hfq, a protein known to facilitate sRNA–
mRNA duplex formation (Sittka et al., 2007). Similar to the single
sequence case, the use of accessibility information in the case of
multiple sequences alignments allows to improve the rank of the
known interactions. This can be seen in the last column of Table 1.

It should be noted that some false positives turned out to be real
interactions: for example, iscS and acnB score better than sodB as
targets for ryhB and are true targets (Desnoyers et al., 2009; Massé
and Gottesman, 2002). Similar trends can be seen if the Z-score
threshold is set to 0 and the number of sequences in the multiple
alignment remains unchanged. If we look at the gene ontology
of these targets in the case of ryhB (43 targets), we see that 35
are involved in catalytic activities (P=0.006), 9 are involved in
iron–sulfur cluster binding (P=0.007), 39 are involved in binding

(P=0.01). ryhB targets are also significantly overrepresented in the
CO2 fixation (P=0.0001) as well as citrate cycle cellular pathways
(P=0.0002), in line with the gene ontology analysis. More examples
can be found in the Supplementary Materials.

4 DISCUSSION
We presented a new version of RNAplex, a tool designed to
rapidly and reliably predict RNA–RNA interactions. Compared
with the previously published version, RNAplex now considers
target site accessibility, by using accessibility profiles generated by
RNAplfold to approximate the energy of removing a nucleotide
from all intramolecular interactions. The introduction of position-
specific, structure-dependent extension cost allows to greatly
improve the specificity of RNAplex, bringing it close to that
of RNAup, without modifying the linear run time of the original
RNAplex.

Clearly, the main feature of RNAplex is its run time efficiency.
On a dataset of 19 ncRNAs and 100 target mRNAs on length 1200,
RNAplex runs 2400 faster than RNAup without noticeably loss of
specificity, thus making ncRNAs target searches more affordable.
In its present implementation, RNAplex can be used not only to
predict ncRNA targets in small genomes, but can also be used
to find miRNA targets and siRNA off-targets in large mammalian
genomes and transcriptomes and it can be applied to microarray
probes design. In contrast to RNAup or RNAhybrid, RNAplex
can return suboptimal solutions efficiently on the fly without the
need of recomputing the full recursion matrix.

The ability of RNAplex to perform comparative target search
allows to discard poorly conserved interaction and to lend further
credibility to interactions showing compensatory mutations. Based
on a dataset of experimentally confirmed interactions, we show that
RNAplex in its present form is an useful tool to predict new sRNA
targets. We further show that suboptimal predictions from RNAplex
may actually be real targets. Application of the comparative version
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of RNAplex on larger genomes and other ncRNAs, e.g. miRNAs,
is straightforward.

In order to make RNAplex more usable for the community,
we plan to set up a web server especially designed to predict
targets for sRNAs in bacteria. We further plan to use RNAplex to
better understand the regulatory circuits found in E.coli (Shimoni
et al., 2007). Finally, a probe design method based on RNAplex is
currently being developed.
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Abstract: Bacterial small non-coding RNA (sRNA) plays an important role in
post-transcriptional gene regulation. Although the number of annotated sRNA is steadily
increasing, their functional characterization is still lagging behind. Various computational
strategies for finding sRNA–mRNA interactions, and thus putative sRNA targets, were
developed. Most of them suffer from a high false positive rate. Here, we present a
qualitative model to simulate the effect of an sRNA on the translation initiation of a potential
target. Information about the ribosome–mRNA interaction, sRNA–mRNA interaction and
expression information from deep sequencing experiments is integrated to calculate the
change in translation initiation complex formation, as a proxy for translational activity.
This model can be used to post-evaluate predicted targets, hence condensing the list of
potential targets. We show that our translation initiation model, under the influence of an
sRNA, can successfully simulate thirteen out of fifteen tested sRNA–mRNA interactions
in a qualitative manner. To show the gain in specificity, we applied our method to a target
search for the Escherichia coli sRNA RyhB. Compared with simple target prediction without
post-evaluation, we reduce the number of targets to less than one fourth potential targets,
considerably reducing the burden of experimental validation.

Keywords: sRNA; sRNA target prediction; translation initiation
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1. Introduction

Bacteria’s competence to adapt to changing environmental conditions is one key to their ecological
success. Beside the network of transcription factors, a second layer of regulation has attracted attention
since 1984 when the influence of the RNA MicF on the expression of ompF was discovered [1]. Since
trans-acting small non-coding RNA (sRNA) shifted into the focus of research, remarkable progress
was made describing new sRNA genes in a number of bacterial species. Experimental approaches
(micro-arrays, co-purification, and more recently, next generation sequencing) could successfully
verify more than 80 sRNA genes in Escherichia coli [2]. Computational screens based on sequence
conservation, structural homology or expected components, like promoters and terminators, suggest the
existence of hundreds more [3]. Meanwhile the functional description of newly found sRNA genes
becomes the main obstacle in broadening the existing gene regulation networks.

Functional characterization is still a challenging task. It is not clear from the outset by which
mechanism an sRNA works. They bind to proteins, altering their activity [4], or they bind to target
mRNA, thus influencing their stability or translation. The latter can be performed in different ways.
Some sRNA block translation initiation by competing with the ribosome binding site (RBS) of the
mRNA. This leads to reduced translation, which can again cause degradation of the unused mRNA
molecule. A less frequent effect of a bound sRNA is to fortify the translation rate by inducing a
refolding of the translation initiation region (TIR) and thus dissolving translation inhibiting structures.
Additionally, some sRNA exclusively regulate only one target whereas others can interact with dozens of
targets, applying a different one of the above-mentioned mechanisms each time. In contrast to miRNA
in eukaryotes, where a lot of binding rules are marked out (such as a 5′ binding seed or a preference for
binding sites at the ends of 3′ UTR [5]), the interactions of sRNA with their mRNA counterparts show a
striking variability in bacteria [3].

All this complexity is reflected by the fact that there is no satisfying standalone technique to find new
targets for an sRNA yet. Experimental approaches are very labor intensive, which means that they are not
applicable to broad genomic screens (e.g., two-plasmid reporter gene assay [6]), or they are not suitable
to properly distinguish between primary and secondary regulation effects (e.g., sRNA over-expression
or deletion with downstream transcriptome profiling [7]).

Computational target prediction methods have shown to be helpful. The applied techniques range
from mere sequence-based methods comparable with Blast [8] (e.g., TargetRNA [9]), to more
sophisticated methods that calculate the hybridization energy by considering the inter-molecular
base-pairing and stacking energies (implemented in, e.g., RNAduplex, part of the
ViennaRNA Package [10]). The latest generation also includes intra-molecular structure,
thus taking the accessibility of the putative binding site into account. This approach was
implemented in RNAup [11], IntaRNA [12] and most recently RNAplex [13] in combination with
RNAplfold [14,15]. The structure based tactics are similar in their attempt to find the best possible
interaction or interactions between two given RNA sequences. Since any two sufficiently long
sequences will show some stable interaction, the decision of which sequences to search and how the
results are interpreted is up to the user. A common strategy is to concentrate on a sequence stretch
of −30 nt to +20 nt around the translation start site [9], which, by reducing the search space, reduces
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the number of predicted nonfunctional binding sites. This strategy has proven to be quite successful
since many observed interactions are indeed taking place in this region. However, some interactions
are known to be further upstream. In E. coli, DsrA and RprA bind their target rpoS at position −94 nt
and −93 nt, respectively, upstream of the translation start site where they induce an activation of
translation [16]. OmrB represses csgD by binding from position −79 nt to −61 nt in front of the gene’s
start site [17]. Even in the reduced search space around the start codon, it seems that the
thermodynamically best binding sites are not always the biologically functional ones. Some
experimentally observed binding sites show an unfavorable calculated binding energy and thus are
easily overseen in genome wide screens. This might be explained by the activity of chaperons such as
Hfq, which stabilize the sRNA–mRNA interaction [18].

This is why we developed a new approach to extend the common binding site prediction with an
automated evaluation of the functional consequences of a bound sRNA on translation initiation. This is
achieved by introducing a model that simulates the initiation of translation in the system mRNA, sRNA
and 16S ribosome. With this approach, it is possible to examine which of the putative interactions have
the potential to interfere with translation initiation. In the following article, we will lay out how our
model can simulate this influence and show that this can be helpful to evaluate predicted target sites for
their biological significance.

2. Model Description

Translation initiation is the process by which components of the ribosome detect an mRNA, which
leads to the assembly of the ribosomal machinery. It was demonstrated that this is the rate limiting
step for translation [19]. It is triggered by the binding of the 30S ribosome unit, via the 3′ end of the
16S ribosomal RNA, to the Shine–Dalgarno sequence (SD) and the positioning of the fMet-tRNAfMet

anti-codon to the correct start-codon on the mRNA. A mathematical model of this process was developed
by Na and Lee [20], whose concept and nomenclature are adopted here. The model was slightly adapted
and substantially expanded to include the influence of sRNA binding on translation initiation.

Kinetically, the initiation of the ribosome–mRNA interaction is driven by the energy gained from
the hybridization of the 16S rRNA to the ribosome recognition site (RRS, i.e., a generalization of the
Shine–Dalgarno sequence) and the anti-start-codon–start-codon interaction. Further on, the accessibility
of the complete ribosome docking site (RDS, i.e., the stretch of the mRNA that is occupied by the
translation initiation complex) is essential because during initiation the ribosome has no capability to
dissolve inhibiting structures on the mRNA [21]. At this point, the sRNA can interfere with ribosome
binding: Either it competes with the ribosome for binding within the RDS or it alters the accessibility
of the RDS by binding close-by and inducing a refold, hence changing the mRNA accessibility for
the ribosome.

We define the RRS as the energetically most favorable binding site of the anti-RRS (the 3′ end of
the 16S rRNA, in the case of E. coli this would be “UCACCUCCUU”) upstream of the translation start
site. Calculating all possible interactions and choosing the energetically most favorable one, provides the
position of the RRS and the ribosome–mRNA hybridization energy ∆GR. To account for the stabilizing
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effect of anti-start-codon–start-codon interaction, −1.19 kcal/mol for AUG, −0.075 kcal/mol for GUG and
0 kcal/mol for all other are added to ∆GR [22].

The RDS was shown to be about 30 nt long [19], starting from the predicted RRS start. The
RDS exposing probability of the free mRNA PEF (i.e., the probability that this 30 nt long sequence
is accessible for the ribosome), or equivalently the free energy ∆EF = −RT ln PEF needed to make the
RDS accessible, is the main thermodynamic barrier in translation initiation.

Regarding the system consisting of mRNA, sRNA and ribosome, the following reactions
(Equations 1–4) lead from the free unbound mRNA MF to the ribosome bound mRNA MR or can
compete with this reactions. For simplicity, Equation 4 itself is not included in the model.

MF + SF
KS−−⇀↽−− MS (1)

M∗
F + RF

KR−−⇀↽−− MR (2a)

MF
KEF−−−⇀↽−−− M∗

F (2b)

M∗
S + RF

KR−−⇀↽−− MSR (3a)

MS
KES−−−⇀↽−−− M∗

S (3b)

MR + SF
KSR−−−⇀↽−−− MSR (4)

Thereby, MF is the free unbound mRNA, RF the free ribosome, SF the free sRNA, MS and MR the
sRNA and the ribosome bound mRNA, respectively. MSR represents the mRNA species with sRNA
and ribosome bound at the same time. The superscript asterisk “∗” marks the RDS exposing fraction of
its kind. In the following, we will use the convention to address reaction species with uppercase letter,
whereas lowercase letters are used when we refer to the concentration of the particular reaction species.

The equilibrium constants of the ribosome binding and sRNA binding reaction, KR = exp(−∆GR
RT )

and KS = exp(−∆GS
RT ), respectively, can be calculated from the free energy difference of the reaction

∆GR and ∆GS , where T is the temperature and R the gas constant. Please note that the reaction constant
for the ribosome binding to the mRNA KR is independent of mRNA structure, thus the same in Equation
2a,3a. The mRNA structure is already considered through the formation of M∗ (Equation 2b,3b).

KEF and KES denote the equilibrium constants of the unfolding reaction of the complete RDS,
without and with the influence of a bound sRNA, respectively. The reaction constants are connected
to the probabilities P to expose the RDS by P = K

1+K . In the following we will only work with the
corresponding probabilities PEF and PES .

To calculate the amount of ribosome bound mRNA, the relative positions of the sRNA binding site
and the RDS have to be considered. In the case where the RDS overlap with the sRNA binding site,
reaction 3a is not possible since a simultaneous binding of the ribosome and the sRNA is sterically not
possible, thus species MSR does not occur. If RDS and sRNA binding site are spatially separated, sRNA
and ribosome can bind to the same mRNA molecule, hence two translational active mRNA species, MR

and MSR, have to be considered.
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The chemical reaction network above can be readily translated into a system of equations describing
the equilibrium concentrations of all chemical species. In the following, we use this to calculate
the amount of ribosome bound mRNA and its dependence on sRNA presence. Figure 1 depicts the
different routes and reactions that lead from the unbound mRNA to translational active, namely ribosome
bound mRNA.

Figure 1. Graphical illustration of all reactions and species considered in the reaction
network. The RNA species are depicted with black backbones, blue intra-molecular and
orange inter-molecular base-pairs. The ribosome with its anti-RRS sequence is shown as a
green sphere. The RDS is highlighted in gray. The RRS, the start codon and the RNA binding
site are marked with green, red and yellow, respectively. Reactions are symbolized with ↔
arrows, their corresponding equilibrium constants and a reference to the reaction equation
in the main text. (A) In the case where the RDS and the RNA binding site overlap, two
reaction branches from MF compete with each other. One leads to sRNA bound mRNA
MS , the other leads via M∗

F to ribosome bound mRNA MR; (B) In the case where the
RNA binding-site and RDS are spatially separated, there are two routes from free mRNA
to translationally active MTA. One leads as before via M∗

F to MR. The other route first leads
to an sRNA·mRNA complex, which can further expose its RDS M∗

S , and eventually ends in
the active ribosome·mRNA·sRNA complex MSR.

114



Int. J. Mol. Sci. 2012, 13 16228

2.1. Overlap of sRNA-BS and RDS

Since sRNA and ribosome cannot bind the same mRNA, the only translational active mRNA is the
MR species. The ribosome binds the free RDS exposing mRNA in thermodynamic equilibrium with

KR m∗
F rF = mR (5)

At the same time the sRNA binding competes with this reaction. sRNA binding onto free mRNA can
be described with

KS mF sF = mS (6)

Furthermore, the following relationships can be formulated, thereby sF , sT , mF , mS , mR, mT , rF and
rT describe the concentrations of free sRNA, total sRNA, free mRNA, sRNA bound mRNA, ribosome
bound mRNA, total mRNA, free ribosome and total ribosome, respectively.

sF + mS = sT (7)

mF + mS + mR = mT (8)

rF + nmR = rT (9)

The pool of free ribosomes is depleted not only by ribosomes bound at the TIR but also by actively
translating ribosomes. To account for this, we follow Na and Lee [20] and introduce the ribosome
occupancy n in Equation 9. The value n is estimated from experiments on the E. coli lac operon that
show on average 20 ribosomes bound to the mRNA [23]. Thus, each initiation event (as modelled by
Equation 5) ultimately reduces the number of free ribosomes by approximately n = 20.

Taking this system of five equations (Equations 5–9) together with m∗
F = PEF mF allows to compute

the amount of translation initiation complex mR as function of KR, KS , PEF , sT , rT , mT and n. In
principle the variables sF , mF , m∗

F , rF and mS can be eliminated resulting in a cubic polynomial that is
analytically and numerically solvable. Details can be found in the supplementary material.

2.2. No Overlap of sRNA-BS and RDS

When RDS and sRNA binding site are spatially separated, both binding sites can be occupied at the
same time. As a consequence, two species in the described reaction network represent active translation
initiation complexes. To contribute for this we introduce a new variable for the translational active
mRNA mTA.

mTA = mR + mSR (10)

Furthermore, we have to consider reaction 3a, describing the binding of a ribosome to an
sRNA·mRNA complex

KR m∗
S rF = mSR (11)

In contrast to the first case with overlapping RDS and sRNA-BS, Equations 7–9 have to be adapted
in the following way to include the new species of mSR

sF + mS + mSR = sT (12)
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mF + mS + mR + mSR = mT (13)

rF + n (mR + mSR) = rT (14)

As before it is possible to eliminate from the seven Equations 5, 6, 10–14 additional with m∗
S = PES mS

the variables mF , m∗
F , sF , rF , mR, mS , m∗

S and mSR. The result is a quintic polynomial equation
describing the translational active mRNA mTA as a function of KS , KR, n, PEF , PES , mT , rT and sT ,
which can be numerically solved.

Table 1. Overview of the modules from the ViennaRNA Package used in the
implementation of our translation initiation model. Manuals with more detailed descriptions
can be found at www.tbi.univie.ac.at/~ronny/programs/<program_name>.html.

Program Name Program Description Reference

RNAduplex

Computes optimal structures upon hybridization of two R-
NA strands and the free energy of the resulting duplex. The
calculation is simplified by allowing only inter-molecular
base pairs.

[10]

RNAplex

Finds optimal sub-optimal target sites of a query RNA
on an mRNA by computing secondary structures for
their hybridization. Accessibility effects are included in
an approximate manner, based on accessibility profiles
computed by RNAplfold.

[13]

RNAplfold

Performs local folding of very long sequences, allowing
only base pairs with a maximal span of L. It computes
mean pair probabilities as well as accessibilities for every
position i, averaging over all sequence windows of length
W that contain i. The resulting accessibility profiles can
be used, e.g., in RNAplex.

[14,15]

RNAup

Computes accessibilities, i.e., the probability Pu[i, j] that a
sequence interval [i, j] is unpaired, with an extension of the
standard partition function approach for RNA secondary
structure. This computation can also be conducted with
constraints to force specified bases to remain unpaired,
which allows us to compute accessibilities with- and
without bound sRNA.

[11]

2.3. Model Implementation

The described model equations contain concentration data, sT , mT , rT and n, which can be deduced
from experiments (e.g., RNA-seq or tiling arrays) and equilibrium constants, KS , KR, PES and PEF ,
which all can be calculated. To perform this calculations and solve the equations, we developed a
software-wrapper that makes extensive use of programs included in the ViennaRNA Package [10].
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A more detailed description of the programs used can be found in Table 1. Figure 2 illustrates the main
work-flow of the model implementation.

Figure 2. Illustration of the work-flow for the classification of whether sRNA binding can
influence the mRNA’s translation initiation. RNAplex is used to calculate possible sRNA–
mRNA interaction sites. RNAduplex calculates the ribosome–mRNA interaction, hence
determining the position of the RRS and RDS, and the hybridization energy ∆GR. The
position of the RDS and the sRNA binding site (sRNA-BS) is used with RNAup to determine
the exposing probabilities PEF and PES . The concentrations of all reactants are deduced
from RNA-seq data. All this information is integrated in the Translation Initiation Model to
calculate the amount of mRNA that is bound by the initiation complex assuming the presence
(mR(sT )) and the absence (mR(0)) of sRNA. The ratio α of these serves as a descriptor to
classify the potential of the sRNA to influence translation initiation.

The potential sRNA-BS are determined with RNAplex, considering the accessibility of potential
binding sites on the sRNA and mRNA. The accessibility is calculated with RNAplfold (the -W and -L
parameter are set to 200 and 150, respectively [24]). All sub-optimal binding sites up to a binding energy
∆GS of −7 kcal/mol, which are at most 150 nt upstream to 20 nt downstream of the translation start site
and at least 10 nt long (including inter-molecular bulges), are considered for follow-up evaluation of
their potential to influence translation initiation. RNAplex-based target prediction results in sRNA-BS
coordinates and the binding energy ∆GS , which includes (in contrast to ∆GR) the energy needed to make
the binding sites accessible.

The search for the RRS is performed by RNAduplex, which calculates the energy and position of the
optimal binding site between two given RNA molecules. RNAduplex only considers inter-molecular
interactions. Intra-molecular base-pairs are ignored but inter-molecular bulges and internal loops are
permitted [25]. The search space was set to −30 nt upstream to +3 nt downstream of the translation start
site against the 10 nucleotides at the 3′ end of the 16S rRNA. This provides the position of the RRS and
the corresponding hybridization energy ∆GR of the ribosome to the mRNA. From the RRS position the
RDS position can be directly deduced to be RRSstart to RRSstart + 30 nt. The opening energy ∆EF
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of the RDS was calculated with RNAup [11], using a sequence stretch of ± 250 nucleotides around
the RDS. From the opening energy ∆EF the probability of being fully unfolded can be deduced from
PEF = exp(−∆EF

R·T ).
To calculate the sRNA influenced opening energy ∆ES , RNAup is used again. However, this time

a constraint folding approach is applied, which prevents bases interacting with the sRNA to participate
in intra-molecular folding of the mRNA. Once again, the probability PES , that the complete RDS is
unstructured, is given by PES = exp(−∆ES

R·T ).
The software wrapper is provided with the anti-RRS sequence, an sRNA sequence, an mRNA

sequence with annotated translation start site and information about the concentrations of the reaction
members. The reaction constants are determined as described above and fed into the corresponding
equation system to solve the number of ribosome bound mRNA, hence translational active mRNA,
in the presence of sRNA, mTA(sT ), and without sRNA, mTA(0). The corresponding equation is
solved numerically applying Newton’s method. In the case where RDS and sRNA-BS overlap, we
can set mTA = mR. For each analyzed putative sRNA binding site, the signed ratio α = mTA(sT )

mTA(0) (or

α = − mTA(0)
mTA(sT ) if mTA(0) > mTA(sT )) is returned as a measure of the sRNA induced change of translation

initiation efficiency. We consider all mRNA whose translation initiation rate changes more than 2-fold
(|α| > 2) to be putatively regulated by the corresponding sRNA.

3. Simulation of Known sRNA–mRNA Interactions

To test our model, we simulated the effect of sRNA binding onto translation initiation for several
well-described sRNA and their targets. Since the distinguishing characteristic of the presented approach
is the possibility to qualify the regulatory effect of a proposed sRNA–mRNA interaction, the focus was
set on all sRNA in E. coli for which experimentally validated cases of positive regulation are known,
i.e., DsrA, RprA, ArcZ, GlmZ and RyhB [26]. Thereby all confirmed interactions (positive as well as
negative) of those sRNA were simulated (see Table 2).

The mRNA expression levels were estimated from publicly available deep sequencing data obtainable
at the Sequence Read Archive (submission ID: SRA050648). Briefly, E. coli MG1655 was grown in rich
media, no rRNA depletion was performed prior to RNA-seq, 49,979,354 reads were produced [27].
The obtained reads were mapped onto E. coli genome (NC_000913), using segemehl [28] with default
settings. The mapped reads were assigned to the corresponding protein coding and ncRNA genes,
annotated in the Refseq database. If a read mapped n times equally well to the genome, we counted 1/n

for each position. The counts for each gene were normalized for gene length and total read count (RPKM,
Reads Per Kilobase of gene per Million mapped reads). The total number of 16S rRNA molecules within
the cell is assumed to be 57,000 [20,23]. Thus, the RPKM values for each gene were further normalized
by dividing by the sum of all seven 16S rRNA RPKM values and multiplied by 57,000. The resulting
values are supposed to reflect the concentration ratios between the 16S rRNA and the mRNA molecules.
3833 genes were shown to be transcribed, 489 genes showed no transcription at all.
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Table 2. The modeled changes in translation initiation rate for five sRNA. Regulation Type
gives the experimentally shown behavior of the system. Position (mRNA) gives the calculated
site of sRNA binding onto the mRNA relative to the start codon. Hybridization Energy gives
the energy gained by the hybridization of the mRNA and the sRNA in kcal/mol. Fold Change α

is the resulting value, according to the simulation, how much the initiation rate changes with
and without sRNA.

sRNA mRNA Regulation Type Position (mRNA) Hybridization Energy Fold Change α

dsrA
hns repression (−12)..+18 −22.9 −2.94
rpoS activation (−126)..(−97) −33 +2.99

rprA rpoS activation (−133)..(−94) −30.7 +2.11

arcZ
rpoS activation (−105)..(−81) −23.3 +13.50
sdaC repression (−13)..(−3) −13 −2.90
tpx repression — — —

glmZ glmS activation (−40)..(−22) −19.2 +26.23

ryhB

shiA activation (−59)..(−48) −19.2 ±1
ufo/fur repression (−31)..(−18) −13.1 −2.99
cysE repression (−11)..+8 −27.0 −3.00
frdA repression (−17)..+3 −24.5 −2.97
iscS repression (−26)..+2 −23.7 −2.92
dadA repression +9..+39 −29.2 −3.01
sodB repression (−)21..+4 −18.8 −3.00
sdhC repression (−28)..(−8) −17.1 −2.87

At any given moment, about 80% of the ribosomes are actively engaged in translation [29], thus
reducing the number of total ribosome rT that are available for translation initiation to 11,400 per cell.
Unfortunately, many of the sRNA are not expressed under the conditions of the RNA-seq experiment.
We therefore used an ad-hoc estimate of sRNA concentrations (under conditions where the sRNA is
active) and we set the ratio of sRNA and mRNA molecules to be 2/3. This is motivated by the idea that,
presuming a similar state of the transcriptome, inducing sRNA gene expression to a level of 2/3 of the
target gene should already yield a visible effect on the translation initiation rate of the target gene. To
get a rough estimate of the scale of this ratio in bacteria, we examined all E. coli trans-acting ncRNA
from the ECOCYC database [30] whether they were shown to be expressed in rich growth medium.
Seven ncRNA genes fulfill this criterion, of which five are also described in terms of their targets (e.g.,
micM, mcaS, glmY, omrA and mgrR with a total of 12 targets). We calculated the [sRNA]

[mRNA]
ratios for all

sRNA-target pairs from the normalized RPKM values and deduced the geometric mean of 0.84, close to
our value 0.67 estimated from theoretical considerations.

To use the most realistic model of the mRNA possible, we reconstructed primary transcripts from
a detailed analysis of the E. coli transcriptome [31], considering the experimentally validated operonic
architecture and transcription start sites.
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Based on this, thirteen out of fifteen experimental interactions could be modeled qualitatively
correctly (Table 2). For tpx RNAplex does not find any potential ArcZ binding site ±200 nt around the
ribosome docking site that has less than or equal to −7 kcal/mol free energy. The calculated interaction
between RyhB and shiA takes place from −59 nt to −48 nt. This is in contradiction to the binding
site found experimentally, which is between position −76 nt and −27 nt upstream of the translation start
site [32]. Applying this elongated binding site leads to a RDS accessibility change from PEF = 1.2×10−5

to PES = 7 × 10−4.

4. Usage as Target Prediction Tool

The presented translation initiation model under the influence of sRNA binding has two new
features. First, it integrates information about the transcript concentrations and the thermodynamic
properties of the sRNA–mRNA and the ribosome–mRNA system. Second, it is possible to evaluate
all putative binding sites for their capability to influence translation initiation. The first should be
helpful in increasing the specificity, the latter should increase sensitivity, compared with existing target
prediction methods.

To test the predictive power of our model, it was applied to predict all sRNA that can regulate RpoS
translation, as well as all mRNA that are putatively regulated by RyhB.

4.1. Searching sRNA Controlling RpoS Translation

RpoS is an especially interesting gene because it was shown that it is activated by three different
sRNA. RpoS is an alternative σ-factor that helps the RNA polymerase to recognize promoters of
genes involved in stress response and secondary metabolism [33], thus making RpoS a central node
in integrating information about the status of the cell. This is achieved by a variety of regulatory
mechanisms on all levels. Beside, the known sRNA regulators of rpoS, it was suggested that other
so far unknown sRNA may regulate rpoS translation [34,35].

All ncRNA from Refseq that are annotated neither as ribosomal nor tRNA (65 genes in total) were
used to evaluate their potential effect on RpoS translation. An interaction is considered potentially
functional if it causes more than ±2 fold change α, takes place at −150 nt to +20 nt from the translation
start, and has an interaction length of at least 10 nt and a binding energy ∆GS of at most −7 kcal/mol.

Six ncRNA fulfilled these criteria (Table 3). Beside the three above-mentioned known interactions,
taken from [26], there are three additional sRNA genes with the potential to repress RpoS translation.
All three of them have a higher, thus less favorable, hybridization energy, compared with the
validated interactions. For OxyS it was already reported that oxyS over-expression decreases RpoS
expression [36].

This analysis was also used to test how sensitive the results are to the chosen parameters. The same
analysis was performed with different values for the ribosome occupancy (n = 1 to 100) and for the
concentration ratios [sRNA]

[mRNA] = 1/2, 2/3, 1/1, 3/2, 2/1, 3/1, 4/1. For all of them the same potential regulators

were predicted, except for [sRNA]
[mRNA] = 1/2 where only dsrA and arcZ showed the potential to influence

rpoS translation.
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Table 3. The modeled changes in translation initiation rate. 65 ncRNA from E.coli were
tested against rpoS mRNA. Six show a fold change greater than ±2. The table is sorted in
ascending order according to their Hybridization Energy.

sRNA mRNA Position (mRNA) Hybridization Energy Fold Change α

dsrA rpoS −126..−97 −33.0 +3.0
rprA rpoS −133..−94 −30.7 +2.1
arcZ rpoS −105..−81 −23.3 +13.5

omrA rpoS −27..−9 −21.3 −2.8
ryjA rpoS −22..−8 −17.4 −2.8
oxyS rpoS +17..+27 −13.1 −2.8

4.2. Searching mRNA Controlled by RyhB

RyhB is a 90 nt long sRNA that plays an important role in cell homeostasis. Under conditions of iron
starvation, RyhB is expressed and reduces the translation of non-essential iron-using proteins [37].

Potential binding sites of RyhB on all 4146 protein coding genes annotated in NCBI Refseq were
calculated with RNAplex. 1921 genes, including all eight known targets, have an RyhB binding site
with a binding energy ∆GS ≤ −7 kcal/mol in the vicinity of their translation start (−150 nt to +20 nt).

Sorting the most favorable binding sites in this neighborhood according to their hybridization energy,
without post evaluation with our translation initiation model, results in the eight interactions described
in literature among the 1575 most stable interactions (Figure 3).

After applying our translation initiation model and removing all interactions that seem to lack the
potential to change the translation initiation rate more than ±2 fold, only 446 binding sites had a more
stable hybridization energy than the least stable known interaction (b4637 with −13.1 kcal/mol). In total
467 genes seemed to be potentially targeted by RyhB (Figure 3). Here shiA (b1981), a well documented
activation target of RyhB, is no longer detected (see Section 3). A more detailed inspection of one
particular putative RyhB target is given in the supplementary material (Section 1).

We compared the found 467 genes with experimental results from micro-array analysis with an
inducible ryhB gene [38]. A general drawback of this kind of experiment is the difficulty to distinguish
between directly and indirectly regulated genes. The authors tried to circumvent this by reducing the
time span between RyhB induction and the assay to 15 min. This time could be still too long considering
their own results for the gene exbBD, which, although most probably an indirect regulated gene, showed
already after 7.5 min a significant drop in mRNA abundance. To identify genes regulated by fur, which
itself is regulated by RyhB, the assay was compared with a fur− mutant. In spite of this precautionary
measure, the possibility that another transcription factor is RyhB controlled cannot be ruled out, hence
the targets found can still be indirectly regulated by RyhB. In [38], 56 gene targets from 18 different
operons could be identified as being regulated by RyhB, whereas in our analysis, in 12 out of 18
operons (∼67%) we find at least one gene that is regulated in the same sense than observed in the
micro-array experiment.
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Figure 3. The distribution of hybridization energy. The blue curve shows the minimal
hybridization energy for each gene with a calculated binding site from −150 nt upstream
to +20 nt downstream of the translation start site and ∆G ≤ −7 kcal/mol. The experimental
validated genes are marked with ⋄. In contrast, the red curve shows the hybridization
energy for all genes that are potentially altered in their expression by RyhB, according to
our Translation Initiation Model (TIM).
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It is worth noting that it is not always the energetically most favorable binding site within our search
region of −150 nt to +20 nt around the translation start site, which has the strongest effect on translation
initiation in our model. For example, RyhB can bind sdhC (b0721) −149 nt in front of the translation
start with an hybridization energy of −22.0 kcal/mol. According to our model, this has a negligible effect
on translation initiation of α = +1.0007. The energetically less favorable binding site with −17.1 kcal/mol,
which overlaps the ribosome docking site, has a significant effect of α = −2.87.

Although the pool of putative targets could be decreased by our binding site evaluation, 467 targets
(∼10 % of all genes) still seem implausible. At the moment, a comprehensive set of confirmed direct
RyhB targets is still lacking, which would enable a detailed analysis of the specificity and sensitivity
of our modeling approach. To get at least an idea of the significance of our results, we tested those
467 genes for the enrichment of certain functions described with Gene Ontology terms [39] using a
web-based tool (Database for Annotation, Visualization and Integrated Discovery (DAVID) [40]). This
revealed that ∼5 % of the putative targets are associated with the GO term anaerobic respiration and
∼10 % with the term iron ion binding (see Table 4). The p-values of this enrichment are 1.0 × 10−12

and 7.3 × 10−10, respectively. This is in perfect agreement with the role of RyhB in the cell, indicating
that the regulon of RyhB is indeed much larger than the experimentally validated eight targets.
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Table 4. Gene Ontology term enrichment analysis of 467 genes that appeared to be
potentially influenced by RyhB. The analysis was performed with DAVID. The gene list
is highly enriched with genes associated with the GO terms anaerobic respiration and iron
ion binding. The p-value expresses the likelihood of the observed enrichment happening by
chance. Count and % give the number of genes and the percentage of the whole list of 467
genes associated with the corresponding GO term.

GO name space GO Term Count % p-value

biological process GO:0006091 generation of precursor metabolites and energy 49 10.5 % 1.0 × 10−12

biological process GO:0009061 anaerobic respiration 22 4.7 % 9.5 × 10−12

molecular function GO:0043169 cation binding 96 20.6 % 2.5 × 10−10

molecular function GO:0046872 metal ion binding 94 20.2 % 2.8 × 10−10

molecular function GO:0043167 ion binding 96 20.6 % 3.4 × 10−10

molecular function GO:0005506 iron ion binding 45 9.7 % 7.3 × 10−10

5. Discussion

We presented a method to evaluate the capability of predicted sRNA–mRNA interactions in
interfering translation initiation. We successfully simulated the effect of five Escherichia coli sRNA
onto their experimentally validated targets. Furthermore, we used our method to predict potential
regulators of RpoS and potential targets of RyhB. The latter was compared with target prediction without
post-processing. Applying our translation initiation model reduces the list of successfully predicted
known targets from eight to seven. At the same time, the number of potential targets is reduced from
1921 genes to 467 genes.

A further novelty of our approach is the possibility to distinguish between translation activation and
repression for the predicted sRNA–mRNA interaction. While we show the usefulness of calculated fold
changes in the formation of initiation complexes (α values), there remain reasons to be cautious with
a quantitative interpretation of α values. For example, our model considers only one binding site at
a time, and therefore does not model the competition of several mRNA for an sRNA. Moreover, the
actual kinetics might be more important than the equilibrium state, especially because of the fact that
bacterial translation initiation already occurs co-transcriptional, changing the chronology of binding sites
becoming available, which can drastically change the kinetic behavior of the system from the equilibrium
state. Finally, translation initiation is a highly stochastic process occurring in bursts [23], which is not
considered in the presented model. Considering this, we do not think that the α values can serve as
suitable classifier to rank the reliability of predicted targets. Nevertheless, we could show that a mere
binding energy based ranking leads to a significant enrichment of known targets within the top ranked
genes, after evaluation of the binding sites. For the application of our model to the sRNA RyhB, there are
no known targets within the top 125 ranked genes, according to a mere interaction based prediction. In
contrast, after evaluating the putative interactions with our translation initiation model, we find 4 known
targets within the top ranked 125 genes.

123



Int. J. Mol. Sci. 2012, 13 16237

Our target prediction approach is the first to explicitly model the concentration dependence of
sRNA–mRNA binding. With the advances in high throughput transcriptome quantification, such as
RNA-seq or genomic tiling arrays [41], more data on mRNA expression levels are becoming available.
Unfortunately, these data often do not include sRNA or are not measured under conditions relevant for
sRNA regulation. We tried to find a compromise for this by deducing the concentration ratios between
mRNA and ribosome from biological experiments, but assumed the ratio [sRNA]

[mRNA] to be 2/3. In the near
future, when more expression data for different species and different conditions will be publicly available
or cheaper to produce, this problem might be overcome.

The role of the RNA chaperon Hfq is not considered in our model. Hfq is thought to enable
sRNA-based translation regulation either by (1) protecting the sRNA from RNase E degradation,
(2) recruiting RNase E to degrade the Hfq·mRNA·sRNA complex, or (3) facilitating the interaction
between sRNA and mRNA [42]. The first would change sRNA abundance, which we avoid by assuming
an effective sRNA concentration in the first place. The second mechanism, where Hfq mediates
mRNA degradation, is ignored in our model which exclusively describes the sRNA effect on translation
initiation. For the last mentioned mechanism, Hfq works as a chaperon, changing the kinetics of
sRNA–mRNA interaction. It was shown that sRNA·mRNA complexes established this way remain
stable after Hfq removal [43]. This implies that regarding the thermodynamic equilibrium state may
be sufficient to detect Hfq dependent targets. An extension of our model, including effects of Hfq, is
possible, but would require more knowledge about the strength and specificity of RNA–Hfq interactions.

The discrepancy in the number of confirmed interactions from biological experiments and from
computational screens is puzzling. To our knowledge, the most comprehensive investigation of an
sRNA regulon was published by Sharma et al. [44]. There, a genome-wide experimental approach and
bioinformatic target prediction was combined. The regulon of GcvB in Salmonella thyphimurium could
be enlarged to 54 genes, which corresponds to 45 different cistrons, of which 21 could be individually
confirmed. We agree with the authors that this is most likely not the end of the line. Due to the fact
that so far most genomic screens are solely based on changes in mRNA concentrations, which do not
have to go along with translational regulation, some targets could be still missed. Furthermore, technical
difficulties (e.g., read out methods) can increase the false negative rate.

Conferring this analysis to the situation of RyhB in Escherichia coli, together with the fact that our
prediction method found 45 new targets associated with the molecular function “iron ion binding”,
suggests that the regulon of RyhB is indeed much larger. Besides, it shows that our bioinformatic
approach of blending RNA interaction with translation initiation is a promising tool for sRNA target
prediction.

We plan to provide the described approach to the scientific community as a web-based
service incorporated into the RNApredator [45] target prediction web-server
(http://rna.tbi.univie.ac.at/RNApredator/) as a post-processing analysis.

6. Conclusions

From our point of view, computational and experimental techniques each have their advantages and
disadvantages. For a complete understanding of the role of sRNA in the bacterial cell, computational
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and experimental biologists should rethink and enlarge their repertoire of techniques. We hope that the
presented approach serves to this end.
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10 Discussion

Once the relevance of srna based gene regulation in bacteria was endorsed, the scientific
community worked specifically towards improving the techniques to annotate srna genes.
Only in a second phase, in the last few years the efforts to characterization the found genes
were stepped up, e.g. in [150, 209, 218]. Nevertheless, detailed functional descriptions of srna
genes still are more of anecdotal nature, if compared to the number of annotated srna genes.
In the coming years, the characterization of the underlying regulatory networks should shift
into the focus of research. To describe this arising network the single participants, namely the
srna and the transcripts, have to be identified first. In the sense of a network view these
constitute the vertices in the network graph. On the srna side, the genes and their precise
start and end points can be determine with a combination of in silico and in vitro analysis. The
detection of protein coding regions is a well established technique. In contrast, the toolbox to
determine the exact transcript boundaries and architecture is much less well equipped.

The edges of the regulatory network graph represent different interaction types between the
members. Interactions between protein coding genes, in which one gene product influences the
activity of another gene’s transcription, are subject of intensive research since many decades.
For the bacterial model organism E. coli the database Regulondb [67] aims to collect all this
interactions, which are mostly transcription factor to target gene interactions. For srna based
interactions the repertoire of applicable techniques is much smaller.

To complement a gene regulatory network with srna mediated regulations for one particular
species, it would be necessary to detect all srna genes and identify all the influenced targets
of the srna. This is a Herculean task, which is not even remotely achieved for any species.
Nevertheless, this should be the ultimate goal of the bacterial ncrna research community.
Therefore, new ideas and new tools for the characterization of single srna–mrna interactions
and whole regulatory networks are needed.

Within this thesis, several new tools were presented which aim to close the gaps in a purposeful
analysis pipeline of srna mediated gene regulation. In the following, a work flow using these
tools is proposed. Followed by a display of how these tools could be improved to further
enhance the performance of the analysis. Finally, the potential of a straight forward and easy
to use post-transcriptional gene regulation network analysis in the applied field of medicine and
biotechnology is discussed.
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Figure 10.1: A propose work-flow to reveal the srna mediated gene regulatory network for a
species of interest. Red boxes represents in vivo and in vitro analysis steps. Blue
boxes describe in silico analysis steps. Star marked boxes involve tools developed
in the course of this thesis.

10.1 Work-flow

A complete work-flow tackling the challenge of describing the srna based gene regulation can
utilize all three presented tools to close critical gaps and reduce the downstream workload
significantly. Exemplarily, the proposed work-flow is illustrated using Bordetella pertussis as a
showcase1.

To get a general idea of the importance of srna regulation in B. pertussis a ∆Hfq mutant
is constructed and examined by rna-seq and micro-array for expression differences in the
transcriptome. Since many srna are only functional with the assistance of Hfq, the knock
out of this important rna chaperon can be seen as a general cancellation of functional srna–
mrna interactions. By this, it can be shown that many genes, especially genes involved in

1A very similar analysis, which aims to reveal the role of srna based gene regulation in the establishment
of virulence of the pathogen Bordetella pertussis is applied in an ongoing project, which is done in close
cooperation with Dr. Branislav Večerek from the Institute of Microbiology, Academy of Sciences of the Czech
Republic, v.v.i., and Dr. David Hot from the Center of Infection and Immunity of Lille, Institut Pasteur de
Lille. I would like to express my gratitude to both of them for this fruitful and pleasurable collaboration.
Chapters 7 and 9 present tools which were directly developed to cope with challenges emerging from this
project.
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virulence processes, are differentially expressed, which serves as an encouragement for a more
detailed inspection of srna regulation. Therefore, the genome is systematically screened for
srna genes. This is approached with different techniques. For one, computational approaches,
such as rnaz, sipht and napp, are applied. On the other side, rna-seq data are used to
detect transcripts which have not been annotated so far and lack a long orf, ruling out the
possibility of being a newly found protein coding gene. The results from this diverse approaches
show only a moderate overlap. To come up with a small and reliable set of potential srna genes
all the information, combined with in silico predicted transcription termination hairpin signals
and tss deduced from drna-seq analysis, has to be manually screened. Each putative srna
locus is assessed and finally only the most credible ones are considered for further analysis.

To characterize the newly found putative srna genes, the targets of this regulators are of pivotal
interest. Therefore, first the potential binding partners, namely their target transcripts, have
to be characterized. This was approached by a drna-seq experiment which was interpreted
with tssar, see Chapter 7. The information on experimentally deduced tss is also used to
revisit the predicted ncrna and reduce the list to only signals which seem to be independently
transcribed from a own promoter, at least in the growth condition examined.

With the precise transcript structure as the basis, RNAplex is used to calculate potential bind-
ing interactions between the srna and the mrna, see Chapter 8. First, only the computed
energies are used to assign trustworthiness to the interactions. In a further step, each potential
interaction is used to model the net effect on translation initiation of the srna binding, see
Chapter 9. This information can be combined with the data from the ∆Hfq transcriptome to
examine whether the calculated effect is in agreement with the effect deduced from the differ-
ential gene expression analysis. This further dramatically shrinks the plausible putative srna
mrna interactions.

From there on, only srna potentially regulating genes involved in the host pathogen interaction
are further considered. This small set of putative srna genes are thoroughly tested by northern
blot analysis with different probes to confirm their expression and to determine the boundaries
of the transcripts. Subsequently, mutants are constructed by altering the mrna binding site on
the srna. This mutants can be used to evaluate the phenotype concerning their virulence and
their transcriptome. In the next step the phenotypes are attempted to be rescued by introducing
complementary mutations in the srna binding site on the mrna. This way, the interaction
can be shown to be functional and the mechanism works indeed dependent on physical base
pairing between the two rna, which is a hallmark of srna based gene regulation.

This thorough examination results (if successful) in three major outcomes: (i) A detailed
description of the architecture of the transcriptome with transcription start sites and operonic
structure. (ii) New srna gene annotation (corresponds to new vertices in the gene regulatory
network). (iii) New regulatory interactions between srna and mrna genes (corresponds to
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new edges in the gene regulatory network). This leads to a better understanding of how bacteria
cope with different environmental conditions and might bear new possibilities to intervene, for
biotechnical or medical purpose, with the default genetic program (Fig. 10.1).

10.2 Improvements & Outlook

In the course of this thesis new tools, helpful to characterize srna based regulatory network
in bacteria, were presented. Automatic and statistical sound tss annotation (i.e. tssar),
fast and accurate rna interaction prediction (i.e. RNAplex), and modeling the effect of srna
binding on mrna translation closed gaps in the analysis pipeline to efficiently characterize the
role of srna in bacteria cells. Nevertheless, none of the presented tools already exhausts all
the given potential. All of them can still be either refined or applied to more general cases.

TSSAR proved to be an accurate, automated analysis of drna data. Especially the provided
web service, with several additional analysis features, is optimized for its usability and is al-
ready2 used by the transcriptomics community. Its novel scheme to preprocess the raw data,
which can be quite large, on the client’s computer and transfer only the essential and com-
pressed information to the provided server resources, can serve as a role model. This scheme
enables to outsource more resource intensive analysis to central hubs with the appropriate in-
frastructure and know-how, minimizing the training requirements for the end user and avoiding
huge data traffic at the same time. This architecture might be applied for similar task more
often in the near future, opening centralized web services to a broader application spectrum,
especially in the field of data intensive, high-throughput analysis.

Nevertheless, tssar has still potential to be significantly improved. First of all, theoretically
the presented method is kept universal enough to be applied to different rna-seq protocols,
which aim to enrich certain positions in a library compared to a background library. For
example, beside the tex using drna-seq protocol, there are alternative approaches proposed,
e.g. using the enzyme tap [251], for which tssar could be employed for the automated data
analysis. Although they differ in the method details, eventually two libraries are produced by
both methods, whose position wise significant enrichment has to be calculated.

In the same spirit, tssar could be used to tap another sort of information hidden in drna-seq
data. Potentially, the protocol can be used not only to rich primary rna 5’ ends, but also
rna processing sites. If an rna is preferentially cut at a certain position by an rnase, within
the untreated library this 5’ end can be expected to be overrepresented compared to randomly

2Prior printed publication (as at October, 2013).
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introduced rna ends formed by the mechanic fragmentation of the rna in the course of rna-
seq library preparation [250]. But since it is not protected by an 5’ triphosphate, it should be
depleted in the treated library compared to the untreated library. In principle tssar could be
applied to detect such secondary 5’ end corresponding to rna processing sites. To date this
assumption lacks experimentally confirmation. If it holds, this would create an elegant and
useful technique to detect rna processing sites.

A further so far not tested putative field of application for tssar is a differential promoter
usage analysis (dpua). The activity of different promoters for the same gene under different
growth conditions could be examined by a two step process. First, the tss are annotated
within each sample condition, by comparing the tex treated with the untreated library. In a
second step the same algorithm is used to compare the tex treated library of one sample with
the tex treated library of the other sample. The union of step one, should provide a more
detailed map of transcription start sites. The overlap of step one and two should provide the
sites which are differentially used due to the different growth conditions. So far this application
emanate from theoretical consideration, whose usefulness in practice remains to be proven.

A field for improvement of tssar will be the incorporation of multi-sample drnaseq experi-
ments to further increase sensitivity and specificity of tssar. So far, sample replicas are only
pooled to increase sequencing depth and analyzed as one sample. All signals below a speci-
fied thresholds are ignored. In an improved tssar version each sample would be preferable
analyzed on its own and only eventually the information is merged into a cumulative proposi-
tion. In such a way, also weak, not significant signals can be declared authentic if they show
to be reproducible across multiple replicas. So far the majority of drnaseq experiments are
conducted with only very few replicas, mostly due to financial constraints. Nevertheless, this
might change in the near future, making a multi-sample aware version advantageous.

Similar to the last consideration, the incorporation of multi-species comparison [90] could on
one hand further increase the prediction sensitivity, and on the other hand, be a valuable tool
to compare related species, strain or growth conditions for differences in their transcriptional
regulation. This might provide valuable insights into strain-specific promoter usage. Hence, it
could explain distinct phenotypes for very closely related genotypes [58].

RNAplex is a distinguished advancement in rna-rna interaction prediction. It combines
the accurateness of resource intensive approaches, such as RNAup, with the speed of genome
screening programs, such as RNAhybrid.

One critical shortcoming of RNAplex in its current form is the inability to find so called multiple
kissing hairpins. This mode of interaction is frequently found between srna and mrna.
Thereby, the two molecules bind each other in two, or theoretically more, distinct regions,
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separated by a region with intra-molecular structures [7]. Often, each of the binding region
alone are marginally stable. Only when both are evaluated altogether the structure is recognized
as a prominent inter-molecular binding. The exhaustive calculation of all possible conformations
of this type is computational very expensive [2, 97, 191]. Fortunately, RNAplex offers a straight
forward heuristic approach. The ability of RNAplex to compute suboptimal interactions can be
exploited therefore. Having a list of potential binding regions ready at hand, allows to screen
putative combinations whether they are compatible with each other, or if they exclude each
other sterically. From there, the en bloc result can be calculated from the sub-results. The only
remaining challenge to avoid gaming away the out standing speed of RNAplex, is the definition
of smart rules, which can efficiently distinguish between exclusive and combinable sub-binding
sites with as little computational effort as possible. At the same time the rules must be strict
enough to avoid biological implausible combination.

Translation initiation model with the influence of sRNA is one of the first attempts to
simulate the effect of a regulator onto gene expression with the explicit purpose to predict the
behavior of the system. It is based upon a rather simple model how srna, mrna and ribosome
interact. Hence, the model can be adapted at several points to cover additional details of the
underlying physical processes.

First and foremost, it would be desirable to include the contribution of Hfq into the model. At
the moment, in silico modeling of Hfq rna interaction is not feasible, although there are first
results providing kinetic parameter for this reaction, e.g. [56]. However, it is already possible
to estimate a Hfq contribution in resolving adverse structures or facilitating srna binding,
by considering potential Hfq binding sites. In this sense, an srna mrna interaction can be
supplied with an additional energy term if the binding motif a-r-n is present in several copies
at the mrna close to the predicted srna binding site [14]. Furthermore, the accessibility of
the binding site itself can be incorporated into this energy bonus. On one hand, such a strategy
would lead away from the more physical based simulation applied at the moment. On the other
hand, the prediction accuracy might be significantly improved.

10.3 Future Application

As for any fundamental research advancement the question of its application imposes itself.
There are two important fields which can profit from a deeper understanding of the underlying
gene regulatory network.
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10.3.1 Medicine

On the one hand, knowing how pathogens adapt their gene expression in the course of an
infection might reveal potential targets to intervene with this process, for a better outcome in
the treatment of an apparent infection. For several human pathogens it was shown that srna
are directly involved in the establishment of infection [34, 253] and the modulation of the host
immun response [36]. Recently, in multi-drug resistant Staphylococcus aureus, small rna were
shown to be specifically induced after antimicrobial exposure. It seems that, in contrast to
protein coding genes, whose expression profiles cluster with strain or growth phase conditions,
srna genes seem to be predominantly linked to antibiotic exposure, including srna responses
which are specific for particular antibiotics [95].

10.3.2 Biotechnology

On the other hand, in biotechnological production there is strong economic concern to opti-
mize the whole metabolic network for maximal outcome. Thus, the regulation network must
be understood and modified accordingly. Therefore, concentrated efforts are made to expose
the srna based regulation network in biotechnological important species, such as cyanobac-
teria [238], methane-producing archaea [33], and clostridium [38, 39]. Understanding of srna
based regulation does not only help in manipulating naturally evolved systems but can also be
used to design de novo regulatory circuits [189]. This opens exciting possibilities to construct
synthetic biologic systems with exactly the properties needed.
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A List of Abbreviations

Table A.1: List of Abbreviations

adb . . . . . . Anti-downstream box
cds . . . . . . Coding dna sequence
chip . . . . . . Chromatin immunoprecipitation
db . . . . . . Downstream box

dgea . . . . . . Differential gene expression analysis
dna . . . . . . Desoxyribonucleic acid

dpua . . . . . . Differential promoter usage analysis
drna-seq . . . . . . Differential rna sequencing

ef . . . . . . Elongation factor
gfp . . . . . . Green fluorescence protein
goi . . . . . . Gene of interest
if . . . . . . Initiation factor

mea . . . . . . Maximal expected accuracy (structure)
mfe . . . . . . Minimum free energy (structure)

mrna . . . . . . Messenger rna
ncrna . . . . . . Non-coding rna
ogt . . . . . . Optimal growth temperature
orf . . . . . . Open reading frame

qpcr . . . . . . Quantitative polymerase chain reaction
race . . . . . . Rapid amplification of cdna ends
rbs . . . . . . Ribosome binding site
rf . . . . . . Release factor

rna . . . . . . Ribonucleic acid
rnap . . . . . . rna polymerase
rrna . . . . . . Ribosomal rna

s . . . . . . Svedberg (unit for sedimentation rate)
sd . . . . . . Shine-Dalgarno sequence

srna . . . . . . Small rna
tir . . . . . . Translation initiation region

trna . . . . . . Transfer rna
tss . . . . . . Transcription start site
utr . . . . . . Untranslated region
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