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Nomenclature

λdB . . . . . . . . . . de Broglie wavelength

a ,q . . . . . . . . . Mathieu parameter a, q

ωr, ωz . . . . . . . . radial/axial secular frequency

ΦLIF . . . . . . . . fluorescence quantum yield

NA . . . . . . . . . . Avogadro constant

r0, r . . . . . . . . . ion trap inscribed radius, electrode radius

VRF . . . . . . . . . . radio-frequency amplitude, zero-peak

z0 . . . . . . . . . . . . distance center/edge of central trapping electrode

CI . . . . . . . . . . . chemical ionization

Da . . . . . . . . . . . Dalton

DC . . . . . . . . . . direct-current potential

EI . . . . . . . . . . . electron impact ionization

ESI . . . . . . . . . . electrospray ionization

eV . . . . . . . . . . . electron volt

FFT . . . . . . . . . fast Fourier transform

IR . . . . . . . . . . . infrared radiation

K . . . . . . . . . . . . Kelvin

KDTLI . . . . . . Kapitza-Dirac Talbot-Lau interferometer

LD . . . . . . . . . . . laser desorption

LIF . . . . . . . . . . laser induced fluorescence

MALDI . . . . . . Matrix assisted laser desorption ionization

MCP . . . . . . . . microchannel plate detector

NALDI . . . . . . Nano-assisted laser desorption-ionization
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OPO . . . . . . . . . optical parametric oscillator

OTIMA . . . . . . optical time-domain ionizing matter-wave interferometer

PI . . . . . . . . . . . photoionization

PSD . . . . . . . . . power spectral density

SEM . . . . . . . . . scanning electron microscope

SPI . . . . . . . . . . single-photon ionization

SSPD . . . . . . . . Superconducting Single Photon Detector

TOF-MS . . . . . time of flight mass spectrometer

TPP . . . . . . . . . tetraphenylporphyrin

UV . . . . . . . . . . ultraviolet radiation

VUV . . . . . . . . . vacuum-ultraviolet radiation

W . . . . . . . . . . . Watt

z . . . . . . . . . . . . . axial distance from the center of the trap
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Nearly a century ago, Louis de Broglie predicted in his theory the wave proper-

ties of massive particles [1]. The experimental demonstration of this superposition

principle of particles continues up to this date.

New experimental techniques in molecular matter wave interferometry [2] aim at in-

creasing the accessible mass ranges up to 106 Dalton or even beyond. Independently

on the type of interferometer used, an important question for all these experiments

is the way of generating the particle beam. In contrast to atom interferometry, the

creation of well-defined beams of neutral and cold large molecules or nanoparticles

in the gas phase still remains a big challenge.

In this thesis the investigation of two different molecular source concepts for molec-

ular matter wave interferometers are described, which have the potential to further

extend the mass range in current matter wave interferometry experiments.

The first concept investigated, is laser desorption of neutral, functionalized organic

molecules in the lower 104 Dalton mass range combined with VUV photoionization.

Molecules were released intact from a sample surface upon the laser desorption pro-

cess and were subsequently ionized in the gas-phase. The resulting velocity distri-

butions and ionization curves show that this experimental technique can be suitable

for matter wave interferometry in an already existing experimental setup.

For matter wave interferometry with particles of masses larger than 106 Dalton a

different source concept is required. Here the suitability of coupling a linear radio-

frequency (RF) ion trap to an interferometer was investigated. As a first step a linear

quadrupole ion trap combined with a non-destructive detection method was devel-

oped. The molecular ions are created by matrix-assisted laser desorption/ionization

and detected optically by laser induced fluorescence. In our experiments we could

show the effective loading and manipulation of ion clouds with different masses rang-

ing from 102 to 106 Da.

Finally, a novel ion trapping scheme was studied with respect to the possibility of

sympathetic cooling of large molecular ions by laser cooled atomic ions, independent

on the mass to charge ratio of the molecule. Suitable operational conditions were

first identified by extended ion optics simulations and by exploring the feasibility of

trapping high-mass and low-mass ions under two-tone trapping conditions.
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Die Welleneigenschaften von massiven Teilchen wurden 1923 von Louis de Broglie

theoretisch vorhergesagt [1]. Die experimentelle Untersuchung dieses Superpositions

- Prinzips an komplexen Teilchen ist weiterhin ein aktives Forschungsgebiet.

Neue Techniken in molekularer Materiewelleninterferometrie [2] sind darauf aus-

gerichtet den Massenbereich von 106 Dalton oder noch größer zu untersuchen. Un-

abhängig vom Aufbau des Interferometers ist ein wichtiger Punkt die Herstellung

von neutralen Teilchenstrahlen. Im Gegensatz zur Atominterferometrie ist die Pro-

duktion von wohldefinierten Teilchenstrahlen aus kalten, neutralen Molekülen in der

Gasphase weiterhin eine große Herausforderung.

In dieser Dissertation werden zwei unterschiedliche Konzepte von Quellen für moleku-

lare Materiewelleninterferometrie beschrieben, die das Potential haben den Massen-

bereich von bisherigen Experimenten zu vergrößern.

Für die erste Molekularstrahlquelle wurde Laserdesorption von neutralen, funk-

tionalisierten organischen Molekülen im unteren 104 Dalton Massenbereich unter-

sucht, kombiniert mit VUV Photoionisation. Die Moleküle wurden intakt von einer

Probenoberfläche mittels Laserdesorption heruntergelöst und in der Gasphase ion-

isiert. Die gemessenen Geschwindigkeitsverteilungen sowie Ionisationskurven zeigen,

dass diese Technik schon in derzeit aufgebauten Materiewelleninterferometern einge-

setzt werden kann.

Für Materiewelleninterferometrie mit Teilchen schwerer als 106 Dalton ist ein an-

deres Quellenkonzept notwendig. Hierfür wurde die Kopplung einer linearen Ra-

diofrequenz (RF) Ionenfalle an ein Interferometer untersucht. Als erster Schritt

wurde eine lineare Quadrupol Ionenfalle mit zerstörungsfreier Detektion entwickelt.

Die Molekülionen werden mittels Matrix-unterstützter Laser-Desorption/Ionisation

produziert und durch laserinduzierte Fluoreszenz detektiert. In unseren Experi-

menten konnten wir ein effektives Laden sowie Manipulation von Ionenwolken im

Massenbereich von 102 bis 106 Dalton zeigen.

Ausserdem wurde in dieser Arbeit ein neuartiges Konzept zur sympathetischen

Kühlung von molekularen Ionen unabhängig ihres Masse-zu-Ladung Verhältnis un-

tersucht. Geeignete Konditionen für die Speicherung der Ionen wurden zuerst in

ausführlichen Simulationen gesucht. Weiters wurden in Experimenten die Möglichkeit

der Speicherung von schweren und leichten Ionen in einer Zwei-Frequenzfalle unter-

sucht.
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Chapter 1

Cold molecular beam sources for

quantum coherence experiments

Since the advent of quantum theory a wide range of experimental techniques have

been developed which allow us to investigate and understand better the fundamen-

tals of quantum mechanics. Such methods in atomic and molecular physics include

for instance the cooling and trapping of neutral atoms [3], Bose-Einstein conden-

sates (BEC) [4], ultracold gases in regular structures [5], quantum simulations with

photons [6] but also matter-wave interferometry [7].

Experimental demonstrations of the validity of the superposition principle are of

importance for our understanding of the foundations of quantum physics and they

are of practical interest with regard to future emerging technologies, taking advan-

tage of non-classical states in highly sensitive sensors for external forces or internal

particle properties [8].

Matter wave physics started with first theoretical considerations by Louis de Broglie

in 1923 [1] and soon after it was demonstrated experimentally for electrons [9, 10],

atoms and molecules [11] as well as neutrons [12]. In modern science and technology,

the delocalized quantum nature of electrons and neutrons is routinely exploited in

surface science applications [13] and the investigation of bulk crystal structures [14]

or the analysis of single molecules in free flight [15].

Recently experimental developments in the manipulation of atoms [16], molecules [8]

and cold nanoparticles [17–19] as well as theoretical proposals [20–26] suggest that
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the quantum superposition principle could be tested also with large molecules or

small particles in the mass range greater than 105 Da.

Matter wave interferometry with massive quantum objects is expected to permit

tests of non-standard quantum theories, such as in the form of continuous sponta-

neous localization models [27–29], in the mass range of 105 − 108 Da [24,25].

A straightforward combination of quantum mechanics with general relativity leads

to the Newton Schrödinger equation (NSE), for which is still not known whether

it describes reality and to what degree it is formally consistent. However, the NSE

predicts a dynamical collapse of otherwise freely spreading quantum wave packets

at masses about 1010 Da on time scales of minutes to hours [30].

Based on fundamental considerations one may also question the coupling of quantum

matter and space-time as was done by Roger Penrose: if massive matter is allowed

to delocalize and if it couples to space-time as a term in its curvature, the meaning

of the Schrödinger equation itself becomes finally unclear. The time derivative of the

quantum wave function hinges on the well-defined notion of time itself - which may

no longer be given in a superposition of space-times. Rules-of-thumb estimate [31]

suggest that non-standard quantum effects may occur on the time scale of seconds

if particles in the mass range of 1010 Da are brought into a superposition of position

states that are separated by more than the size of the particle itself, i.e. about 100

nm or more.

It is further expected that nanoparticle interferometry can, in the long run, con-

tribute to many of the tests proposed of fundamental physics with atoms in space

- be it for instance tests of the equivalence principle [32–34], the search for gravi-

tational waves or dark matter [35] - in a similar yet complementary way to atom

interferometry.

In contrast to atoms, macromolecules and nanoparticles offer a much richer internal

structure which is both an asset and a drawback. Most atom interferometers these

days are applicable for just one type of atoms, requiring a change of lasers, optics

and trapping tools for any new species. For molecules, in contrast to atoms, the ex-

perimental parameters can be reconfigured more easily, if the matter interferometer

is designed and adapted for such a purpose [2].

At present, nanoparticle interferometry, however, cannot yet compete with atom in-

terferometry when it comes to high-precision measurements, mostly because nanopar-
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ticle sources are orders of magnitude weaker and hotter, limiting the molecular de

Broglie wavelength λdB. This is similar to the situation about 30 years ago, when

electron diffraction was already commercialized and atoms still uncooled.

As of today, cold atom physics and atom interferometry have been studied by hun-

dreds of scientific groups around the globe for about three decades, but nanoparticle

interferometry so far has only been successfully demonstrated by the Vienna Quan-

tum Nanophysics group. Although, several new groups in the world have recently

started investigating complementary experimental approaches, too. The optical ma-

nipulation of levitating particles in the mass range of 107−1012 Da [36–38] has only

been revived throughout the last years [17–19] and good progress is made towards

using these techniques as a source for new matter-wave interferometers.

1.1 Nanoparticle coherence experiments: matter-wave

interferometry and OTIMA

Future experiments in the Vienna group will focus on quantum superposition ex-

periments with molecules and nanoparticles in the mass range between 105 to 109

Da. This could become accessible in a newly developed optical time-domain ionizing

matter wave interferometer with optical depletion gratings [2, 39,40].

Earlier and on-going experiments in macromolecule and cluster interferometry have

relied on three different concepts: far-field diffraction [41, 42], near-field Talbot-

Lau interferometry [43] and Kapitza-Dirac-Talbot-Lau interferometry [44]. Far-field

diffraction provides probably the most visual and intuitive example of quantum delo-

calization of massive matter. Richard Feynman once baptized it the ”heart of quan-

tum mechanics” [45] and in the laboratories of the Vienna Quantum Nanophysics

group far-field diffraction with complex organic molecules has been realized [42].

This experimental concept has a strong benefit in teaching quantum superposition.

At the same time it allows to test new grating structures visually [46].

All experiments of this type rely on the availability of coherent sources, nanosized

diffraction elements and a position resolving detector of high efficiency. None of

that can be taken for granted for large molecules or nanoparticles in the mass range

between 105 − 1010 Da.
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This is why, inspired by an idea by John Clauser [47, 48], the concept of near-field

Talbot-Lau interferometry (TLI) for large particles was experimentally verified, first

with fullerenes [43] and biological dyes [49]. The TLI concept solves the problems of

source coherence and detector resolution that was originally encountered in far-field

diffraction, by adding two periodic nanomasks - one in front and one behind the

diffraction grating. The first grating solves the coherence problem, while the last

grating is used only for detection. Thereby the first mask represents an array of slit

’sources’ of thousand fold multiplexed nanoemitters for the transmitted molecules.

Since the transverse coherence increases with decreasing source size, each slit source

now serves as a spatially coherent emitter - even though none of them is phase cor-

related with their next-neighbor emitters.

Talbot-Lau interferometry leads to the emergence of quantum fringes in the Talbot

distance LT = d2/λdB with a period equal to that of the first nanomask. It is well

conceivable to implement a surface deposition combined with scanning tunneling

microscopy [50] or fluorescence imaging [51]. In many cases signal accumulation is

enhanced by adding a third grating with again the same period, which is then used

as a scanning position resolving detector [8].

Nevertheless, using large particles in coherence experiments the TL-concept still

suffers from the coupling of the internal and external molecular degrees of freedom.

Every nanoparticle exhibits quantum fluctuations of their charge cloud, resulting in

the spontaneous formation of temporary dipole moments and van der Waals (vdW)

interactions with their surroundings. Such vdW forces, for example, can already be

detected in the far-field diffraction of fullerenes behind a diffraction grating with

a slit period of 100 nm [52]. Since polarizability increases roughly in proportion

to volume and mass, quantum objects with masses in the MDa or GDa range will

be influenced by these interactions to the point that they dramatically become de-

phased. This is why it proved to be useful to replace the central material grating

by an optical phase mask, very similar to an early proposal by Kapitza and Dirac

to demonstrate diffraction of electrons at a standing light wave [53]. The concept

of Kapitza-Dirac-Talbot-Lau interferometry (KDTLI) turned out to be extremely

successful [44, 54–58] and currently holds a mass record in quantum interferometry

with nanoparticles [59].

For quantum interference experiments with large molecules or nanoparticles in the
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mass range greater than 106 Da, however at a certain point, the ever increasing po-

larizability will even prevent the ’semiclassical balls’ from being transmitted through

any mechanical grating. Extending the grating slits to some extent is no option, be-

cause this would also reduce the grating stability or it would require stretching of

the entire interferometer in proportion to the square of the increase in the grating

period. This is the reason why recently the concept of an optical time domain ion-

izing matter wave interferometer (OTIMA) [2, 39, 40] has been introduced, which

adds photo-depletion gratings [39] to the concept of Talbot-Lau interferometry in

the time domain [60–63].

1.1.1 How the OTIMA interferometer works

An OTIMA interferometer [2] has recently been realized by the Vienna Quantum

Nanophysics group. It is based on the original TLI proposal (see above) as well

as [39], but realizes all selection and diffraction masks as ionizing or neutralizing op-

tical gratings (see figure 1.1): A first laser pulse imposes spatial coherence, a second

one is responsible for coherent re-phasing of the spreading wave packets and a third

one probes the particle density pattern that forms because of quantum interference.

In combination with a weak and homogeneous electric field, optical ionization grat-

ings are dominantly absorptive since they separate the charged from the neutral

particles and keep the neutral fraction in all sequences of the experiment. In addi-

tion to removing particles from the beam they also add a phase to the matter wave

which depends on the light intensity as well as on the particle’s polarizability [40].

Currently these optical gratings are created by a fluorine excimer (F2) laser, which

emits at λ ≈ 157 nm and generates a period of d ≈ 79 nm [2].

While matter wave interferometers usually require both spatial and spectral coher-

ence of the incident particle beam, the advantage of OTIMA interferometry consists

in the fact that it can renounce on either one and thus adapt to a much wider range

of particle sources.

Transverse coherence is intrinsically correlated with the extension of the particle

source: the smaller the source emission area, the wider the transverse coherence

further downstream since the coherence functions are determined by the Fourier

transform of the spatial source properties [64]. The nodes of the optical gratings act

15



Figure 1.1: The experimental realization of the OTIMA interferometer with three
short-pulse optical ionization gratings is shown. A short pulse of neutral molecules is
delimited horizontally and vertically before it enters the region of the interferometer.
VUV laser pulses at t1 = 0, t2 = T and t3 = 2T (T being the Talbot time) produce
three standing light waves, where the coherence preparation, diffraction and its
detection takes place. Finally the neutral particles are photoionized and detected in
a TOF-MS. Image taken from [2].
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as many parallel (yet uncorrelated) emitters for nanoparticles and they can reach a

width as small as a few nanometers. Moreover, to first order, the need for longitu-

dinal coherence is eliminated in a non-dispersive interferometer which is operated

with the grating pulses separated in time rather than in space.

1.1.2 Molecular matter-wave experiments with nanoparticles

The current implementation of the OTIMA interferometer [2] is in principle com-

patible with particles up to 106 Da, provided that a suitable probe source can be

realized, producing a beam of internally as well as externally cold (T < 100 K)

and neutral molecules. In principle, also singly charged anions could be used in the

OTIMA, in which the first interference grating would photo-neutralize the ions and

act at the same time as the coherence preparation stage. An important aspect of

any such source is a high flux of probe molecules.

Under these preconditions (i.e. source) given, the probing of an important parameter

range of continuous spontaneous localization models and new bounds on quantum

macroscopicity should become possible [24].

The boundary conditions for OTIMA interferometry can be estimated by the char-

acteristic dimensions for an optical time domain interferometer: The characteristic

dimension of matter-wave near-field interferometry is the Talbot length, at which

the grating structure shows self-imaging

LT =
d2

λdB
(1.1)

In the specific case of pulsed gratings, with a fixed distance in time rather than in

space, the re-phasing of the quantum waves occurs in time intervals close to multiples

of the Talbot time,

TT =
m · d2

h
(1.2)

For the tabulated values (table 1.1) the thermal velocity and the resulting most
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mass 104 Da 105 Da 106 Da 107 Da

vmp @ 10 K 4 m/s 1.3 m/s 0.41 m/s 0.13 m/s
λdB,mp @ 10 K 9.8 pm 3.1 pm 1 pm 310 fm

LT 630 µm 2 mm 6.3 mm 2 cm
TT 0.15 ms 1.5 ms 15.5 ms 155 ms

free fall drop 1.2 µm 120 µm 1.2 cm 1.2 m
thermal expansion 1.3 mm 4 mm 1.3 cm 4 cm

Table 1.1: Range of boundary conditions and parameters in OTIMA interferometry
for molecules of different mass with a temperature of 10 K.

probable de Broglie wavelength at this temperature is calculated with

v =

√
2kBT

m
(1.3)

λdB =
h√

2mkBT
(1.4)

Finally, the thermal expansion at 10 K can be estimated by

D = 2vTT =
2d2

h
·
√

2mkBT (1.5)

For an OTIMA interferometer with a grating constant of about d=78.5 nm (λLaser =

157 nm) we compute the following interferometer and source parameters, as shown

in table 1.1. Thereby the possibility of cooling large nanoparticles to cryogenic

temperatures, at 10 K, is assumed, which clearly demonstrates the need for such a

cryogenic source, if one ever wants to see high-mass interference.

From the calculations presented it is observable that for heavy particles the thermal

expansion of the molecular cloud is rather large and the laser gratings have to be

wide enough to still allow a large particle flux through the interferometer. Since

commercial fluorine lasers have a limited coherence length of lc < 1 cm a new inter-

ferometer will either need new VUV laser techniques or solid state laser technology.

In particular the use of a seeded and frequency-quintupled Nd-YAG laser, operating

at 213 nm (d=106.5 nm) could be an optimal choice. Such lasers are commercially

available, show stable operation conditions and have a narrow linewidth.

The internal temperature of the particles plays an essential role as it is related with

the particle’s capability to emit thermal radiation. Since any type of spontaneous

photon emission is accompanied by some momentum recoil, this process has to be
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minimized and/or shifted to the emission of long-wavelength photons which carry

less ’which-path’ information from the delocalized nanoparticle into the environ-

ment. This requires not only cooling of the transversal degrees of freedom, but also

the internal degrees of freedom of the particles before they enter the interferometer.

For the same reason the experiment has also to be conducted under condition of

very low pressure, because any colliding residual gas molecules would immediately

destroy the quantum interferogram [65].

Figure 1.2 shows the temperature and pressure conditions for OTIMA interferome-

try with high masses. It clearly indicates that cryogenic temperatures are required,

internally and within the experiment. This will eliminate the exchange of blackbody

radiation and ensures that molecular vibrational modes cannot further relax since

they are already in their ground state.

Figure 1.2: Boundary conditions on temperature and residual pressure to eliminate
thermal or collisional decoherence [40]. At high temperatures, thermal blackbody
scattering and the emission of thermal radiation destroy quantum coherence since the
exchanged photons provide which-path information and a recoil to the delocalized
particle. At low temperatures collisions represent the dominant cause of decoher-
ence. A good vacuum, as naturally established in a low-temperature environment,
is therefore imperative for such experiments.

1.2 Conclusion

Particles in the mass range of 100 kDa or higher would provide an interesting ex-

perimental tool for testing different theoretical models in quantum theory. To allow
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experiments in this mass range, improvements not only in the current interferom-

eters but especially in particle sources are needed. For such quantum interferome-

try experiments particle beams with a high flux and low internal temperature and

transversal beam velocities are essential, with the final consequence of a cooling of

particles to cryogenic temperatures.

One major scope of this thesis was therefore the investigation of new particle sources

for future matter-wave interferometers. Two different, but complementary tech-

niques are tested with regard to their suitability: laser desorption of tailored molecules

combined with photoionization and ion trapping of fluorophores as well as polystyrene

nanospheres.

In the first part of this thesis laser desorption with specially designed molecular

libraries of perfluoroalkyl-functionalized tetra-phenyl porphyrin molecules are stud-

ied. After an introduction on the experimental setup it will be shown that this type

of source is capable of producing slow molecular beams with molecular masses up

to 20 kDa.

In the second part of this work a linear quadrupole ion trap is presented and as-

pects of its future use for interferometry experiments are investigated. First ’proof

of principle’ measurements show the readiness of this technology. Regarding the

discussion above a further scope of this thesis was to investigate the prospect of

sympathetically cooling heavy molecular ions trapped in a two-tone ion trap.
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Chapter 2

Motivation

Since the 1980’s, the increasing control over atomic ensembles in the gas-phase and

the advent of cooling techniques down to ultra-cold temperatures (T<mK) has led

to a renaissance of atomic physics. Such cold atomic samples can be used for testing

quantum physics using Bose-Einstein-Condensates (BEC) up to time-reversal sym-

metry or even new time standards. This great success of atom experiments led to

an increased research on the possible the control and cooling of neutral molecular

beams. If cold, dense samples of neutral molecules in the gas-phase can be produced,

chemical reactions at very low temperatures will be accessible in experiments. Due

to the large de Broglie wavelength the chemical reactivity between two collision

partners could show a new behavior [66]. For small molecular systems it is already

possible to produce cold and ultra-cold samples. One pathway is by using a sam-

ple of ultracold atoms as a starting point. Thereby diatomic molecules are formed

by photoassociation from an ultra-cold atomic gas [67, 68]. A different approach,

especially for molecules not accessible by photoassociation, is by cooling molecules

being already in the gas-phase. Such molecular systems, like OH, NO or NH3, are

cooled and internally state selected either by deceleration in electrical fields (Stark

decelerator) [69,70] or strong optical fields [71].

While these techniques allow the cooling and trapping of neutral molecules, they

are all limited to masses smaller than about 100 Da. An extension of these tech-

niques to heavier systems would certainly be of interest for molecular physics. Es-

pecially in beam deflection [72–78] or in matter-wave interferometry translational
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cold molecules are necessary. Matter-wave interferometry is governed by the de

Broglie wavelength, λdB = h/mv. With increasing molecular mass the velocity

must decrease proportionally such that λdB stays within the current experimentally

required minimal length in the range of about 200 to 300 fm [2, 8]. This requires

cryogenic translational beam temperatures for heavy masses in the order of 105 to

107 Da.

Cooling and manipulation of molecules is not the only problem in molecular beam

studies, there is also the need of directed particle beams with high flux. Although

the transversal cooling increases the longitudinal directionality of the beam, an even

increased flux is favorable in most experiments. While small molecules, similar to

the ones, for example used in Stark decelerators, can be brought into the gas-phase

quite easily, increased molecular mass leads to a decrease of the vapor pressure at

room temperature. High vapor pressures for molecules in the mass range of several

hundred Dalton can be achieved by heating to temperatures below 700 K. For greater

masses this method is limited, especially for most biological relevant molecules such

as for proteins, which decompose already at temperatures below a sufficiently high

vapor pressure is reached.

Two other techniques exist in mass spectrometry for volatilizing molecules even up

to the mega-Dalton range. These are electrospray ionization (ESI) [79] and matrix-

assisted laser desorption ionization (MALDI) [80]. Both methods are ’soft ionization’

techniques, meaning that decomposition of molecules during the de-solvation pro-

cess is small. Although both techniques are commonly used in ion formation, they

are known to produce a large fraction of neutral particles of different size and mass

as well [81, 82].

For molecular beam experiments in high vacuum, electrospray ionization has the

disadvantage that it starts from atmospheric pressure conditions. To reduce this

background pressure downstream from the source differential pumping with large

pumping capacity is required. Contrary, MALDI ionization can easily be operated

under vacuum conditions. A further advantage of MALDI can be the pulsed nature

of this source type, because in the desorption process a pulsed laser in the nanosec-

ond range is required. This makes it an ideal match for a pulsed detection scheme

further downstream (like an TOF-MS).

In matter-wave interferometry experiments with molecular masses greater than 105
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Da pulsed light gratings [2] in combination with a MALDI type source seems to be an

ideal choice for such an experiment. Since this thesis aims at exploring a functional

particle source for matter-wave interferometry, laser desorption was investigated in

detail. The pulsed nature of this source and the high content of released neutral par-

ticles motivated this choice. Additionally, for self-seeded MALD(I) beams, at high

mass the expected molecular velocities are slow enough to allow a direct coupling to

an interferometer. In the following the experimental realization of a laser desorption

post-ionization set-up will be described and the measured results will be discussed

in detail. In the beginning a short overview over the theory of laser desorption and

photoionization will be given.
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Chapter 3

Introduction to laser desorption

and photoionization of molecules

3.1 Laser desorption and MALDI

The transfer of complex (organic) molecules with a mass above several thousand

Daltons into the gas-phase by simply heating the molecules proves not to be an ef-

ficient process. A different approach is the use of MALDI which transfers molecules

into the gas-phase through short pulsed laser radiation, (nearly) independent of the

molecular structure. In this way even particle masses greater than 1 MDa can be

volatilized from the surface [83].

Laser desorption and its variation MALDI can be described as a two-step process.

In the first step a pulsed laser beam (commonly in the UV) is guided onto a sam-

ple to begin the laser desorption process. The irradiated molecules on the sample

surface, preferentially the matrix molecules, will be excited by the laser light. This

leads to the removal of the upper layers of molecules on the sample and their lifting

into the gas-phase. Thereby a plume is created, consisting of a mixture of charged

and neutral matrix and analyte molecules. During the expansion phase of the plume

further analyte molecules can be charged.

Recently a set of fundamental reviews appeared [84,85] describing the current state

of the art of the MALDI process in detail. Although laser desorption and MALDI

processes have been discussed already early in literature [80,86–89], the actual phys-
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ical mechanism behind the desorption and the ionization processes are still not fully

resolved today. A recent publication indicates that the influence of the matrix

properties on the desorption process is greater than previously estimated [90], since

releasing of ions from the MALDI sample surface can also be done without the influ-

ence of laser light. Several different models describing different parts of the processes

involved are accepted, but still, no complete theory for MALDI is available.

Ion formation in the MALDI process is reviewed by Karas et al. [91], while Knochen-

muss et al. present the influence of the MALDI plume in the desorption process and

the subsequent ion formation [92]. The mechanism and the dependencies of the

desorption process in MALDI is reviewed by Dreisewerd [93].

In the following the main aspects of laser desorption and its ionization will be dis-

cussed, following closely the review of Dreisewerd [93]. The main aspect here is the

formation of volatile neutral molecules and their molecular properties, since they

are of interest in further experiments.

In thermodynamics, desorption describes the phase transition of individual molecules

in the outermost layers of a solid sample into the gas-phase. Thus, desorption is

viewed as the reverse process of adsorption. In the context of MALDI this is not a

valid description, since different physical mechanisms are involved. By the absorp-

tion of laser light the desorption process is initiated with a subsequent excitation of

the molecules, followed by a phase transition from solid or liquid to the gas-phase.

A short laser pulse is guided onto the analyte molecules atop a sample surface. Upon

light absorption mainly matrix molecules are electronically excited, which also trig-

gers the lifting of non-matrix molecules from the surface into the gas-phase. Since

a large number of molecules are released with every laser pulse, a so-called MALDI

(plasma) plume is formed. During this expansion of the particles they undergo a

number of collisions with other molecules which can ionize the particles by charge

exchange or ionization by collisions with electrons. If high laser fluences are used

for desorption, leading to dense plumes, this results in a high number of collisions,

reducing the transversal plume as well as the internal molecular temperature [94].

Eventually, a fraction of the molecules carrying charges will leave the interaction re-

gion. In most of the cases the average number of charges on the molecules is between

one to three, with the most abundant fraction carrying one single net-charge [95].

While a part of the molecules emerging from the plume are ions, experiments showed
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that a major fraction remains neutral. The assessment of this ratio is difficult, but

several groups showed that the most probable ion to neutral fraction is between

10−3− 10−5 [82,96]. The exact percentages in any given experiment are determined

not only by the physic-chemical properties of the molecules and the preparation

technique for the target used (e.g. ratio between matrix and analyte) but also by

the laser parameters [97].

Since the desorption process is initiated by the laser, it is reasonable to argue that

the properties of the laser beam will have a great influence on the desorption results.

For most MALD(I) experiments lasers operating either in the UV or the mid-IR are

used. The choice of the laser wavelength is mostly dependent on the absorption

properties of the chosen matrix. These molecules should have a high absorption for

the laser wavelength while analyte molecules should exhibit low photoexcitation at

the laser wavelength. This prevents the negative influence of the laser radiation on

the (mostly) labile molecules. Mostly, the analyte molecules have low photoabsorp-

tion in the near UV which makes UV MALDI the most commonly used volatilization

technique for producing gas-phase ions by desorption.

Typically either nitrogen lasers (N2 lasers) at 337 nm or frequency-tripled Nd:YAG

lasers operating at 355 nm with pulse durations around 3 to 10 ns are used. These

short UV light pulses will eventually lead to the electronic excitation of the molecules.

In IR-MALDI a different desorption pathway of the matrix molecules will take place:

At around 3 µm molecular vibrations of O-H and N-H bonds and at about 10 µm

O-H and C-H bonds are mainly excited, which subsequently leads to the molecule

ejection from the surface.

Apart from the laser wavelength the pulse energy and the spot diameter irradiating

the sample surface have an influence on the creation of the plasma plume and the

resulting mass spectra. While a minimum laser fluence is required to lift particles

from the sample surface, enhanced laser intensities lead to sharply increased ion

signals. For very high fluences, the measured signal eventually saturates due to

fragmentation of matrix and analyte molecules. The best signals can be observed

around a threshold fluence [98]. Otherwise, at higher laser energies (and identical

beam spot) the shot-to-shot signal fluctuations are leading to larger fluctuations of

the recorded ion signal.

Another important parameter strongly influencing the results of LD/MALDI mea-
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surements is the choice of the type of matrix molecule. The main function of ma-

trix molecules is the absorption of the laser energy and its transfer to the sample

molecule(s). Furthermore the matrix molecules are required for the ionization of

neutral analytes inside the MALDI plume [92].

The quality of the resulting mass spectra depends strongly on the choice of matrix

as well as on the sample preparation protocol. Even though MALDI has become a

commonly used technique today, preparation procedures are still mostly empirical.

Practically, for matrices a good vacuum stability and high absorption characteristics

at the laser wavelength are required while at the same time they should show a high

ionization ability of the analytes. Also, the matrix should not be chemical reactive

and should be similar soluble as the analyte(s), displaying good crystallization char-

acteristics when mixed with the analyte(s).

In an ideal sample preparation protocol a homogenous layer of matrix crystals con-

taining a fraction of the analyte will provide optimal results. A matrix/analyte ratio

of greater than 102 should be targeted in the preparation steps. Especially when

molecules with high mass are considered for a MALDI experiment, the ratio should

be increased to 104 and higher, since the high number of matrix molecules reduces

a clustering of the analyte molecules on the sample surface.

For application of the matrix/analyte mixture onto the target sample surface dif-

ferent techniques are described, with an incomplete overview of different sample

preparation techniques given in [84,85,99–101].

The choice of chemicals for dissolution of analyte and matrix is of importance in the

preparation step of a MALDI sample, as both should be either soluble in an identi-

cal solvent or, when different chemicals are used, no precipitation of the molecules

should take place in the final solution. Also, the solvent affects the matrix/analyte

mixture composition during drying, whereby the crystallization properties of the

crystals can change. Especially in the case of polymers in MALDI TOF-MS ex-

periments such a behavior has been observed [102]. Large amounts of additives or

salts in the preparation step of a MALDI sample can lead to a reduction of the

spectrum quality or loss of ion signal altogether [103, 104]. In a recent work [105]

the solvent effect could be eliminated by omitting the solvent completely, instead

the matrix and analytes were mixed as powder and pressed onto the sample target

surface. The solvent effect emphasizes again that a well-defined sample preparation
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in a MALDI/LD experiment is required, which might take some ’trial-and-error’

experimenting in finding out the best sample preparation technique with new an-

alyte molecules. Generally, it can be stated that no universally applicable sample

preparation exists [106].

While it is not easy to predict which matrix is suited best for a specific analyte,

a list of common matrix molecules has been established over the years [85, 107].

Most experiments require the addition of a matrix to lift and ionize analyte(s),

but several research groups also demonstrated self-seeding LD, omitting the use of

chemical matrices in sample preparation or using nano-structures for the desorp-

tion of the analytes (NALDI) [108]. In the former, the (analyte) molecules show

good absorption properties at the laser wavelength without experiencing too much

fragmentation [109, 110]. For IR-MALDI of proteins, water-ice was found to be a

suitable sample background since the O-H binding of H2O absorbs strongly around

3 µm [111].

As a final point in this overview on LD/MALDI the molecular velocities in the

gas-phase are mentioned. While the velocities of the initial ions can be determined

in MALDI TOF-MS measurements (e.g. by delayed extraction method [112]), for

recording the velocities of the neutral molecules an additional post-ionization step

of the molecules is required. For that purpose the time delay between the desorp-

tion laser and the post-ionization laser is varied and the velocity distribution can

be determined from the time variation of the signal intensity. Such measurements

revealed that in MALDI ions expand into the vacuum with velocities in the order of

several hundred to thousand meters/second [113,114]. While these values represent

the axial velocities of the matrix ions, similar speeds are recorded for the analyte ions

as well. The data in literature is not always consistent, some show that the mass of

the desorbed molecule is negligible for the recorded velocity distributions [114–116],

while in a recent publication a mass dependent velocity slip could be measured [117].

A different picture is observed for the initially neutral molecules in the MALDI pro-

cess where the recorded velocity distributions show a lower mean velocity. The width

of the velocity distributions is typically broader compared to ions. Apart from the

lower axial velocities the recorded radial velocity distributions show a shift towards

lower values as well. While such velocities have been typically recorded for pure an-

alyte samples, the addition of matrix to the sample has the consequence in shorter
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flight times and also in a sharpening of the resulting velocity distribution [93]. This

indicates that the addition of a matrix leads to an increase of the resulting forward

velocity.

3.2 Photoionization

When considering molecular matter-wave interference experiments, the molecular

beam must have a well-defined velocity and flux. To reduce the influence of charge-

assisted decoherence, the molecules inside the interferometer should be neutral,

which requires new methods for the handling of neutral particles in the gas-phase.

For example, with the help of radiation pressure dielectric micro- and nanoparticles

can be trapped in the focal points of laser beams [38] or possibly in the standing

light wave of an optical cavity [118, 119]. Such methods could serve as a starting

point for slow, neutral molecules in a beam experiment. Another experimental ap-

proach is the slowing and cooling of molecules inside a particle beam by using the

Stark effect by interaction of the molecules with an external electric field, which

was recently demonstrated for small molecules [71, 120, 121]. Especially the cavity

assisted cooling is not only interesting for cooling massive, neutral particles in the

gas-phase to sub-cryogenic temperatures [17,19,122,123], but it opens the access to

perform tests on quantum theory with particles of high molecular weight [22,23,26]

or experiments in opto-mechanics [124].

While the experimental techniques for handling neutral particles in the gas-phase

are getting more advanced, charged molecules can be handled more easily by elec-

tric or magnetic fields, independent from the internal structure and the size of the

molecules. Another advantage is the possibility of mass analysis and their simplified

detection by detectors like Faraday cups or electron multipliers [125].

The above mentioned criteria show that the manipulation of a molecular beam is

best achieved through an ionization process. For ionization of molecules in the gas

phase several experimental methods exist. For thermal stable molecules (e.g. like

the fullerene C60) heating by intense laser radiation leads to the ejection of one or

several electrons from the molecule by thermionic emission [126, 127]. A different

approach is the use of hyper thermal-surface ionization [128, 129], where neutral

molecules are guided onto a specially prepared surface [130, 131]. The kinetic en-
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ergy of the molecules bridges the gab between the ionization potential and the work

function of the surface. Chemical ionization (CI) can be used, based on a reaction

between analyte molecules and ions from a reactant gas [132]. Since the ionization

is reached by collision between the two particles, the involved kinetic energies are

small, which reduces the possibility of fragmentation of the neutral molecule. This

is why chemical ionization is called a ’soft ionization’ mechanism, routinely used

in analytical mass spectrometry [132, 133]. To enhance the ion production rate in

a CI process, a high (gas) density of reactant ions is required as well as a strong

beam flux of neutrals. In a matter-wave interferometer, the required gas pressures

in the order of 100 Pa [134] would lead to a pressure gradient and gas drift towards

the grating structure. Such a gas flow would eventually enhance the probability of

collision decoherence, not compatible with a planned interferometry experiment.

The other two prominent ionization mechanisms used in molecular beam experiments

are election impact ionization (EI) and photoionization (PI). In electron impact ion-

ization the neutral molecules are bombarded by an electron beam, ejecting electrons

from the neutrals in the collisions. Such a process involving the ejection of a single

electron is represented by

M + e− →M+. + 2e− (3.1)

with M being the analyte molecule in the process. This process is universal for

molecular masses up to 103 Da and a wide range of molecules can be ionized this

way, as long as they are in the gas-phase. Since the ionization efficiency curve has

a maximum at about 70 eV electron kinetic energy, EI is typically operated with

a kinetic energy in the range of 60-80 eV [135]. Since EI leads to many precursor

fragments, this technique is a disadvantage when intact molecules are required.

In photoionization one or several photons of sufficient energy are used for the ejection

of an electron from the neutral molecule. The process can be described by the

following equation

M + n · hν →M∗ →M+ + e− (3.2)

where M∗ denotes the excited analyte and M+ describes the charged content after

photoionization (intact molecule or charged fragments). The absorbed energy from

the photons must be at least as high as the ionization potential of the neutral

molecule to allow the electron to escape into the continuum. This can be either in
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a single step, the single-photon ionization process, or in multiple steps, the multi-

photon ionization process. A schematic view of the different possible processes

is shown in figure 3.1. Photoionization is known to be a soft-ionization process,

especially in case of single-photon ionization.

Figure 3.1: The different photoionization processes of a neutral molecule upon the
absorption of a photon are shown. While in the single-photon ionization (SPI) a
single photon is sufficient for the ejection of an electron, in multi-photon ionization
the ionization threshold energy is achieved by the subsequent absorption of several
photons. In resonant enhanced multi-photon ionization an intermediate state of the
molecule is used to transfer the electron to the continuum (image from [136]).

3.2.1 Single-photon ionization

The single-photon ionization process is shown in the upper left corner of figure 3.1.

In a compilation of ionization energies a large number of atoms and molecules show

a ionization potential of the order of about 9 eV [137], which is especially the case

for bio-molecules with typical ionization potentials greater than 8 eV [138–141] and

saturation energies at about 20 eV [142]. For such a single-photon ionization process

photons in the deep vacuum-ultraviolet (VUV) are required. Commercial available

light sources in the VUV are F2 excimer lasers, emitting at a wavelength of 157

nm which corresponds to a photon energy of 7.89 eV. While this is not sufficient for

many molecules, several organic molecules of interest for matter-wave interferometry

like ZnTPP [143] or tryptophan [144] can still be photoionized by such energies.
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For molecules requiring an ionization energy greater than the above mentioned 7.89

eV, chemical tags like anthracene or tryptophan can lower the overall ionization

potential by the tagged molecule complex [145,146], which allows also SPI measure-

ments with photons at a wavelength of 157 nm.

For ionization with even shorter wavelengths different types of light sources are avail-

able including VUV excimer lamps [147] which emit only incoherent light compared

to an excimer laser but, on the other hand, have a broad emission spectrum between

100-200 nm. Other coherent, pulsed VUV light sources include laser light at 118 nm

(10.5 eV) created by guiding 355 nm laser light (3rd harmonics of a Nd:YAG) through

a cell filled with noble gases [148,149] which results typically in very low intensities

in the order of µW. A different approach is the use of synchrotron radiation [138],

soft x-rays [150,151] or the VUV light emission by free electron lasers [152,153].

The SPI yield of post-ionized molecules can be calculated by [154]

Y +
SPI = σPIIN (3.3)

where σPI denotes the photoionization cross section and I is the intensity of the

VUV light and N gives the density of desorbed molecules within the laser ionization

volume. Equation 3.3 is valid as long as the ion signal does not reach saturation,

which is typically not the case [154]. For more information on SPI a review on VUV

single-photon ionization can be found in [155].

3.2.2 Multi-photon ionization

In case the ionization potential of the molecule is greater than the photon energy

of the available light source, the absorption of more than one photon is required

to push a bound electron into the continuum. Thereby, in multi-photon ionization,

the sum of the photon energies must be greater than the ionization potential of the

neutral molecule. This is depicted in the upper right corner of figure 3.1 as well as

for the special case of resonant absorption, which is shown in the lower left corner.

The absorption of multiple photons leads to the ejection of the electron by virtual

internal energy levels of the molecule. Since absorption cross sections are low in this

case, a high photon intensity is required. A different approach is the ionization of
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the molecules by the resonance enhanced multi-photon ionization (REMPI) process,

where the absorption of the first photon leads to the excitation of the molecule into

an intermediate state and the absorption of a subsequent photon brings the electron

into the continuum (in case of 1+1 REMPI). A precondition for REMPI is a stable

intermediate state with sufficiently long lifetime to allow for the subsequent ioniza-

tion. Since this is a resonant process lower laser intensities can be used compared

to off-resonant multi-photon ionization.

For a number of small molecules the ionization process after the absorption of more

than one photon was shown to be efficient [141]. With perfluorinated polyethers, a

2-photon resonance enhanced ionization was demonstrated also for molecules with

a molecular weight up to 7 kDa [156]. Often wavelength tunable lasers are required,

such as dye lasers, OPO or Ti:Sapph lasers.

In a multi-photon ionization process the absorption cross sections for the individual

photons are independent and in most cases different from each other, determining

the ionization probability of the neutral molecule. The resulting ion yield for a

resonant two-photon process is given by [154]

Y + = σ1σ2I
2N (3.4)

σ1,2 denote the two absorption cross sections of the two photons, I the laser in-

tensity and N the density of the desorbed molecules within the ionization volume.

The quadratic order of the laser intensity is a characteristic feature of two-photon

ionization.

3.2.3 Photoionization of the porphyrin system

Porphyrin and especially tetraphenylporphyrin are interesting molecular systems

for molecular matter-wave interferometry. While they are basic building blocks in

chemical synthesis, they also fluoresce [157], which is an important molecular prop-

erty for the detection in far-field diffraction experiments [42]. Furthermore it has

good thermal properties which allow their thermal evaporation for creating a molec-

ular beam, enabling matter-wave interference with these molecules [158]. Laser

desorption as well as MALDI measurements were already performed on the basic
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tetraphenylporphyrin (TPP) molecule and its derivatives [159], also electron impact

ionization in the gas-phase [160] has been performed. In a recent work [59] it was

demonstrated that perfluoroalkyl-functionalized tetra-phenyl porphyrin molecules

with masses greater 10 kDa still showed a high contrast quantum interference pat-

tern. As a consequence further experiments at an even higher mass range will be of

interest for matter-wave interferometry.

In particular, OTIMA interferometry [2], operates with grating structures made by

light pulses. This requires suitable photoionization properties of the molecular sys-

tems. The ionization energy of porphyrins in the ground state was found to be

smaller than 7 eV [161], which allow the use of commercially available laser systems.

Ion formation by multi-photon ionization in the UV [162] as well as SPI in the VUV

range [143] have been demonstrated.

A functionalization of the stable TPP core by perfluoroalkylated sidechains increases

the mass of the molecule while the photo-ionization properties (should) stay intact.

If this last statement holds true, this molecular system would be a suitable candi-

date for interferometry. By increasing the number of sidechains and possibly adding

TPP structures to the core, heavier molecules could be built with suitable optical

properties for matter-wave interferometry with increased molecular weight. This

motivated the current study, described in the following.
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Chapter 4

An experiment investigating laser

desorption and photoionization prop-

erties of complex porphyrin deriva-

tives

The following chapter describes an experimental study of the UV laser desorption

and VUV photoionization of functionalized TPP molecules. The main attention

in the present work has been on the production of neutral molecular beams. The

molecules were desorbed in a laser desorption source and afterwards photoionized

by VUV light at 157 nm. Finally, the ions were detected in time-of-flight mass

spectrometry (TOF-MS).

4.1 Fluorinated porphyrins

An overview over the structure of the different molecules studied is shown in fig-

ure 4.1. These molecules were TPPF84 (1), TPPF120 (2) TPPF(20−x+17x) (3),

TPPF(20−x+26x) (4) as well as ZnTPP4F(60−x+17x) (5) and TPP4(TPP)F(60−x+17x)

(6), where x denotes the number of C-F polymer sidechains in the molecule. While

the first two compounds are monodisperse, all other molecules (e.g. (3)-(6)) are li-
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braries, meaning that the compounds are mixtures with an identical molecular core

but different numbers of side chains attached. The main reaction step in the synthe-

sis process, done by J. Tüxen, L. Felix and M. Mayor (all University of Basel), is a nu-

cleophilic aromatic substitution reaction on the tetrakis-pentafluorophenylporphyrin

(TPPF20) by which the fluorous building blocks were introduced. Thereby carbon-

fluorine chains replace the attached fluorine atoms primarily at the four para-

positions of the TPP core. The fluorine atoms at other sites are subsequently

replaced by the individual side chains. A detailed overview over the synthesis of

the different molecular libraries can be found in [59,163–165].

As displayed in figure 4.1, TPPF84 has four individual side chains (denoted by R2),

attached in para-positions to the TPP core. The sum formula of the molecule is

C84H26F84N4S4 and the molecular weight is 2815 Da. TPPF120 has a similar struc-

ture as TPPF84, but with a double-ended side chain (R3) at the para-position of the

TPPF20 core. The resulting sum formula can be written as C124H38F120N4S4 Due

to these differences in chemical structure, the average molecular weight is 3991 Da.

For the molecular libraries (3) and (4) the para positions of the TPP core are

occupied by a varying number of additional side chains R2 (3) and R3 (4) at-

tached to the phenyl rings. For compound (3) a sum formula of TPPF(20−x+17x)

= C44H10F20−xN4(S(CH2)2C8F17)x is calculated, while (4) is described by

C44H10F20−xN4(SCH2CH((CH2)3C6F13)2)x. For compound (3) the most probable

number of side chains is x = 14 with a respective molecular mass of 7417 Da. In

the molecular library (4) the number of side chains spans from x = 9-12 with the

highest intensity found for x = 11 with a mass of 9363 Da.

A different approach in the molecular synthesis was taken for compounds (5) and

(6): Since a higher number of chromophores enhances the VUV photoionization

cross section of the molecule [166], the central part of the molecule was changed

to a tetra-phenyl unit (5) and a TPP molecule (6). This core was used for linking

the outer structure based on a four-fold porphyrin system, in case of structure of

(5) ZnTPP units were bound to the periphery of the molecule. The most abun-

dant number of side chains in the molecular library of compound (5) has an x=17

(R(ZnTPP)4F357) with a mass of 11,676 Da. For compound (6) the maximum of

side chains peaks at x = 40 which corresponds to the molecule TPP(TPP)4F765

having a mass of 22,152 Da.
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(a) Molecular structure of the single Por-
phyrin libraries TPPF84 (1), TPPF120 (2)
TPPF(20−x+17x) (3), TPPF(20−x+26x) (4). These
molecules span a mass range from 2800 to 11’000
Da. [109]

(b) Molecular structure of ZnTPP4F(60−x+17x)

with a most abundant mass of 11.5 kDa [110]

(c) Molecular structure of the pentamer,
TPP4(TPP)F(60−x+17x) where the most promi-
nent mass is at about 22.1 kDa [110].

Figure 4.1: The molecular structures of the fluorinated porphyrin derivatives is
shown. While the central core is identical for compounds (1)-(4)(4.1a), the number
and composition of the side chains (’R’) differs between the different molecules. In
contrast to these molecules, the molecular library (5) (4.1b) is built from a cen-
tral tetra-phenyl unit which links the four ZnTPP molecules. The outer four por-
phyrins in the molecular library (6) (4.1c) have again a TPP structure without the
metal atom. Also the central binding structure is built from a TPP as well. These
molecules were synthesized by J. Tüxen, L. Felix and M. Mayor (all University of
Basel).
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In the LD-SPI experiments described in the following all compounds - the chemically

pure TPPF84 and TPPF120 as well as the different libraries - were used.

4.2 Experimental setup

For the measurement of the VUV photoionization properties of these molecules a

dedicated TOF-MS beam line was set up, as shown in figure 4.2. Samples were pre-

Figure 4.2: The molecular beam line for laser desorption and photoionization of
porphyrin derivatives. The molecules are released from the sample plate by UV
laser desorption and pass through a pair of deflection electrodes on their way to the
ionization region. There 157 nm laser light ionizes the molecules and the cations are
detected by a TOF-MS.

pared by dissolving the molecules in an appropriate solvent: Acetone for compound

(1), (2) and ether for (3) and (4). For dissolving of molecular libraries (5) and (6)

diethyl ether and butyl methyl ether were required as solvent, respectively. The LD

sample consisted of a stainless steel plate, which was coated with the analytes, using

the ’dried droplet’ method [101]. Since neutral molecules were required, no acidic

matrix was added.

UV laser desorption was used for the formation of a molecular beam: Thereby the

laser beam from a nitrogen laser (N2) operating at 337 nm (VSL-337, Laser Innova-

tions) was directed onto the sample plate under an angle of 30o to 45o degree. The
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exact angle was dependent on the specific experimental setup. To create a dense

particle beam, a laser pulse energy of about 250 µJ was focused on the surface of

the sample. For compound (1)-(3) a convex lens with a focal length of f=+1000 mm

was implemented and the laser spot was focused down to wx = 0.95 mm and wy =

1.2 mm. The molecular library (4) was desorbed by using a focal spot size of wx =

0.63 mm and wy = 1.55 mm, created by a f=+300 mm convex lens. A lens with

even shorter focal length of f=+50 mm was utilized for compounds (5), (6) which

resulted in a laser spot size of wx = 1.5 mm and wy = 0.5 mm. The LD sample was

mounted on a translational stage in such a way that a new sample spot was hit by

each laser shot during the desorption process, helping to keep sample fluctuations

on the recorded signal small.

After desorption the molecular plume was guided through two deflection plates (for

measurements with (1) - (4)) set to appropriate high DC potential prior to the

entrance into the ionization region of the TOF-MS to filter the ions from the LD

plume. By deflecting the charged molecules of the plume the background signal

in the mass spectrometer was reduced. The neutral molecule fraction entering the

repeller region of the TOF-MS was photoionized by a pulsed VUV F2 excimer laser

beam (EX5, GAM Inc.) The F2 laser operates at a wavelength of 157.6 nm with

a pulse length of 5 ns and a maximal pulse energy of 1.5 mJ focused into a rect-

angular beam shape with the dimensions of about 1x8 mm (8×0.6 mm in case of

TPPF84/TPPF120/TPPF20−x+17x and 10.2×0.4 mm for TPPF20−x+17x). To re-

duce intensity losses, the laser beam path to the TOF-MS was purged with dry

nitrogen and an anti-reflex coated CaF2 window was placed at the entry point of

the vacuum chamber.

The formed cations were accelerated into the TOF-MS (Kaesdorf, m/∆m = 100,

Uacc = 18 kV) and detected on a triple MCP, stacked in Chevron geometry. To

decrease statistical fluctuations in the recorded signals, each mass spectrum was

averaged over 16 to 30 laser desorption shots, depending on the molecule.
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4.3 Experimental results

4.3.1 Mass spectra of perfluoroalkyl-functionalized porphyrin deriva-

tives

The mass spectra of the samples (1) - (4) as well as the molecular libraries (5), (6)

are shown in figures 4.3 and 4.4. Generally, in all mass spectra the relative peak

intensities depend on the delay time between the desorption N2 and F2 ionization

lasers, e.g. the delay time after which volatilized molecules are ionized. Fragments

are predominantly observed at a shorter delay time which corresponds to faster ve-

locities of these low-mass ions. Intact molecules, having lower velocities, are mainly

observed at longer delay times. This behavior is clearly shown by the velocity distri-

butions in figure 4.5. The observed difference in the velocities could be an indication

that a thermal fragmentation of the intact molecules is induced during the desorp-

tion process. For the fast and therefore, under the assumption of thermalization,

hot molecules the correlation between internal and external degrees of freedom is a

consequence of the higher internal temperatures and therefore of the fragmentation

probability.

The mass spectra of TPPF84 (figure 4.3a) shows the intact cation (M1) at a mass of

about 2820 Da. Apart from the intact molecular ion several fragment peaks (denoted

as M1− (R1−S) till M1− 4 · (R1−S)) are visible. The spacing corresponds to the

mass of one single side chain, representing a loss of an individual fluoroalkylsulfonyl

chain at the sulfur atom (see figure 4.1 for more details). Additionally, a cluster

at higher mass than the intact molecular mass can be observed in the spectrum

(M1+R1 in figure 4.3a) with a mass difference corresponding to the mass of a single

side chain. The cluster (M1+R1) can only be explained by cluster formation in the

desorption plume, because initial cross-reference analyte samples did not show this

mass or any higher one in independent MALDI-TOF measurements [167]. Since

such clusters were not detected in control measurements without photoionization

laser, it seems that the clusters emerge from neutral molecules.

The mass spectrum of the second pure perfluoroalkyl-functionalized TPP molecule,

TPPF120, gives a similar picture: In figure 4.3b the intact precursor ion (M2) is

visible in addition to four distinct fragments [(M2 − R2) to (M2 − 4R2)]. Again
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(d) A similar mass spectrum is observed for
molecular library TPPF(20−x+26x). The varia-
tion of the side chain is clearly visible (x=6-
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Figure 4.3: Mass spectra of different perfluoroalkyl-functionalized TPP compounds
((1)-(4) in figure 4.1). In all spectra the ionization energy was kept identical to
the maximal pulse energy of the F2 ionization laser. The delay time between the
desorption process and the ionization laser was set to the maximum of the velocity
distribution of the molecular plume, since peak intensities depended on the velocities
of the molecules. Images taken from [109].

this can be explained similar to the case of TPPF84 by a splitting of the side chains

from the intact molecule. But compared to the previous mass spectrum an ad-

ditional low-mass peak at a mass of about 760 Da is visible (X in figure 4.3b),

which is consistent with the mass of a single side chain apart the sulfur atom, e.g.

[R3 − S]+ = CH2CH((CH2)3C6F13)2. On the high mass side of the spectrum the
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cluster-formation of the intact precursor with an additional side chain ((M2+R2) in

figure 4.3b) is seen, allowing for a similar hypothesis as previously.

The mass spectrum of the first molecular library TPPF(20−x+17x) ((3) in figure 4.1),

reflects a distinct peak pattern of the side chain abundances as a result of the synthe-

sis process of this molecule group. All molecules have an identical molecular TPP

core, but a variable number of side chains R2 attached. The recorded spectrum

shows a typical mass distribution with the number of side chains ranging from x=10

to x=17 with the most abundant for x=14. Each of the peaks represents one intact

isomer, differing from the neighbors by the weight of one single side chain minus a

single fluorine atom. In the mass spectrum, a fragmentation of the intact molecule

is observed as well (F1-F8). Thereby each of these peaks has a mass difference of

about 478±40 Da, which represents a cluster of side chains without the central TPP

core.

The mass spectrum of the molecular library TPPF(20−x+26x) (figure 4.3d) gives a

similar spectra to the one of TPPF(20−x+17x). The side chain distribution observed

runs from x=6 to x=13, with x=11 as the most probable number of attached side

chains. Similar to the spectrum of TPPF120, a single side chain can also be ob-

served (R2) in figure 4.3d. But in comparison to TPPF(20−x+17x) no clustering of

side chains is seen, which is in contrast to molecular libraries having a linear side

chain (see figures 4.1).

The porphyrin tetramer (figure 4.1b) and porphyrin pentamer (figure 4.1c) display

a similar structure in the mass spectrum to the molecular library of the single TPP

structure. ZnTPP4F(60−x+17x) (figure 4.4a) shows a distribution of eight well re-

solved mass peaks in the spectrum which correspond to the identical core with a

varying number of side chains from x=14 to x=21. Thereby the most probable num-

ber of side chains is x=17, corresponding to a mass of about 11,680 Da. The spacing

between the different mass peaks is again 450±10 Da, indicating the mass of a single

side chain (479 Da) minus a fluorine atom. On the low mass side of the spectrum

a regular spaced distribution by 457±18 Da between two neighboring mass peaks

(C1-C9) assumes a clustering of side chains also for this molecular library. Thereby

C1 represents a single intact side chain followed by higher clusters of side chains.

The mass spectrum of TPP4(TPP)F(60−x+17x) (figure 4.4b) shows an identical pat-

tern to the spectra of the previous described libraries. For improved mass resolution
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only the high end of the mass spectrum is displayed in figure 4.4b showing the

characteristic side chain distribution ranging from x=34 to x=45 with the most

prominent one at x=40. At the lower mass end of the spectrum a clustering of side

chains can be seen again, similar to the ones shown in figure 4.3d. The results from
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Figure 4.4: Recorded mass spectra of different perfluoroalkyl-functionalized TPP
compounds: In all spectra the ionization energy was kept identical to the maximal
pulse energy of the ionization laser. The delay time between the desorption and
ionization laser was set to the maximum of the velocity distribution of the molecular
plume since the peak intensities depended on the velocities of the molecules. Images
taken from [109,110].

this experiment demonstrate that certain organic molecules with masses of up to

25 kDa are suited for photoionization if they display molecular structures as in the

case of fluorinated porphyrins. This will be of interest not only for matter-wave

interferometry where photoionization is a fundamental requirement (e.g. absorptive

optical gratings [2]) but also in the detection stage of any neutral molecular beam

experiment (like deflection experiments [168]).

4.3.2 Velocity distributions of laser-desorbed perfluoroalkyl - func-

tionalized TPP libraries

In chapter 4.3.1 the volatilization of complex perfluoroalkyl-functionalized TPP

molecules was shown. Another interesting aspect are the initial velocities of the

molecules after volatilization, important in matter-wave interferometry experiments.
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In matter-wave interferometry the wavelength of the particle is defined by the

de Broglie wavelength, λdB = h/mv, which is inversely proportional to the ve-

locity of the molecule. Current interferometers are compatible with a particle

wavelength of λdB=300 fm [2], which would require velocities in the order of 100

m/s in case of the molecular libraries TPPF(20−x+26x) and below 50 m/s in case

of TPP4(TPP)F(60−x+17x). Also other classical molecular beam experiments like

molecular deflection [169,170] requires slow molecular velocities as well.

In the current experiment the molecular velocity distribution was recorded by mea-

suring the time delay between the desorption and the ionization laser.

The smallest TPPF structure tested (TPPF84) shows a bi-modal, non-thermal

velocity distribution (figure 4.5a) which can be fitted best by the sum of two Gaus-

sian distributions, with the two most probable velocities of about vmp=75 m/s and

vmp=180 m/s. In case of the lighter fragment ions a similar velocity distribution can

be observed. A clear molecular size-dependent velocity slip can be observed, where

the flight times of the fragment masses scales proportional to m1/2. For the intact

molecule the scaling factor is deviating from the this proportional factor. For the

intact precursor ion a broad tail towards higher flight times is seen in the distribu-

tion, which shows that for TPPF84 strong molecular signals with velocities below

100 m/s are obtained.

A similar trend is observed for TPPF(20−x+26x) (figure 4.5b) which shows a bi-modal,

non-thermal Gaussian distribution, resulting in most probable velocities of about

vmp=150 m/s, vmp=260 m/s and vmp=140 m/s, vmp=215 m/s respectively (for

x=11 and x=13). The number of side chains in more complex porphyrin molecules

obviously leads to slower velocities (figure 4.5b). This is shown in more detail in

figure 4.6 for different number of sidechains present in the TPPF(20−x+26x) library.

Here a slip towards slower velocities with increasing molecular weight can be ob-

served. Similar to TPPF84 a large fraction for velocities smaller than 130 m/s is

detectable.

A similar spread of velocity can be observed in the case of the molecular libraries

ZnTPP4F(60−x+17x) and TPP4(TPP)F(60−x+17x), shown in figures 4.5c and 4.5d.

The fast fraction can be assigned to ions created in the desorption plume and was

also observed when the F2 ionization laser was not in operation. Apart from the fast

ions the data (figures 4.5c,4.5d) show a broad flight time distribution towards longer
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(b) Time of flight curves of the desorbed molecu-
lar library TPPF(20−x+26x). A relation between
the number of attached side chains and molecu-
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(c) In the flight time distribution of the por-
phyrin tetramer two distinct peaks can be identi-
fied. While the slow component is attributed to
the neutral molecules, the fast components are
from ions created in the desorption process.
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(d) For the porphyrin pentamer as similar time of
flight distribution is observed. Again the initial
ions from the desorption process can be observed
as fast components of the time of flight distribu-
tion.

Figure 4.5: The velocity distribution of selected TPPF molecules are shown. This
includes the lightest molecule TPPF84 (figure 4.5a) as well as the molecular library
TPPF(20−x+26x) (figure 4.5b). Furthermore the velocity distribution of the por-
phyrin tetramer and pentamer are presented (figure 4.5c,4.5d). All data are fitted
by Gaussian distributions which are drawn as a guide for the eye. Generally strong
signal strength can be observed even for velocities smaller than 100 m/s.

flight times, describing the photoionized neutrals. The fast ions are described best

by a Maxwell-Boltzmann distribution, while the slow part is fitted by a Gaussian,

the latter is shown as a guide to the eye. From the Gaussian fits a most probable

velocity of vmp = 90 m/s can be deduced for the porphyrin tetramer and vmp = 46
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Figure 4.6: The extracted velocities of the intact molecules from the TPPF(20−x+26x)

library are plotted against the mass for different numbers of sidechains present in
these two libraries. A slip towards smaller velocities for increasing mass can be
observed (within the library).

m/s for the porphyrin pentamer. The broad tail of the data towards longer flight

times show that a substantial amount of signal is still present for velocities below

40 m/s (ZnTPP4F(60−x+17x)) and even below 20 m/s (TPP4(TPP)F(60−x+17x)). In

comparison to the previous discussed time of flight distribution of TPPF(20−x+26x)

no significant velocity shift towards slower velocities in dependence of the number

of side chains can be observed for TPP4(TPP)F(60−x+17x).

4.3.3 Ionization cross sections

In matter-wave interferometry a high photoionization cross section is required as

well. The current OTIMA setup [2] requires a single-photon ionization cross section

greater than 5 × 10−17cm−2 [171] to ensure that the light grating is an absorptive

structure for the passing particle beam. To test the ionization cross section of TPP

derivative structures, the time delay between desorption and ionization was set to

a fixed value corresponding to the highest observed signal and the 157 nm laser

intensity was varied.

For the first four TPPF molecular libraries measured in this thesis ((1)-(4) in figure

4.1) the ionization process can be approximated in first order as a single photon

process by the following equation [172]

SPL = ρ∆V T · (1− exp(−σ∆tPL

hν
)) (4.1)
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where ρ is the number density of neutral species within the ionization volume V, T

denotes the transmission and detection efficiency of the TOF-MS, σ the ionization

cross section, the laser power density (PL) with frequency ν and the pulse duration

∆t. Equation 4.1 can be used to describe our recorded data, provided that the laser

intensity is high enough to drive the ion signal into saturation [173]. In this case

the influence of different photoionization cross sections on the detection efficiency is

eliminated.

Similarly to the velocity measurements, the ionization cross sections were determined

for the lightest and heaviest single-TPP derivatives (TPPF84, TPPF(20−x+26x)) as

well as the TPP tetramer and pentamer (ZnTPP4F(60−x+17x), TPP4(TPP)F(60−x+17x)).

The first two compounds show steady increasing signal strengths for low laser pulse

energies while for more intense laser powers the signal saturates (figure 4.7), which is

well described by the equation 4.1. From these data a fit for both molecules allows a
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Figure 4.7: A variation of the VUV laser energy allows the determination of the ion-
ization cross sections of the perfluoroalkyl-functionalized TPP derivatives TPPF84

and TPPF(20−x+26x) (x=11 to x=13). From fits (solid lines) after equation 4.1 a
single-photon ionization process can be assumed. Image adapted from [109].

calculation of the photoionization cross section of σ > 5×10−17cm−2. A summery of

the ionization cross sections from TPPF84, TPPF(20−x+17x) and TPPF(20−x+26x) are

found in table 4.1. The resulting cross-sections show that the higher the complexity

of the molecules within its own library, the greater is its resulting photoionization

cross section.
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The number of absorbed photons Nabs from a molecule with a specific absorption

molecule σ(10−17cm−2) (∆σ)

TPPF84 18 (1.8)
TPPF84-R 17 (1.8)
TPPF84-2R 14 (1.6)
TPPF84-3R 9 (1.5)
TPPF84-4R 4 (2)

TPPF(20−x+17x)

x=10 4× 10−2 (6)
x=11 5× 10−3 (4.5)
x=12 1 (4)
x=13 5 (5)
x=14 7 (6)
x=15 8 (6)
x=16 9 (6.5)
x=17 10 (7)

TPPF(20−x+26x)

x=9 2 (0.5)
x=10 5 (0.6)
x=11 7 (0.8)
x=12 5 (0.8)
x=13 5 (1)

Table 4.1: The ionization cross section of TPPF84 (and its major fragments) as well
as of the molecular libraries TPPF(20−x+17x) and TPPF(20−x+26x) are given.

cross section can be estimated by

Nabs =
σabsEL

πω2hν
(4.2)

where EL denotes the energy of the laser, ω is the beam waist, σabs and ν is the

laser frequency.

With the absorption cross sections given above, Nabs is in the order of about 4 (for

TPPF84) and 2 (for TPPF(20−x+17x), TPPF(20−x+26x)) photons/pulse.

The TPP4(TPP)F(60−x+17x) library shows an increase of signal with laser intensity

and a leveling-off similarly to the case of TPPF(20−x+26x). In comparison, different

results are seen for the TPP tetramer, shown in figure 4.8. This library shows an

increased cross section with increasing VUV laser intensity until the saturation point

is reached at about 400 µJ , followed by a decrease of the signal intensity, which can

be explained by an increased photon-induced fragmentation of the molecule with
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Figure 4.8: The TPP tetramer ZnTPP4F(60−x+17x) (4.8a) and TPP pentamer
TPP4(TPP)F(60−x+17x) (4.8b) show a different behavior in their ionization prop-
erties. The tetramer signal decreases with increasing VUV laser energy which shows
the onset of a photon-induced fragmentation process. In comparison, the TPP
pentamer reaches a plateau when high 157nm laser energies are used. Adapted
from [110]

higher light intensities. In comparison the TPP4(TPP)F(60−x+17x) library shows

an increase of signal with laser intensity and a leveling-off similar to the case of

TPPF(20−x+26x).
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In figure 4.7 another interesting feature can be observed. In the discussion on the

mass spectrum of TPPF84 and TPPF(20−x+26x) the source of fragmentation of the

molecule could not be proven in a satisfactory manner. Since all masses plotted in

figure 4.7 show an equal increase with increasing ionization energy, it suggests that

the molecular fragments are produced mainly in the desorption process.
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Chapter 5

Conclusion and discussion

This chapter presents results on laser desorption and photoionization (LD-PI) of

complex organic molecules with molecular weights up to 25 kDa. In the experiments

the neutral fraction of the desorbed LD plume was subjected to a post-ionization

process by VUV laser radiation at 157 nm before detecting the produced ions in a

time-of-flight mass spectrometer.

In these measurements perfluoroalkyl-functionalized tetraphenylporphyrin (TPPFx)

molecules of different molecular structure and weight were used. These included not

only chemically pure structures (like TPPF84) but also molecular libraries with

variable numbers of side chains and different core structures (see figure 4.1 for more

details).

A neutral molecular beam was produced by matrix-free laser desorption, post-ionized

by the VUV ionization laser. From the recorded mass spectra only moderate frag-

mentation can be seen. For the cases where an overall increase in signal with in-

creasing ionization energy can be observed, the fragmentation is occurring mainly

during the desorption phase of the analytes. By varying the time delay between

the desorption and ionization process the velocity distributions were determined,

showing that the molecules were subject to a thermal desorption process with re-

sulting velocities below 20 m/s. By changing the power of the ionization laser the

photoionization cross sections of selected perfluorinated TPP compounds can be

measured, showing a single-photon ionization behavior with cross-sections greater

than σ > 1× 10−17cm−2.
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Coupling to a matter-wave interferometer

The final goal of the presented laser desorption study was to determine the suitabil-

ity of LD-PI with TPPF molecules for matter-wave interferometry. Currently there

are two operational near-field interferometers: the Kapitza-Dirac Talbot-Lau Inter-

ferometer (KDTLI) [44, 174] is best suited for operating with continuous molecular

beams. The OTIMA interferometer [2] uses pulsed light gratings, operating best

with pulsed sources.

For coupling LDI to an interferometer OTIMA seems to be the optimal choice. The

overall interferometer length of the OTIMA is only about 5 cm with no material

gratings (in comparison to the KDTLI), which should increase the total beam flux.

By mounting the particle source (e.g. the desorption sample) closer to the vicin-

ity of the first grating, the overall length of the interferometer is reduced. Since

OTIMA operates with timely pulsed gratings also pulsed particle sources can be

readily coupled to the interferometer. Another advantage of the OTIMA setup is

the intrinsic integration of photoionization during the particle detection, which will

enhance the ionization efficiency, compared to the 10−2 · · · 10−4 in case of electron

impact ionization. A pulsed VUV light source can be well combined with the pulsed

laser desorption source.

In a matter-wave interferometer from the OTIMA type optimal results are achieved

when the particles are single-photon ionizable [2] at the grating wavelength. Al-

though a recent theoretical work (unpublished) showed that also a two-photon ab-

sorption will allow the observation of quantum interference. When the molecules

show photon-induced fragmentation in the grating [175], also this process can be

used in the OTIMA. For the TPPF libraries the exact ionization potential is not

known, but can be extrapolated from regular TPP. For the single TPP molecule

the ionization is about 6.4 eV [161], which is well below the 157 nm VUV photon

energy of 7.89 eV. For the TPPF libraries this is in accordance with the measured

single-photon ionization curves (see figures 4.7,4.8) which also show that the TPPF

libraries can be photoionized rather well at 157 nm, since saturated ion signals are

observed for high VUV pulse energies. More work has to be invested into the op-

timization of the source design and the overall increase of the desorption efficiency

(e.g. like sample preparation).

Finally, TPPFx molecular libraries in combination with a laser desorption source
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could push the current mass limit in matter-wave interferometry towards higher

mass ranges and more complex particles in an OTIMA type experiment. Since

these molecular libraries show suitable desorption and photoionization properties, it

might be interesting to push the mass limit of these molecular systems further. In a

first step this might be possible by adding additional sidechains to the the molecular

structure shown in figure 4.1b or 4.1c. Also the use of a double-strand chain sim-

ilar to TPPF(20−x+26x) could help in increasing the overall mass in such molecular

libraries. In a further step one could envision also a replacement of the core in the

molecular structure 4.1c: If instead of a TPP molecule small metal clusters are used,

it should be possible to reach masses greater than 105 Da in such molecular libraries

systems. Since the outer TPPF structures are still bonded to this new core, the

photoionization properties should be intact.
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PartIII

Ion traps for molecular studies
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Chapter 6

Linear quadrupole ion traps

To push matter-wave physics to higher mass, cold and slow molecules are required.

While desorption of functionalized molecules may eventually lead up to the lower

100 kDa range, interferometry experiments in the range of MDa and beyond require

different sources. A low particle velocity is required, as can be seen by the de Broglie

wavelength λdB = h/(mv), but also the internal temperature of the molecules needs

to be reduced. Otherwise the possible emission of thermal radiation could lead to

decoherence [176]. To suppress vibrational photons it will be sufficient to equilibriate

all internal states at 77 K. Cooling down to cryogenic temperatures of about 10 K

shall reduce the particle velocity, v =
√

(2kBT )/m, to about 1 m/s for 106 Da

particles, i.e. values compatible with OTIMA interferometry.

As a new source for the creation of cryogenic particle ensembles an ion trap was

pursued in this thesis. This device possesses several advantages:

� Compared to neutral molecules, ions have the advantage that they can be

controlled more easily. Long-term trapping can be achieved independent of the

internal molecular state. A neutralization mechanism could be implemented

for instance via electron photodetachment of singly, charged anions [177].

� A quadrupole ion trap has the advantage of being mass selective. This allows

to clean the molecular beam before the matter-wave interferometer.

� Since stable long-term trapping is readily achieved, it allows an efficient cooling

of the ions in a buffer gas, even at low pressure.
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In the following we will describe the design and setup of the linear quadrupole ion

trap in our laboratory. Initial results will be presented as well as investigations into

a new possible cooling mechanism for singly charged ions in the mass regime greater

1 MDa.

6.1 Overview over the fundamental ion trap parameters

Ion traps are unique tools, since they allow the confinement of ensembles or sin-

gle particles over long time periods [178], covering a broad experimental field in

both, chemistry and physics. The list of possible applications is long, covering mass

spectrometry [179, 180], atomic and molecular cooling [181–183], quantum infor-

mation processing [184], molecular spectroscopy [185], atomic clocks [186], nuclear

physics [187] as well as investigations of antimatter [188].

To create a stable trapping field, electric and magnetic fields may be used. The Earn-

shaw theorem, based on the Laplace Equation ∇2Φ = 0, states that electrostatic

fields alone may only create saddle potentials but no stable trapping conditions in

free space. By combining a static magnetic and an electric field or by alternating

electrical fields stable trapping becomes feasible.

An electrostatic setup in a two-dimensional quadrupolar field will have only a con-

finement force in one direction (say along x) but not simultaneously in both trapping

axes. If an axial, static magnetic field is added, an additional confinement force is

provided by the Lorentz force. Such a field configuration is realized in Penning traps,

invented by Dehmelt [189]. Since in this case the ion trajectories are governed by

the cyclotron frequency, ωcyc = eB/m, such confinement is mainly used when either

trapping electrons, light or highly charged ions. Otherwise strong magnetic fields

of several Tesla and beyond are required. An excellent written review on Penning

traps and single particle physics can be found in [190].

In contrast to that, ion traps may exploit time varying electric potentials. This was

first realized by Wolfgang Paul et al. [191, 192] using two-dimensional confinement

fields, Φ ∝ x2− y2 (mass filter) or in all three dimensions, Φ ∝ r2− 2z2 (Paul trap).

A strong restoring force pushes the ions back towards the center of the field.

In a multipole expansion of the electric field, the first term showing a potential min-

imum in the center of the charge distribution is the quadrupole term. The potential
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at any point then depends on the square of the distance from the origin.

In such a device the potential can be described by

Φ(x, y, z) = A(λx2 + σy2 + γz2) + C (6.1)

where A is a constant, C a fixed potential (either RF or DC) and λ, σ, γ are weighing

factors. Since the electric field has to fulfill the Laplace equation in vacuum

∆Φ(x, y, z) = 0 (6.2)

it follows for equation 6.1

∆Φ = A · (2λ+ 2σ + 2γ) (6.3)

Since A is typically nonzero, the factors λ, σ, γ will comply with this equation by

λ = −σ, γ = 0 (6.4)

λ = σ = 1, γ = −2 (6.5)

Thereby the first line describes the condition for a linear quadrupole, while the

second set is used for describing a three-dimensional quadrupole field structure.

Since only two-dimensional quadrupole fields were used in this work, the three-

dimensional case is not discussed any further.

6.1.1 The linear quadrupole trap

In comparison to the three-dimensional Paul trap, a linear ion trap confines the ions

radially by an oscillatory RF field and axially by DC stopping potentials. The node

of the RF field is the symmetry axis. The two-dimensional radial trap potential can

be expanded in polar coordinates as [193]

φn(r, t) = Φ0(t)

(
r

r0

)n
cos(nΘ) (6.6)

r and r0 describe the radial position of the ion and the inscribed radius of the ion

trap. In Cartesian coordinates the same potential can be expanded into multipoles
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in the form of

Φ(x, y) =
∞∑
N=0

ANΦN(x, y) (6.7)

The resulting terms describe the constant potential (Φ0), linear dipole (Φ1), quadrupole

potential (Φ2), hexapole potential (Φ3), octopole (Φ4) etc. The first two potentials

relevant for linear ion traps (omitting in the current consideration all higher order

fields like the 22-pole), quadrupole or hexapole, can be written explicitly

Φ2(x, y) =
Φ0

2r2
0

(x2 − y2) + C (6.8)

Φ3(x, y) =
Φ0

r3
0

(x3 − 3xy2) + C (6.9)

Φ0 describes the potential difference between two neighboring electrodes and C is

an integration constant.

The radial potential distributions given by equation 6.8, 6.9 are plotted in figure

6.1a, 6.1b. The 2D potential shape is fixed by the boundary conditions and depends

on the shape and position of the trap electrodes.

The definition of the quadrupole potential (equation 6.8) displays an important

aspect for a linear quadrupole ion trap. The ion motion inside such a potential will

be decoupled between the two radial planes, which allows an analytical solution of

the equation of motion. For higher order multipoles the motion in the two planes is

generally coupled, making an analytical treatment difficult.

The full electric potential (in the radial and axial plane) of the linear quadrupole

can be expressed by the following set of equations

ΦRF(x, y, t) =
VRF

2

(
x2 + y2

r2
0

)
· cos(Ωt) (6.10)

ΦEC(x, y, z) =
κUEC

z2
0

(
z2 − x2 + y2

2

)
(6.11)

Φtotal = ΦRF + ΦEC (6.12)

where VRF describes the RF potential oscillating with the angular frequency Ω and

κ is a geometric factor, describing the shielding of the endcap potential in a given

trap geometry. Figure 6.2 shows the schematic layout of such a linear trap. The dy-

namic trapping is achieved by applying RF voltages of equal amplitude but opposite

polarity to the two diagonal sets of electrode pairs. To achieve an axial trapping,
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Figure 6.1: The potential distribution in linear multipoles for two specific cases: a
quadrupole (6.1a) and a hexapole (6.1b). For the hexapole an increased field-free
region around the center can be observed. The potentials are normalized to (-1,1).
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an additional DC potential, UEC, is applied to the electrodes on either side of the

trap. The applied RF voltages define a saddle potential along the x-y planes of the

trap, which flips with the RF frequency ΩRF. For any given set of RF parameters a

well defined class of ions can be stable trapped within such an ion trap volume.

For the creation of an ideal quadrupolar electric field inside the ion trap hyperbolic

Figure 6.2: Schematic overview of a segmented linear quadrupole ion trap, showing
the definition of the characteristic lengths r0, r and z0. On the left side a side
view of the trap is given, while on the right the cross section is shown. The trap
rods are divided into electrically isolated segments, with a central electrode defining
the trapping region. On each individual electrode the RF potential U + Vcos(Ωt)
is applied with the identical phase on each diagonal pair. Additionally an axial
confinement potential, the end cap potential UEC, is applied to the outer most
electrodes.

electrode structures are required. While producing a slightly better quadrupolar

field than round rods, the machining of such electrodes is quite difficult and the

close proximity of neighboring electrodes at the rim in their outskirts can lead to

enhanced sparking at high voltages. Therefore, in most cases linear ion traps are

designed with cylindrical electrodes. To approximate the quadrupole field in the

center of the trap the ratio of electrode radius r to inscribed radius r0 (shown in

figure 6.2) should be r/r0 = 1.148 [194].
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Equation of motions

With a defined quadrupole potential the radial equation of motion F = −e∇Φ can

be defined (in this case explicit for the x coordinate) as

m

(
d2x

t2

)
= −2e

(UDC + VRF cos(Ωt))x

r2
0

(6.13)

The quadrupole field is a special case since the equation of motions can be reduced

to a set of de-coupled one dimensional differential equations, the Mathieu equations:

d2u

dξ2
+ (au + 2qu cos(2ξ))u = 0 (6.14)

where u=x,y, a u,q u represent two dimensionless constants related to the physical

parameters of the ion trap and ξ is a dimensionless recast of the frequency, ξ = Ωt/2.

By a direct comparison of the two equations 6.13 and 6.14 the dimensionless Mathieu

parameters a , q can be deduced:

qx = −qy =
4eVRF

mr2
0Ω2

(6.15)

ax = −ay =
8eUDC

mr2
0Ω2

(6.16)

If in the operation of the linear ion trap only an axial DC endcap potential is used

instead of UDC, the a parameter can be re-written to [195]

az =
8κeUEC

mz2
0Ω2

(6.17)

ar =
4κeUEC

mz2
0Ω2

(6.18)

where az describes the stability parameter for static confinement in the z axis, while

ar describes the radial plane. The parameter κ is a constant and is determined by

the trap geometry. As long as az > 0 and q , ar lie within the stability regions, ions

will have stable trajectories.

The description by the Mathieu equation has the advantage that the solutions are

well known [196,197] and the stability of the resulting ion trajectories depends only

on the two dimensionless parameters a , q and not on the initial ion conditions
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[193,198]. The general solution to equation 6.14 can be written as

u(t) = Aeiωrt
∞∑
n=0

C2ne
inΩt +Be−iωrt

∞∑
n=0

C2ne
−inΩt (6.19)

where A and B are constants of integration and C2n describe the amplitudes of ion

motion depending on a and q only. When the characteristic exponent is imaginary,

e.g. proportional iβ, with β /∈ N (equation 6.19) the solution is periodic and stable.

Otherwise the ion experiences instable trajectories and will escape the confinement

volume of the trap within a few RF cycles. An in-depth treatment of this matter be

found in [199].

The secular motion ωr corresponds to the motion of a harmonic oscillator and de-

scribes the ion motion within the RF potential. Terms with n 6= 0 in equation 6.19

describe the ion motion driven by the RF field. This is the micromotion, represent-

ing a small ’wiggly’ motion atop the slow-oscillating motion in figure 6.3.

The frequency of the secular motion in the radial plane can be calculated by
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Figure 6.3: A simulated ion trajectory in the radial (x-y) plane (panel a). The
temporal trend of the x and y component are presented in panel b and c respectively.
The secular motion (low frequency) as well as the micromotion (low amplitude, fast
oscillation period) can be identified in graph b, c. The Mathieu parameters in the
simulation were chosen as a = 0, q = 0.23. The ion trajectories were simulated in
SIMION [200].
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ωr =
Ω

2
β (6.20)

which depends only on the two Mathieu parameters a , q . The Mathieu characteris-

tic exponent β can be found numerically either by the continued-fraction expression

in terms of a and q parameter or by the approximation [199]

β2 = an−
(an − 1)q2

n

2(an − 1)2 − q2
n

− (5an + 7)q4
n

32(an − 1)3(an − 4)
− 9(a2

n + 58an + 29)q6
n

64(an − 1)5(an − 4)(an − 9)
+O(q8

n)

(6.21)

For operational conditions satisfying |a | ,q 2 � 1 and β � 1 the secular motion in

both trapping planes may be approximated by

ωr =
Ω

2
·
√
q2

2
+ a =

Ω

2
·

√
8e2V 2

RF

m2r4
0Ω2

+
8eUDC

mr2
0Ω2

(6.22)

ωz =

√
κeUEC

mz2
0

(6.23)

Ions oscillate in the longitudinal direction of the trap with ωz, which is independent

on the radial RF potential, but depends on the DC endcap potential, only.

The radial secular frequency ωr is not only determined by the trapping parameters,

but also by the mass-to-charge ratio of the ion

m

e
=

2VRF√
2ωrr2

0Ω
(6.24)

This relationship is used for a selective mass scanning of the ion cloud [201, 202]:

Since the ion motion can be regarded as a harmonic oscillation inside a potential well,

additional irradiation with a radio-frequency resonant with the oscillation frequency

(ωr) leads to an increase in the kinetic energy of the ion and eventually to the loss

of the ion from the trap. At the same time this technique also allows the isolation

of ions of a specific mass-to-charge ratio mi/ei. Radiating notched RF waveforms

by inverse Fourier transformation technique (e.g. white RF noise with a gap around

the specific ωr) into the trap will lead to a broad-band ejection of ions with the

exception of the selected one with mi/ei [203].

The theoretical mass resolution in the resonant ion ejection can be directly related
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to the frequency steps used in a measurement [204]

ν

∆ν
=

m

∆m
(6.25)

In the approximation of low q (q < 0.4) the solution of equation 6.14 can be sim-

plified to

u(t) = u0 cos(ωsec,ut+ φu)
(

1 +
qu

2
cos(Ωt)

)
(6.26)

where φu describes the phase on the oscillation and u0, φu are determined by the

initial conditions of the ion.

The composition of the ion motion from low-frequency secular frequency and micro-

motion is displayed in the equation. Thereby the amplitude of the micromotion is

proportional to q and the amplitude of the harmonic oscillation amplitude.

With the help of equation 6.21 the limits of stable motion can be found in the Math-

ieu stability diagram. Within these regions the ions have stable trajectories in both

radial trapping axes. The lowest stability zone is shown in figure 6.4.

Since the stability diagram depends on the trapping parameters, it allows the esti-

Figure 6.4: The first stability region in the Mathieu equation of a linear quadrupole
trap spanning from {a ,q } = {0 − |0.237| ; 0 − 0.9}. The boundaries represent
the limits for stable ion trajectories and satisfy the Mathieu equation. Image taken
from [179].

mation of the parameters required for a stable confinement of an ion with mass m.
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Furthermore it may be used to determine the mass-to-charge ratio of an unknown

ion, since {a ,q } ∝ 1/m}. In this case, experimentally either the RF amplitude

VRF is ramped down or a combination of DC and RF voltages is used to move the

operation point of q into the unstable region. In a similar approach the operational

point of the ion trap can be moved to the tip of the (first) stability diagram, allowing

stable trapping conditions for ions with only a narrow mass-to-charge ratio.

6.1.2 Pseudopotential approximation and trapping depth

When the amplitude of the RF field is nearly constant over the oscillation period of

the ion, a useful approximation can be made. In this adiabatic approximation the

secular motion of the ion can be treated as that of a particle in a time-independent

effective potential, the effective- or pseudopotential Veff . For a linear multipole ion

trap of order n the pseudopotential can be written as [193,205]

Veff(r) =
2n2e2V 2

RF

16mr2
0Ω2

·
(
r

r0

)2n−2

+
eκVEC

2z2
0

(
2z2 − r2

)
(6.27)

The first term of equation 6.27 describes the time-averaged potential resulting from

the oscillating RF field, the second term the influence of the static end cap potentials.

Figure 6.5 displays the distribution of the radially effective potential for different

multipole orders. Here the expected harmonic potential shape of the quadrupole can

be observed. For increasing multipole order n the potential shape closest to the RF

node gets more shallow while in the outskirts the electric field gradient increases with

increasing n. This explains why a quadrupole is the optimal choice in experiments

when well localized ion clouds are required (e.g. in case of optical detection by laser

induced fluorescence or the controlled axial extraction of an ion beam from the trap).

On the other hand, the shallow potential of higher order multipoles around the trap

axis provides an ideal environment for cooling of large, extended ion clouds since

micromotions are reduced. This is especially true in case of a 22-pole trap, which is

widely used for cooling ion clouds to cryogenic temperatures [206].

For a linear quadrupole ion trap the pseudopotential can be described with the

secular motions of the ion by the following relation

Veff(r, z) =
1

2
mω2

rr
2 +

1

2
mω2

zz
2 (6.28)
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Figure 6.5: The distributions of the radial effective potential for different multipole
order: n = 2 (blue), 4 (red), 8 (green), 11 (black).

with ωr, ωz corresponding to the secular frequencies of the trapped ion.

From equations 6.27, 6.28 the mass dependence of the effective potential can be

seen. While the axial DC component has no mass dependence the radial potential

is proportional to 1/m, indicating that with increasing ion mass-to-charge (and

constant trapping parameters) the radial potential will get more shallow. If two

ions of different mass-to-charge ratio are trapped simultaneously, this will lead to a

radial separation with the lighter ion trapped more closely to the trap axis [207,208],

an important aspect when ions of different mass shall be trapped, as discussed in

chapter 7.

An estimation (equation 6.28) shows that a trapping depth of a several eV can be

reached. This is sufficient to routinely load a linear trap with ions created in a laser

desorption source, especially if buffer gas cooling is used [209].

6.1.3 Trap capacity and space charge

When a large ion cloud is confined in a trap it will be influenced by the electrostatic

ion-ion repulsion in addition to the RF field. This perturbs the ion motion and

the storage capability of the trap. These repulsive forces counteract the effective

potential [210,211] leading to shifts in the secular ion frequency [212,213] as well as

an increase in the effective ion temperature [214] since the ions experience higher
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RF field gradients in the outer region of the radial potential.

The effect of this Coulomb repulsion can be calculated in the low temperature limit

(T → 0 K) with the averaged ion density by the Poisson equation

∇2Ψ = − ρ
ε0

(6.29)

The resulting repulsive force will counteract the attractive confinement force from

the quadrupolar potential, FQuad = −Fsc. The repulsive space charge force acting

on an ion can be written as

Fsc = −e∇Ψ (6.30)

By taking the second derivative and equating this with the Laplace of the effective

potential (equations 6.27, 6.28) as well as with the Poisson’s equation, the ion density

can be explicitly written in terms of the trapping parameters. The density of a low-

temperature plasma in a harmonic trap is constant and given by [215]

ρ =
ε0m

e
(2ω2

r + ω2
z) (6.31)

While this equation is useful for an estimation of the trapped ion density, a more

accurate treatment of the radial ion density distribution can be written as [213]

n(r) =
N

z0

1

2πa2
exp

(
−r2

2a2

)
(6.32)

a =
ρ0

2

√
4πε0kBT + e2ρl

2πε0eVeff,r
(6.33)

with N describing the total number of ions and ρl the line density of the ions. Veff,r

denotes the radial effective potential and z0 the characteristic length of the ion trap

(see figure 6.2).

For non-crystallized ions the kinetic energy of the ions is uniformly distributed in

all three dimensions. It follows that the ion cloud surface will follow the equipoten-

tial surface between the repulsive space charge and the attractive pseudopotential.

Therefore the ion cloud will be an ellipsoid with the ellipticity

ε =
z

r
=
ωr
ωz

(6.34)
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Estimations for practical experimental work

Using the previously derived equation for the ion density in the low temperature

limit (equation 6.31), a prediction can be made for our linear ion trap. With typical

operational values of q = 0.23 for an ion mass of 581 Da (Sulforhodamine B) the

secular frequencies can be calculated as

ωr = 2π × 101.07 kHz (6.35)

ωz = 2π × 9.16 kHz (6.36)

which leads to an estimated charge density of

ρ

e
= 2.7× 1014 ions/m3

In the experiment we are interested in trapping ions in the MDa range as well. Since

the charge density is determined mainly by the trapping parameters (equation 6.31),

similar charge densities are expected in this case as well.

6.1.4 Cooling of an ion cloud

Trapping of an ion cloud in a trap is not the only requirement which has to be met.

Matter-wave interferometry additionally requires cooled ion species, which results

in a decrease of the phase-space volume of the particle distribution with the conse-

quence that the ion cloud concentrates around the RF node line. This reduces the

anharmonicies in the trapping field ’felt’ by the ion. At the same time the brightness

of the ion cloud is increased. This has the consequence of a higher ion yield, for

example when using the trap as source for an ion beam or by an increased signal-to-

noise ratio when detecting the trapped particles by of fluorescence signal. Generally,

cooling enhances the lifetime inside the ion trap [181].

Ions injected from an external source will have too much kinetic energy to be effi-

ciently trapped, requiring a damping of the ion motion [216–218]. The initial energy

has to be reduced to a value below the depth of the effective potential within the

first passage of the ion trap.

A reduction of the kinetic energy will lead to a reduced amplitude of the secular
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motion. Different to the secular motion, the micromotion is a coherent motion of the

RF potential, which allows no direct cooling. The micromotion can only be reduced

by keeping the local electric field around the ion cloud small, e.g. concentrating the

ion cloud close to the node of the RF field. At this point the local RF field has a

minimum, resulting in a small amplitude of micromotion. In case several ions are

trapped simultaneously, in a collision process with either a neutral rest gas atom or

a neighboring ion, an ion can be pushed off the trap axis and a phase-interruption

in the micromotion takes place. Thereby work is done on the ion by the RF field,

increasing the secular motion, leading to a heating of the ion cloud. This assumes a

collisional partner of equal or larger mass than the ions mass. This will be a limiting

factor in reaching the final temperature of a large trapped ion cloud [219].

The possibility of (selectively) reducing the micromotion by trapping the ion near

the RF node is one of the advantages of the linear trap geometry compared to the

3D Paul trap. While a 3D trap exhibits only a point-like RF node, the RF node in

a linear trap allows a more efficient cooling of large ion clouds.

Depending on the type of trapped ion (atom or molecule), the ion cloud size and

the aimed experiment, different cooling techniques are available: These include

laser cooling, buffer gas cooling, sympathetic cooling and resistive cooling, which

have been described in numerous scientific articles and reviews, including the gen-

eral description of cooling techniques [181, 220], as well as more specific papers

related to laser cooling [182,184], buffer gas cooling [221–225] and sympathetic cool-

ing [226,227].

For heavy molecules in a linear RF trap, typically buffer gas cooling or sympathetic

cooling is the most efficient or only process. Since especially buffer gas cooling was

operated in our experiments, it will be described in the following.

Buffergas cooling

Since complex molecules (molecular structure greater than a diatom) do not show

closed transitions due to their internal structure, laser cooling of such systems is

not possible. This restricts the cooling in ion traps mainly to collisional processes.

Thereby either ion-ion collisions (sympathetic cooling) or a neutral collision partner

(buffer gas cooling) can be used. For buffer gas cooling a neutral gas at typical
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pressures between 10−5 − 10−2 mbar is leaked into the trapping volume, allowing

collisions between the ions and the neutral particles. As long as the ion mass is much

greater than that of the collision partner, the kinetic energy of the ion is reduced.

When the mass of the ion is smaller, each collision will introduce a random phase

in the micromotion, increasing the secular motion with the consequence of heating

of the ions and eventual their loss. The cooling limit is thus the temperature of the

buffer gas and given by the balance between RF-heating and cooling in ion-neutral

collisions. For the former it could be shown that the final temperature is a constant

of the applied trap potential [228].

The collisional cooling can be described as an average frictional damping force F =

−Dv in the equation of motion of the ion

d2u

dτ2
+ 2b

du

dτ
+ (au − 2qu cos(2τ))u = 0 (6.37)

with the damping constant b = D/mΩ. With the transformation u = ω exp(−bτ)

equation 6.37 can be re-written into a modified Mathieu equation [197]

d2ω

dτ2
+ (a− b2 − 2q cos(2τ))ω = 0 (6.38)

While the motion of the ion is still governed by this equation, the exponential factor

leads to a modification: it could be shown [229, 230] that for high pressures the

stability regions of the quadrupole trap are enlarged as well as shifted. This could

enhance the mass range of a trap, while at the same time introducing new zones of

instabilities. Generally, when operating an ion trap at low a , q values, these effects

do not influence the operation of the ion trap.

Sympathetic cooling

Sympathetic cooling is a refined version of buffer-gas cooling. Here the hot ions are

cooled by collisions with a cloud of cold ions. The major difference to buffer gas

cooling is that the collisions are governed by the Coulomb interaction and the point

of closest approach between two collision partners is further apart. This limits the

cooling to the external degrees of freedom of the ions and it also guarantees that no

clusters are formed. The internal energy of the molecular ion will stay close to its
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initial value.

If laser-cooled atomic ions are used as a coolant, temperatures in the milli-Kelvin

regime can be reached, allowing to even produce Coulomb crystals of molecular

ions [231]. In a recent work [183] this cooling method was combined with neutral

buffer gas cooling. Thereby a cooling of the rotational degrees of freedom of MgH+

to temperatures below 10 K could be shown, while the ions were crystallized in a

Coulomb crystal.

To achieve a good cooling rate at the lowest possible temperature, the two partic-

ipating ions should be as close as possible. This requires that the two ion clouds

should not only be trapped inside the same pseudopotential, but also that their

mass-to-charge ratio is similar. Otherwise the two ion clouds will be radially too far

apart (the stratification effect [207]), eventually making the cooling process ineffi-

cient. Although the two ion clouds are overlapping, the motions of the individual

ions are still decoupled from each other.

6.2 Laser induced fluorescence

In experiments where the ion trap is used as a particle source, an observation of

the ion cloud prior the ejection of molecules could be useful. This requires a non-

destructive ion detection instead of the charged particle detectors like channeltrons

or Faraday cups. Also, standard charged particle detectors (electron multipliers,

MCPs) show a decreasing detection efficiency with increasing mass/charge ratio of

the ions in the typical kinetic energy region accessible for ion traps [232, 233]. This

motivates the use of different detection principles as well. Thereby, an in-situ de-

tection of trapped ions by laser induced fluorescence (LIF) is a feasible option. To

illustrate the possibilities and the weaknesses of this detection techniques a short

overview of molecular fluorescence will be given in the following. For more detailed

information on fluorescence the reader is pointed to the references [234–236].

In a general statement, fluorescence describes the emission of a photon by a molecule

upon absorption of electromagnetic radiation. With the absorption of a photon by

the fluorophore, a chemical compound displaying fluorescence, an intra-molecular

electronic transition is induced. As long as the photon energy is less than the ion-

ization potential of the molecule, an electron will be shifted from the electronic
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ground state (S0) to a higher state. In the subsequent electric dipole transition,

S1 → S0, a photon is emitted.

A scheme depicting such processes was first introduced by Jablonski [237]. It vi-

sualizes in a simple way the absorption, fluorescence, phosphorescence and internal

conversion processes of a molecule, as shown in figure 6.6. The electronic states of

the molecule are represented by bold solid lines. S0, S1,... denotes the singlet states

while the triplet states are shown as T1, T2,.... The associated vibrational levels of

each electronic state are displayed as well.

Vertical, solid lines show the intra-molecular transition upon the photon absorp-

Figure 6.6: The Jablonksi diagram displays the main activation and de-excitation
routes in a fluorophore upon the absorption of a photon (excluding the photo-
ionization process). Sx, Tx are the singlet and triplet states, ISC identifies the
inter-system crossing and IC internal conversion. In the lower part of the image the
wavelength range for different absorption and emission pathways is depicted. Image
taken from [236].

.

tion, starting in the vibrational ground state of S0, as described by the Boltzmann

law for particles at 300 K. It must be noted that the vibrational level spacing can

be very small, which leads to excitation from vibrationally excited states. This ex-

plains, why molecules may possess broad absorption and emission bands which also

can be overlapping.
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The fast absorption process, typically in the order of 10−15 seconds, leaves the

molecule an electronic and vibrational excited state. Eventually, the molecule will

de-excite again towards the ground state, implied by the wiggly lines and the solid

arrows directing towards the S0 state in figure 6.6. If the final excited state is greater

than the lowest vibrational state in S1 the molecule will undergo internal conver-

sion (for S > S1) and vibrational relaxation until this particular state is reached.

Although a further internal conversion process into the S0 state can take place, the

large energy difference between S1 and S0 makes this less likely. Generally, inter-

nal conversion is a non-radiative process, which takes place between two electronics

states of the same spin multiplicity, as well as the non-radiative relaxation process

inter-system crossing. Energy is transferred between two electronic states of different

multiplicities, e.g. S and T. Generally this is only allowed between two isoenergetic

vibrational levels, but spin-orbit coupling can lead to inter-system crossing between

different vibrational states.

The de-excitation of the electron from the S1 → S0, accompanied by the emission

of a photon, is called fluorescence. With a few exception this process occurs only

from the S1 state [236] and is therefore independent on the excitation energy. If

the molecule makes internal conversion or vibrational relaxation prior fluorescence,

the observable emission spectrum is shifted towards lower photon energies (higher

wavelengths) than the absorbed photon, generalized by the Stokes rule. Also, the

de-excitation by photon emission has its starting point always in the lowest vibra-

tional level, while its final state must not reach the lowest vibrational level of S0.

This leads to a red-shift (Stokes shift) of the emission spectrum with respect to the

absorption band, schematically shown in the lower part of figure 6.6.

The actual emission of the fluorescent photon is on the same time scale as the absorp-

tion. Since the excited state has a finite lifetime and other (competing) de-excitation

processes can also take place beforehand, the recorded fluorescent intensity of a flu-

orophore population will always show an exponential decay with a characteristic

time constant. An overview over the different major time constants in the absorp-

tion/emission process is given in table 6.1.

The wavelength dependencies of the different possible radiation processes in LIF

are shown in the lower part of figure 6.6, depicting the Stokes shift between the two

first absorption bands, the fluorescence band and the relationship between the peak
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Absorption 10−15 s
S1 lifetime 10−10 - 10−7 s

Vibrational relaxation 10−12 - 10−10 s
Inter-system crossing 10−10 - 10−8 s
Internal conversion 10−11 - 10−9 s

T1 lifetime 10−6 - 10 s

Table 6.1: The characteristic time constants of the intra-molecular processes after
absorption of a photon [236]

structure and the different vibrational levels involved.

6.2.1 Properties of the absorption process

Before fluorescence is observed, the molecule has to reach the excited electronic state

by absorption of a (single) photon, where the excitation rate WA is given by

WA =
σ(λ)abs
A

I

hν
(6.39)

with σ(λ) denoting the wavelength dependent absorption cross section, I the inten-

sity of the light source (laser power in Watts) and A is the cross section of the beam.

In this context the absorption cross section has a simple geometric dimension. If the

spontaneous fluorescence rate γ and the total absorption frequency Γtot are known

for a molecule, σabs can be calculated for the absorption wavelength λ [238]

σabs = 2π

(
λ

2pi

)2

· γ

Γtot
(6.40)

A different measure of the molecular absorption is the molar absorption coefficient

ε (expressed in Lmol−1cm−1), which is introduced by the Lambert-Beer law

I = I0 exp−cdε (6.41)

I0, I are the initial and transmitted laser intensity, d is the optical path length

through the sample and c is its concentration. ε describes the suitability of a molecule

to absorb light of a specific wavelength in a defined environment. Thereby a large

value of ε indicates a high probability of absorption, with values of 10000 - 30000

Lmol−1cm−1 for highly fluorescent probes. For strong emitters this value can be
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even higher, reaching about 9 × 104 Lmol−1cm−1 as in the case of the fluorophore

Rhodamine B [236].

With an experimentally determined molar extinction coefficient the absorption cross

section of Rhodamine B can be calculated by [236]

σabs =
ln(10)ε

NA
= 3.825× 10−19ε (6.42)

In the last expression σabs is given in cm2 and NA is the Avogadro constant.

Absorption cross sections can be quite different for each individual fluorophore,

depending on the excitation wavelength. Furthermore the exact value of σabs is

dependent on the molecular structure, the environment as well as on the interaction

with other molecules. Changes in the solvent environment can lead to absorption

shifts, either by moving the absorption maximum towards the blue (e.g. blue-shift or

hypsochromic shift) or towards longer wavelengths (e.g. red-shift or bathochromic

shift).

6.2.2 Properties of fluorescence emission

The lifetime of the excited state is defined by the two rate constants kr, knr [236]

τ =
1

kr + knr
(6.43)

where kr describes the radiative deactivation and knr the non-radiative rate constant.

The lifetime τ is important for the description of the fluorescence quantum yield

ΦLIF ,

ΦLIF =
kr

kr + knr
= krτ (6.44)

Basically ΦLIF is a measure of the (overall) fluorescence efficiency, defined by the

ratio of the number of emitted fluorescence photons to the number of absorbed pho-

tons. For most measurements it is desirable to use molecules with high quantum

yields, which is especially true for experiments when only a low density of fluo-

rophores is expected (like observing an ion cloud in-situ inside an ion trap).

The environment of the fluorophore plays also a role in the de-excitation and has

an impact onto the effective fluorescence rate of a molecule. As an example, oxygen
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is well known for its quenching properties which reduces the quantum yield of a

fluorophore. Furthermore the number of directly surrounding molecules and thus

the number of available collision partners plays a crucial role on the fluorescence in-

tensity. Due to the Stokes shift, the difference in energy between the absorbed and

emitted photons is ’stored’ inside the molecule, which will be released by collisions

with background molecules (e.g. a buffer gas or solvent). If this is not possible, it

eventually will lead to a photo-fragmentation of the molecule and the loss of the

fluorophore. Also high illumination intensities will lead to a fast bleaching of the

molecule.

Low fluorescence intensities and reduced fluorescence detectability may be a conse-

quence of photo-bleaching of the molecule. An high-intensity illumination can lead

to irreversible chemical reactions within the molecule. In most cases photo-bleaching

is starting from a triplet state, which can be accessed by intersystem crossing (see

figure 6.6). While this is primarily dependent on the illumination intensity, other

effects like excited state absorption or collisions may also play a role.

6.2.3 Laser induced fluorescence of cations in the gas-phase

Although laser induced fluorescence of molecules in a liquid or solid environment is

a broad and well developed field, fluorescence from neutral or charged fluorophores

in the vacuum gas-phase has some advantages. Since the molecule has no solvation

shell in vacuum, such a measurement allows to identify and study environmental

effects such as, as an example, the bathchromatic shift of the emission maximum.

Thereby it is possible to collect relevant chromaphore information, which are re-

quired to fully understand the photophysics of these molecules. One could possibly

investigate the correlation of H2O on the emitted fluorescent light of a biologi-

cal active molecule. The green fluorescent protein (GFP) should be mentioned

as an example here. Recent measurements showed that 4-hydroxybenzylidene-2,3-

dimethyl-imidazolinone (a model GFP chromophore) in vacuum has similar spectral

features in its absorption than when bound inside the protein structure [239] and

its photo-dissociation [240]. On the other hand, other work in literature [241] could

demonstrate that the native form of rGFP (a recombinant variant of GFP) does not

show fluorescence in vacuum, although the protein stayed intact and folded. The
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authors concluded that due to the loss of the water shall around the protein, rGFP

is completely inactivated and cannot be detected by LIF under vacuum conditions

in the gas-phase.

With technical developments in ion trapping and fluorescence, it was only a matter

of time until these two fields were combined for molecular fluorescence measure-

ments in ion traps. Most recent work was performed in three-dimensional Paul

traps [208, 242–249], in Fourier transform ion cyclotron resonance mass spectrom-

eters (FTICR-MS) [250–252] as well as in-flight [241, 253]. In these cases soft-

ionization methods were employed, like ESI [208,247,252] or MALDI (the following

literature is mentioned as an incomplete overview [251, 254]). Most of the liter-

ature cited above used different dyes from the Xanthene family to test not only

general LIF properties of trapped gas-phase ions, but also the LIF dependency on

the buffer gas properties (neutral atom type [255] and pressure [244, 247, 252]), the

photo-fragmentation of Rhodamine cations [242, 244] and Fluorescin anions [246].

Furthermore the general LIF properties like bathchromatic [244,249,252] as well as

Stokes shifts [249] and prolonged fluorescence lifetimes of the gas-phase Rhodamine

cations [248] were measured. At the same time LIF was used to investigate the

ion dynamics of trapped ion clouds in RF traps [208, 242, 252]. Also fluorescence

resonance energy transfer (FRET) measurements between two trapped fluorophores

were measured in the case of mass-selected Polyproline peptides [245] and Rho-

damines [250].

Apart from the measurements with common fluorescent molecules also experiments

using nanoparticles were performed: Thereby charged, fluorescently labeled polystyrene

nanobeads were either brought into the gas-phase by ESI [253] or by MALDI [243,

254]. Especially in [254] it could be shown that laser desorption of nanospheres

produces mainly ions in low charge states (less than 10).

6.3 Design considerations for a linear ion trap

A broad range of different ion trap designs exist to choose from when experiments

with trapped ions are set up. They range from confinement in RF fields (3D/linear)

[192,256] over Penning traps [257] to electrostatic traps [258]. The goal of this thesis

is to prepare a (linear) ion trap that will be coupled to a future molecular matter-
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wave interference experiment, eventually. The ion trap will be used as a particle

source for complex and heavy molecules. This leads to specific considerations and

experimental constraints, presented in the following.

For choosing the most favorable design of an ion trap for a molecular beam source

the advantages and disadvantages of both, Penning and RF ion traps have to be

considered in the context of the experiment. While Penning traps have the advantage

of using static fields only, the (geometric) access to the center of such a trap is

very limited, especially when considering optical detection methods. Also, when

considering the confinement of molecules with a molecular mass of 1 MDa strong

magnetic fields are required. In Penning traps a stable trapping condition can be

defined by [197]

ω2
c − ω2

z > 0 (6.45)

with the cyclotron and axial frequency, respectively

ωc =
eB

m
(6.46)

ωz =

√
2eU

md2
(6.47)

B, U are the magnetic field and the electric voltage used, m is the molecular mass

of the confined particle and d describes the distance between the two endcaps. If

dimensions in the order of about 1 cm and endcap potentials of less than 50 V are

taken into consideration, an axial magnetic field of the order of 10 T or larger is

required to fulfill the trapping condition (equation 6.45). While it is possible to in-

crease the trap dimensions for a reduction of the required magnetic field B, it would

also enlarge the resulting ion could, limiting the beam flux of an extracted ion beam

from the ion trap.

Since the ion trap will be in close vicinity of a matter-wave interferometer, strong

magnetic fields at the interference grating structure could have a negative influence

on the observed interference contrast. A constant acceleration a of the then already

neutral molecule due the magnetic field will lead to a fringe shift ∆x = aT 2 [8].

While such an overall shift alone will not destroy the interference pattern, all par-

ticles have to experience the identical shift. Otherwise the resulting interference

pattern will be built from a mixture of shifts, reducing the visibility significantly.

79



For an extended trapping volume inside a Penning trap one can expect that the

molecules will experience different magnetic field gradients dB/dz during ejection,

which will result in a sum of different shifts ∆x, reducing the observable interference

contrast. This asks again for a small trapping volume, which would require large

magnetic fields (see stability condition, equation 6.45).

As a final consideration point the cooling of ions inside a Penning trap should be

mentioned. The reduction of the energy of an ion leads to an increase of the mag-

netron frequency (the motion perpendicular to the magnetic field axis) [181], which

will eventually lead to ion losses by collisions with the trap electrodes. While this

radial expansion can be controlled by the use of external correction fields, it will still

lead to an increased ion cloud volume, which is unfavorable since the ions should be

extracted as a tight packet into the interferometer.

This leads to the choice of RF driven ion traps. They have the advantage that they

can be built very compact and by choosing the optimal trapping parameters the

required trapping fields can be kept small. While also the electric fields of the RF

trap will lead to a shift ∆x in the observed interference pattern, electric fields can be

switched-off more rapidly [259, 260] compared to a strong magnetic field, reducing

the strength of the shift ∆x. Electric fields can be shielded more effectively as well,

which reduces their influence on the matter-wave interference even further.

In the considerations the geometric design has also to be fixed, either a 3D or a

linear multipole RF ion trap will be used. In case of a linear geometry the order of

the multipole has to be defined right at the beginning as well. For the present work

the linear quadrupole geometry has been chosen for several reasons: The spatial

extension of the confined ion cloud is larger in a linear quadrupole compared to a

spherical shape in the 3D Paul trap. Additionally the 3D-Paul trap presents only

a point-like field free region while in the linear trap this region is linear in axial

direction, an advantage when considering cooling of a large ion cloud to cryogenic

temperatures (as shown in chapter 6.1).

A further advantage of the linear ion trap is its greater trapping capacity compared

to the 3D Paul trap [261]. Generally the space charge density in the linear trap

is higher [261], N2d/N3d = (0.1)2r2
0l/(0.1)3z2

0 , allowing the confinement of larger

numbers of ions before the influence of space charge takes overhand. This is an

important aspect for future measurements in a matter-wave interferometer, where a
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high flux of particles per interferometer cycle is required. In a linear trap the ions

can be efficiently ejected along the RF node into, for example, an interferometer

set-up. Alternatively, the linear trap geometry would also allow the implementation

of a matter-wave interferometer of OTIMA type [2] inside the confinement volume

itself.

The advantage for optical detection due to the more open geometry in the linear

ion trap was already mentioned. Further advantages of this open geometry are a

faster pumping speed of the buffer gas, which is required for the initial trapping

and the cooling of the particles, but could be destroying the following matter-wave

interference measurement by collisional decoherence [262].

For a future matter-wave interferometer a linear RF multipole seems to be suited

compared to a 3D quadrupole. This leaves the question of the order of the multipole,

which has still to be determined. The higher the order of the multipole, the larger

the field-free region inside the trapping structure. While this can be of advantage

for cooling [225,263], a linear quadrupole possesses an intrinsic mass selectivity (see

also chapter 6.1), an advantage when mass-selected ion beams shall be ejected into

an experiment. Also, in lower order multipoles the distance between two neighbor-

ing electrodes is greater. This enhances the optical access to the ion cloud, thereby

increasing the optical detection efficiency as well.

In this thesis a preparation stage was realized as a linear quadrupole ion trap with

buffer gas cooling at 300 K, while future cooling stages to cryogenic temperatures

shall be implemented in higher-order multipoles eventually. In the final experiment

this should allow an efficient loading, coupled with intrinsic ion cloud cleaning (e.g.

mass selection) and furthermore cooling to temperatures of about 10 K prior to

matter-wave interference - either inside the trapping volume itself or outside of the

ion trap.

6.4 The linear quadrupole ion trap - design

Prior the testing of the ion trap on its suitability for a possible coupling to a matter-

wave interferometer, the design of the trap had to be determined. The question

about the length and inscribed radius r0 of the quadrupole trap were answered in

a first design step. The determination of the inscribed radius r0 of the ion trap is
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guided here on the one side by the requirements for a good signal to noise ratio in

the optical detection of the ion cloud. The trapping volume shall be wide enough to

allow the confinement of large ion clouds (see equation 6.31), but at the same time

the ion cloud diameter should be limited such that a good overlap with a laser beam

for optical detection is given. This restricts the radial trap dimension to less than

one centimeter and r0 is finally determined by the frequency and amplitude range

of the available RF drive, where a stable ion motion is described by the Mathieu

equations with q < 0.9. The knowledge of the radio frequency ΩRF together with

the mass of the captured ions allows us to determine r0 (see equation 6.16), since

q ∝ V/mΩ2.

In figure 6.7 the stability parameter q is plotted for different inscribed radii. In case
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Figure 6.7: The calculated parameter space for the stability parameter q at different
possible radial trap dimensions is shown for two different applied RF voltages. The
region between the two horizontal black lines at q ={0.15;0.4} show the region of
optimal trapping. The RF frequency was assumed with ΩRF = 2π×1 MHz and ΩRF

= 2π×20 kHz for an ion mass of 500 Da and 1 MDa, respectively.

of light ions (500 Da) the RF drive was assumed to have a frequency of 2π×1 MHz

with an amplitude of 200 V (solid blue line) or 400 V (solid red line), respectively.

For the ions with a mass of 1 MDa RF parameters were chosen with 2π×20 kHz

and 100 V (dotted blue line) or 250 V amplitude (dotted red line). These values are

well compatible with available RF power supplies.

From graph 6.7 we deduce that also from the RF parameters r0 should be in the
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range between 3 and 9 mm. For smaller radii the stability parameter increases

quickly towards the instable value of q > 0.9. On the other side, a larger r0 leads to

q values below 0.1, resulting in very weak effective trapping potentials (see section

6.1 for more details). For q between 0.15 and ≤ 0.35 optimal conditions for trapping

and cooling of ions can be found with reduced micromotion. The two horizontal

lines in figure 6.7 indicate the region between 0.15 < q < 0.4, which should be the

standard operational region for a designed ion trap.

An inscribed radius between 3 and 4 millimeters should give the greatest operational

flexibilities with the above mentioned constraints. Smaller trap diameters are not

suited because in this case the open fraction between two neighboring rods limits

an efficient optical detection of the trapped ion could. Larger inscribed radii would

enhance the optical detection, but require higher RF amplitudes to reach similar

effective potential depths (see also equation 6.27). With the chosen RF settings (and

r0 value) the RF amplitude can be varied by about a factor of two without leaving

the ideal region inside the stability diagram. For these assigned RF parameters the

indicated radius is also optimal for retention of heavy ions as well, as shown in figure

6.7. With the chosen RF settings, the radial secular frequency (equation 6.23) of a

trapped ion having a mass of 581 Da will be about 240 kHz (RF: 250 V, 1 MHz).

While this could be limiting a cooling of the ion cloud, such high trapping potentials

will increase the ion density inside the trap (see equation 6.31 as well as figure 6.9).

With a readily available rod diameter of 2r = 8 mm, the inscribed trap radius would

be r0 = 3.48 mm.

The considerations leading to the radial trap rod dimensions in figure 6.7 were based

an estimated fixed ion mass of 500 Da. In this context this mass range was chosen,

since here a large number of fluorophores are available. In a later experimental stage

and especially in a future experiment, coupled to a matter-wave interferometer, ion

masses in the MDa range will be used.

Since the trap radius r0 was defined, the available mass range which can be trapped

within the first zone of stability (with a =0) can be deduced. A readjustment of the

equation 6.16 leads to the following expression:

m =
4eV

Ω2r2
0q

(6.48)
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With the fixed geometry and assumptions on the parameters of the RF electronics,

the accessible mass range can be calculated as shown in figure 6.8. In this estimation

similar RF parameters were taken: the RF frequency was chosen as ΩRF = 2π×1

MHz and the amplitude was limited to 600 V. The shaded area of the plot (figure

Figure 6.8: The accessible mass range of the planned ion trap with an inscribed
radius of r0 = 3.48 mm is shown. The shaded region represents stable trapping
conditions within the experimental parameters, the borders present the lowest (red
line) and the highest (blue line) accessible RF amplitude in the experiment.

6.8) shows the mass range, which can be stable trapped in the underlying design

layout and is bounded by the lowest and highest amplitudes of the RF drive. As a

minimal value 50 V is taken (red line), since this amplitude should already allow a

stable trapping field without too much influence of noise.

Figure 6.8 shows that the trap geometry will provide optimal stable trapping condi-

tions in the envisaged low-mass region (of about 500 to 2000 Da), the mass region

of small fluorophores. This is displayed by the dotted line in figure 6.8, which rep-

resents the mass of the fluorescent ion Sulforhodamine B (581 Da).

By adjusting the RF amplitude the accessible mass region is increased by a factor

of four (up to approx. 2500 Da), allowing also to test (fluorescent) ions of higher

mass without the need to change the experimental setup.

For the axial dimension of the linear ion trap the following considerations were taken

into account: the ion trap should be capable of trapping a sufficiently high number

of ions. In the following estimation the trap dimensions were taken from the finally
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realized ion trap having an inscribed radius of r0 = 3.48 mm and characteristic

length of z0 = 10 mm which should confine the ion cloud sufficiently to allow for

a good overlap with laser beams. From the maximal ion density inside the linear

quadrupole, nimax = qVRFε0/er
2
0 [264], the maximal ion number is estimated to be

in the order of 108. While in an actual experiment the number of ions will be lim-

ited to less than 106 (since the trap will be operating at 300 K and not in the low

temperature limit), given by the space charge repulsion in such a large ion cloud .

Figure 6.9 shows the maximum possible, calculated ion densities for the ion trap of

chosen geometry with the accessible RF parameters (here 500 V for the low mass

case, figure 6.9a, and 300 V for the heavy ions, figure 6.9b). For the light ions (graph

6.9a) a good part of the first stability zone is accessible, but the operation point for 1

MDa ions is more restricted (figure 6.9b). In both cases a similar number of ions can

be stored in the ion trap, although, due to the low accessible q values, the numbers

are a bit smaller for the heavy ions.

Another interesting feature is the shuffling and bunching of the ion cloud inside the

ion trap volume, which requires a dedicated DC electrode structure along the trap

axis to create multiple axial potential minima. For the axial confinement of the ions

in the trap axial DC electrodes are required as well, but they can be identical to the

ones required for a possible bunching of the ion cloud, if required.

In the final design an ion trap incorporating segmented trapping rods was defined.

Figure 6.10 shows a drawing of the planned linear quadrupole ion trap together with

its mounting structure.

The ion trap was built from polished stainless steel rods, dressed to a diameter of

8.0 mm. Only one pair of rods is cut into five segments, with the other pair being

non-segmented. This design was chosen due to simplify the RF electronics. The RF

can be applied to the non-segmented diagonal rod pair while the endcap potentials

are applied to the different segments. Another advantage in this segmented layout is

a reduced influence of RF fringe fields at the endcap sections, since the DC electrode

’sits’ inside the RF field. The same holds true for the case that all four trapping

rods are used for the RF drive, for which DC and RF power supplies have to be

separated carefully (see also section 6.6.1).

The outer most segments (segment 1 and 5, figure 6.10a) had a total length of 25

mm while the three inner segment were trimmed to 20 mm. The different length
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Figure 6.9: The maximum ion density for a linear ion trap with inscribed radius r0

= 3.48 mm is shown for the accessible RF parameter space. 6.9a shows the case
for small fluorophores (m=581 Da, Sulforhodamine B), while graph 6.9b assumes
nanoparticles with a mass of 1 MDa. The solid black lines in both graphs show the
corresponding Mathieu parameter q .

scales were necessary since segment 1 and 5 required more space for mounting the

complete assembled rod to the support structure. The inner segment length was

limited to 20 mm, since this allowed on the one hand to trap relatively large ion
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(a)

(b)

Figure 6.10: A CAD drawing of the segmented, linear ion trap setup is shown.
Figure 6.10a shows on the left the molecular sample plate, while the segmented trap
rods are shown at the top and the bottom. All dimensions are given in mm. A 3D
view of the complete assembled linear quadrupole ion trap is presented in 6.10b.
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clouds (see figure 6.9), while keeping the influence of the endcap potential in the

center of the trap small (see figure 6.12). This fixed the total length of the ion trap

to 114 mm.

To illustrate the design in more detail, the technical drawings of the different parts

of the linear quadrupole are shown in the appendix 9.2 and the final assembled ion

trap is presented in figure 6.11.

To connect the trap rods to the RF drive, 2 mm diameter Kapton insulated Cu

(a) (b)

Figure 6.11: The linear ion trap is shown. 6.11a shows the assembled trap outside
vacuum chamber, the image on the right (6.11b) shows the fully assembled ion
trap inside the vacuum chamber. The RF wires (brown) are led from the electrical
feedthrough of the vacuum chamber (top left corner) to the individual trap rods.
Behind the ion trap a part of the sample disc is visible, while on the right edge an
inverted view-port can be seen. The laser beam for LIF enters the chamber through
the window left of the sample plate and passes under an angle of about 45o through
the central trapping volume.

wires lead from the electrical feed-through to the quadrupole. The identical wires

were used for applying the DC voltages as well, with the coupling of RF and DC

done directly at the feed-through. Also care was taken that identical wire lengths

were taken. All together, this should keep a mismatch of the RF between individual

segments low, which could lead to a shift or weakening of the RF node inside the

trapping volume. While stable trapping conditions can be still found in this case, it

leads to an excess of micromotion [265,266].

To estimate the influence of the endcap DC on the ion motion, the axial potential
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distribution was computed with SIMION [200]. In this simulation the endcap volt-

age of 20 V was applied to segments S2 and S4 with the results for three different

radial distances from the trap axis (r0 = 0; r0/2; r0) shown in figure 6.12.

Sometimes an axial harmonic potential shape of the endcap DC might be desirable,
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Figure 6.12: SIMION simulation for the electrical potential along trap axis (x = y
= 0). The voltage applied between to the segment 2 and 4 was 20 V. The center
electrodes of the trap and the two outer most rod segments are grounded. The axial
distribution of the endcap potential is shown for three different cases: One along the
central axis of the ion trap (blue line), at r = r0/2 (red line) and finally at r ≈ r0

(green line). The applied endcap potential was 20 V. The central trap structure (S3)
is located between the axial position of 47 mm and 67 mm.

since it is of advantage when describing the ion dynamics and aspects ratios of an

ion cloud [267]. In the current trap design the simulated axial field distribution

shows that the endcap potential is not harmonic throughout the trapping segment.

A trapped ion experiences a static saddle-point potential in the trap center of the

form

Φstat(x, y, z) ≈
m

2e
ω2
z ·
(
z2 − x2 + y2

2

)
(6.49)

which weakens the radial pseudopotential [268]. Thus a steep axial potential gra-

dient, given by the effective shielding by the neighboring rod segments, might be

favorable in trapping large ion clouds.

Although literature shows that the truncation of the RF rods could lead to strong

anharmonicities, thus limiting the available trapping volume [269], this effect should
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be small in the existing setup since one pair of the trap rods is non-segmented. Also

the layout of the RF circuit plays a role: If only one single RF phase is applied to the

trap structure, the continuous RF rods cut back the influence of the anharmonicities

since the ions observe no RF fringe fields at the axial turning points of the potential.

If the RF is applied to all four rods, the simultaneous application of DC and RF on

the endcap segments reduces the anharmonicities as well [269].

6.5 Detection of the ion cloud by laser induced fluores-

cence

A standard way to detect trapped ions is by ejecting them from the trapping volume.

Afterwards the ion bunch is guided into a charged particle detector. But this detec-

tion method poses two problems: In the mass range beyond 105 Da, the ion detection

with an electron multiplier becomes rather inefficient since the secondary electron

generation typically requires ion velocities in the range of 2−4×104ms−1 [232]. This

requires an acceleration voltage of several 10 keV, up to about 100 keV, depending

on the ion mass. For our purposes the detection method should be non-destructive

to keep the ions for subsequent measurements.

We have implemented laser induced fluorescence (LIF) in the experimental setup

(see figure 6.13). The main advantage of LIF is that as long as the molecule is a

fluorophore and the absorption/emission transitions are not quenched by the pos-

itive/negative charge attached to the molecular ion, LIF detection is independent

on the ion mass. Furthermore, trapped molecules or nanoparticles can be detected

in-situ and non-destructively.

Two different excitation laser wavelengths were used. A blue continuous laser diode

at 445 nm (Warnlaser) with about 2 W optical power and a green continuous solid

state laser at 532 nm with up to 1 W optical power (Wicked Laser). Since the green

light is generated internally the laser by frequency doubling a 808 nm pumped 1064

nm beam, a laser line filter centered at 530 ± 10 nm (FB530-10, Thorlabs) was

required to block the remaining IR-light to reduce the light background inside the

vacuum chamber. An optical shutter was used to block the laser light on demand.

A laser beam telescope with a centered pinhole was installed for mode cleaning of
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the laser beam. Additionally an iris is mounted into the beam path, reducing the

beam halo of the laser beam after the telescope.

The 445 nm light did not require any additional line filters, since it is generated in

a single diode and the recorded optical spectrum showed no additional side lines.

A neutral density filter (ND) (ND0.5, Thorlabs) was mounted to reduce the optical

power. In contrast to the green laser diode, the 445 nm diode emission could be

remotely controlled and switched, which required no additional optical shutter.

A dichroic mirror (DM) (DMLP490R, Thorlabs) was mounted into the 532 nm

Figure 6.13: Optical setup for in-situ LIF detection of the trapped ions. The molec-
ular ions are excited by a blue or green laser. The fluorescence light (shown in red)
is guided and filtered by a bandpass (EmF) before it is detected by the sCMOS
camera.

beam path, merging not only the two individual laser beams but also allowing the

simultaneous two-color excitation of the ion cloud, if was required for the experi-

ment.

A convex lens L1 (f=+200mm) was mounted directly in front of the vacuum cham-
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ber to focus the laser beam area down to approximately 0.5-1 mm2, small enough

to pass between the trap rods for illumination of the ion cloud. The large Rayleigh

length of the focused laser beam ensured that the laser beam illuminates the ion

cloud homogeneously throughout its volume.

The laser beam is guided through an anti-reflection coated optical window (Laserop-

tik) (ArW) into the vacuum chamber where it crosses the S3 trap segment horizon-

tally under 45 degrees. The beam leaves the trap chamber through a second anti-

reflex coated window into a beam dump or a power meter. Independently which of

the outer two segment pairs (S1/S5 or S2/S4) was used as endcap, this optical setup

allowed an illumination of the ion cloud, located in the center of the trap.

The light emitted by the ion cloud is collected by an optical telescope (L2, L3) in

the radial plane of the ion trap, as shown in figure 6.13. The emitted photons leave

the vacuum chamber through an inverted view-port which allowed the placement of

imaging optics to the confined ions as close as possible. Directly behind the window

a convex lens L2 (Thorlabs) with a focal length of f=+50 mm collected the LIF light.

A longpass filter with a cut-off wavelength of 500 nm (FEL0500, Thorlabs) blocked

the scattered laser light at 445 nm. The 532 nm excitation light was blocked by a

notch filter with central wavelength at 533 nm and FWHM of 17 nm (NF533-17,

Thorlabs). A concave lens (L3) projected the emitted light of the ion cloud onto a

sCMOS (Andor NEO) detector (pixel size 6.5 µm).

The main advantage of using a camera chip over a photomultiplier tube in the

planned experiment was the large detection area of the sCMOS chip (16.6 x 14.0

mm). Since the ion cloud can be trapped and excited over several LIF cycles (several

hundreds or thousands), a fast detector in the µs to ns regime was not necessary.

In contrast, the large two-dimensional detector matrix was needed to observe the

spatial distribution of the ion cloud under different trapping conditions.

A high detection quantum efficiency over a large spectral range was important to

study different classes of fluorescent ions in different spectral regions (e.g. Rho-

damine 123, Nile Red with emission around 500 nm and Sulforhodamine B mainly

above 550 nm). The Andor NEO camera has a quantum efficiency above 30%

throughout the spectral region of interest and even above 50% between 500 and 700

nm. When cooled to its operational temperature of 243 K, the low dark current

(0.015 e−/pixel/sec) of the NEO camera also permits long exposure times and by
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binning of pixels, the detection sensitivity is increased when observing very weak

LIF signals.

An interesting aspect in the layout of the detection optics is the required magnifi-

cation, maximum resolution of the system as well as to identify possible sources of

background noise. The smallest resolvable structure is given by the Abbe diffraction

limit [270]:

d =
1.22λ

2NA
(6.50)

where d describes the distance between 2 point-like objects, NA is the numerical

aperture of the optical system. With a calculated numerical aperture of NA=0.243

and a central LIF emission wavelength of about 588 nm (Sulforhodamine B, [250,

271]) the possible optical resolution is about 1.5 µm. Since an sCMOS chip is

used in our experiments, the optimal achievable magnification (M) is determined by

the pixel size (P) of the camera chip and the radius of the diffraction limited spot

(rdiff) [272]

M =
2P

rdiff
(6.51)

which gives a magnification of M ≈ 7 in the described optical system. The estimated

optical resolution could allow just the distinction of single ions (mean distance about

10 µm in a Coulomb crystal [273]), but this was not in the aim of the experiment.

Since the operational temperature of the experiment was at 300 K, the trapped

ions would not be in a well defined, crystallized structure but just a thermal cloud

distribution.∗ To resolve a single ion within, a higher resolution and in fact better

time-resolved detector would have been required. The conducted experiment covers

mainly the installation and characterization of a linear ion trap in our laboratory

with the LIF detection setup to record the complete spatial lengths of the illuminated

ion cloud. Since this required no strong magnification, a factor of M ≈ 2 was finally

used.

Another important aspect describing the imaging optics is the depth of field of the

objective lens. This quantity can be calculated by

dob =
nλ

2NA2
(6.52)

∗The phase transition into an ordered, crystallized state is quantified by the plasma coupling
parameter Γ = e2/4πε0aWSkbT [274] and depends not only on the temperature, but also on the
mass to charge ratio of the ions. aWS is the Wigner-Seitz radius. For Γ > 150 the ions form a
Coulomb crystal.
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where n is the index of refraction and NA is the numerical aperture of the objective.

In the current setup depth of field was estimated to about 5 µm.

Apart from the LIF signal an influence of different noise sources, forming the back-

ground in an recorded image, could be expected. The limiting factors on the signal

included, next to the background noise were: the solid angle of the imaging optics,

the transmission quality of the filters and lenses, thermal noise of the sCMOS chip,

laser power as well as number of trapped fluorophores. Though not being a complete

list, they represent the main sources for signal background and limitations and shall

be discussed in the following.

The emitted fluorescence light from the ion cloud is isotropic, which makes the solid

angle the collection path one of the strongest constraints for the LIF collection effi-

ciency. A short calculation shows that the gap between two neighboring rods, g =

2.58 mm at a distance d = 5.29 mm from the trap node, poses a similar opening

angle of about 13.7o as the imaging optics. This allows to calculate the solid angle

of the system as [275]
Ω

4π
=

1

(4f/D)2
(6.53)

where f is the focal length of the lens (f=50 mm) and D is the lens diameter (1”).

For our imaging system about 1.5% of the emitted light can be collected.

The total number of absorbed and collected photons per ion, Nabs and Ncol, can be

evaluated by the following [58,276]

Nabs =

√
2

π
· σabsPLaserτ

A1/2hν
(6.54)

Ncol = Nabsη
dΩ

4π
tFiltertlenstVP (6.55)

where PLaser, A1/2 are the laser power and the radius of the beam waist at focus, σabs

is the absorption cross section of the molecule, hν is the photon energy and τ gives

the effective exposure time of the ion in the excitation laser beam. Furthermore η

represents the quantum yield of the fluorophore and tfilter, tlens, tVP describe the

transmission factors of the optical filter, lenses and the viewport respectively.

The emitted fluorescence light from the trapped ions is expected to be weak (e.g.

about 100 photons/sec in case of trapped Rhodamine 6G [255]) which requires a

good signal-to-noise ratio in the detection. While equation 6.55 describes the overall
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photon collection efficiency of the optical beam path, the signal-to-noise ratio can

be described by [277]

S

N
=

DΦLIFσabsPt/Ahν

[(DΦLIFσabsPt/Ahν) + CbPt+Ndt]
1
2

(6.56)

where S describes the peak signal of a emitting fluorophore with quantum yield ΦLIF,

σabs is the absorption cross section, P is the laser power, hν is the photon energy, t

is the effective interrogation time, A the laser beam cross-section at the position of

the ion cloud, Nd is the dark count rate while Cb is the background count rate per

watt excitation power. The detector efficiency D = ηquantumFpFfFl consists of the

quantum efficiency ηquantum of the sCMOS chip, Fp the solid angle of the system, Ff

the fraction of LIF light passing the optical filters and Fl is the total transmission

of the optical components and the chamber window.

For our experimental system, assuming trapped Sulforhodamine B, the different

parameters can be specified in the following (table 6.2). From equation 6.55 the

number of absorbed photons is estimated with about 1000 photons per ion and sec-

ond. Estimated with the given experimental parameters (table 6.2) approximate 8-9

photons per ion and time τ will reach the detector. Although this is quite a low

number, a detectable LIF signal can be expected from an ion cloud having 103 to

104 ions. Similar, equation 6.56 yields an estimated signal-to-noise ratio of about 17

when a camera integration time of 2 seconds is taken. While this value shows that

the ion signal should be easily detectable, the low number of total emitted photons

shows that all possible background light sources should be reduced as much as pos-

sible.

External stray light was blocked at all optical ports into the vacuum chamber with

a black anodized aluminum foil, except for the small gaps required for the different

laser beams or for the imaging optics. For the excitation and imaging, the opti-

cal path of the LIF excitation path was completely encased by lens tubes. Also

the pressure gauge on the side of the vacuum vessel needed to be blocked during a

LIF measurement, since the thermal emission contributed to the image noise of the

camera. Furthermore the light of the laboratory was reduced to a minimum during

experiments.

†This value was determined by an estimated axial secular frequency of 2π× 6.3 kHz taken from
SIMION simulations.
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parameter value

PLaser 0.5 W
A 1 mm2

σabs 1.5 · 10−20m2 [278]
η 0.8 [279]
τ 0.017 s †

tlens 0.97
tnotch 0.95
tfilter 0.87
tVP 0.9
ηquantum 0.6
Nd 0.015 e−/pixel/sec

Table 6.2: An estimation of the different factors determining the number of collected
photons on the sCMOS chip in the LIF detection is shown for the case of Rhodamine
dyes.

In conclusion, the estimations of the expected signal for our experimental optical

setup show that LIF signals with a reasonable signal-to-noise ratio should be de-

tectable. Since the LIF excitation was restricted to two single wavelengths (445, 532

nm) the choice of suitable fluorophores was limited. The molecular ions should have

a high quantum efficiency for an efficient detection, while the fluorescence should not

be quenched by the ion charge. In this case molecules from the family of Xanthene

dyes are favorable (see section 6.7.1). To allow for a large number of excitation

cycles of the trapped fluorophore, the Stokes energy needs to be removed from the

ion (see section 6.2), otherwise the overall detection efficiency of the trapped ion

cloud will be decreased. Such an energy transfer can be achieved by collision with

light, neutral atoms, e.g. the buffer gas inside the ion trap (see [244, 255] as well

as 6.1.4 and 6.7.5). If a sufficient high number of collisions is provided, a good ion

signal should be detectable in out linear ion trap.

6.6 Design of electric circuits and timing sequences

As described in chapter 6.1, for trapping ions inside the designed linear quadrupole

ion trap radio-frequency (RF) as well as direct-current (DC) fields are required.

While the RF field traps the ions in radial direction, a DC field is essential for

the axial confinement. DC potentials might also be necessary in case the trapped

ion cloud needs to be radially shifted with respect to the on trap axis or for mass
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selection.

The RF power supply source needs to fulfill the experimental requirements, since

the required frequency range and amplitude of the RF is determined by the mass-to-

charge ratio of the ion. In selecting the RF parameters, care has to be taken that a

stable confinement field is created as determined by the stability parameter q while

also well defined frequencies and amplitudes are required for mass selection.

� Since in the different experiments it was planned to trap a wide range of masses

(102 Da - MDa) the RF drive needs to be tunable over a large frequency range,

here from approximately 1.5 MHz down to 10 kHz. The high frequency is es-

sential for low masses (few hundred Daltons), the low frequency is required for

masses above 105 Da. Although it would be interesting to have the possibility

of varying the frequency over the complete range (10 kHz - 1.5 MHz), a small

band tuning range over 200-300 kHz (at 2π×1 MHz ΩRF,main) were considered

sufficient for the planned measurements.

� The depth of the pseudopotential is directly proportional to V 2
RF and the sta-

bility parameter q RF. For the envisaged high limit of the frequency range

(about 1.5 MHz) for an ion mass of 581 Da, the minimal RF amplitude should

not be less than about 50 V. Otherwise the effective potential depth is less

than 1 eV, allowing only to trap few ions instead a large cloud. Although a

high amplitude is in favor of deep trapping potentials, a maximal value below

1 kV should be sufficient for the envisaged experiments, higher voltages risk

sparkovers.

� The ion trap and associated wiring is essentially a capacitive load given by

the capacitance of the rods, while the influence of the inductance and resistive

part can be neglected (former) or is given mainly by the wires (latter). The

total capacitance of the linear quadrupole can be estimated by [280]

Ctrap =
4ε0L

r2
0

(
x ·
√
x2 − r2

0

) ∣∣∣∣x=(2χ+1)r0

x=r0

(6.57)

where L denotes the total length of the quadrupole (114 mm) and χ is the ratio

of the electrode radius, r, to inscribed radius, r0. With the ion trap design

parameters given above, the trap capacitance can be estimated to C = 41.8
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pF.

This capacitance value allows the calculation of the impedance at both RF

frequency borders, 10 kHz as well as 1 MHz

ZC,1MHz =
1

iωC
= 3.81kΩ (6.58)

ZC,10kHz = 381kΩ (6.59)

Since we require high voltages (≈ 250 V), the required driving power of the RF

generator would be P = V 2/R = CV 2ω/4π, or less than 10 W with C=41.8

pF.

An application of RF voltages via a well-matched circuit (e.g. impedance

matched) leads to a high Q of the circuit and thereby to high amplitudes at

low driving powers (for the case of helical coil resonator see [281] or [282]).

Although this can be a benefit, the matching itself can be difficult and time

consuming [283]. Since we plan on varying the analyte mass, a new matching

will be required with each change. This can be circumvented by using strong

RF sources, where high amplitudes can be reached, even when driving into

high impedances.

� It is often desirable to switch between a fully symmetric ion trap and a con-

figuration where the RF is applied to one rod pair, only. This requires an RF

source which allows switching between single-phase and dual-phase operation.

6.6.1 The RF power supplies

To fulfill all mentioned criteria two RF generators had to be used, as described in

the following section.

Single phase RF drive

One of the RF drive schemes uses a low power RF signal, amplified with an RF

amplifier and directly applied to the trap rods, as shown in figure 6.14.

The sinusoidal RF signal (Stanford Research Systems, DS345) can be varied in

steps of 10 mV up to a value of 1 V (peak-peak) in a frequency range between 10
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Figure 6.14: Schematic diagram of the RF circuit providing a single-phased RF
to the linear quadrupole rods. The RF is generated in the signal generator and
amplified afterwards. An online read-out of the RF amplitude was done with an
oscilloscope via an HV probe.

kHz and 30 MHz, in steps of 1 Hz. These specific experimental values were limited

by the amplifier switched behind the RF source.

A solid-state broad band power amplifier (E&I, model 240L) with a frequency span

from 10 kHz to 12 MHz, a nominal output power of 40 W and a saturation power

of maximal 100 W amplified the signal to typically 40 - 60 W (the specific values

did depend on the RF settings). Its output signal was guided by a BNC cable to a

vacuum feedthrough and to one pair of the quadrupole rods.

In order to switch the amplitude an external RF switch (MiniCircuits) was installed

at the input of the RF amplifier, allowing a fast switching of the RF potential on

the trap rods. A high-voltage probe (LeCroy, PP006A, 10:1, 500MHz, 10 MΩ) was

tapped to the electrical vacuum feedthrough and allowed to monitor the RF signal

with an oscilloscope.

In order to test the linearity of the RF amplifier the input RF amplitude was varied,

while the amplified signal was measured by the oscilloscope. The amplitude was

determined by taking the mean over 100 subsequent sweeps of the oscilloscope,

recorded under real-experimental conditions.

The data of figure 6.15 show a linear amplification behavior, the error bars are

given by the standard deviation of the measured signal. Hardly any background

noise was introduced by the RF amplifier. An identical behavior was observed at

higher frequencies up to 1 MHz as well.

The RF amplifier had an output impedance of 50 Ohm, while the ion trap had

an impedance of several kΩ (following equation 6.59 at a frequency of 10 kHz),

which leads to a reflection of the RF power (greater 90%) by the load impedance
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Figure 6.15: A scan of the RF signal shows a linear amplification of the input signal
by the RF amplifier. The red line represents a linear fit as a guide for the eye. The
RF drive frequency was 10 kHz.

back into the source. The amplifier could operate into any load, thereby accepting

any reflected power without damage, allowing the generation of sufficiently high

amplitudes (≈ 200 V) for a stable confinement of the ions when experimentally

needed. This made a daily change of different experimental settings (different ion

species) possible, since no impedance matching was required.

In the presented setup, this source is generally limited in its output amplitude with

a maximal amplitude below 200 V (zero-peak) and by the fact that only one single

phased signal could be used. While this is sufficient for basic trapping experiments,

independent on the ion mass, the effective pseudopotential is quite shallow in the

order of few eV only.

High power oscillator circuit as RF power source

A different path for driving the ion trap was chosen for the second RF driver in the

experiment: An RF generator was designed and built, similar to [283,284], as shown

in figure 6.16. Compared to the previously described circuit, the new design is a high

voltage oscillator powered by a pentode transmitter tube connected in a push-pull
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configuration. The oscillation frequency of this generator can be calculated by

f =
1

2 · π ·
√
CtotLtank

(6.60)

where Ltank is the inductance of the oscillator coil and Ctot = Ctune+Cload is the total

capacitance with Ctune representing the capacitor in the oscillator circuit and Cload

combining the combined capacitance of the ion trap and the vacuum feedthrough,

the BNC cables and connectors.

This RF source was designed for trapping of ions in the mass range between 400

and 2000 Da, for which the required frequency in the presented ion trap geometry

was estimated to be typically Ω ≈ 2π×1 MHz (see figure 6.7). As discussed above,

this device needs to be able to operate at high voltages of up to 600 V.

In the parallel LC circuit the capacitance is a mechanically controlled air-spaced

variable rotary capacitor which could be continuously varied between Cvar = 15 and

Cvar = 430 pF. An estimation showed that an inductance of 100 mH was required

with a capacitance of 250 pF and Ω = 2π×1 MHz.

The tank coil is a cylindrical air-coil with a diameter of 5 cm and a total length of 20

cm. A 2 mm copper wire was wound N=60 times around a cylindrical plastic tube.

The construction allowed to tap the coil at any winding to vary the inductance.

Since the diameter of the coil is small compared to its length l, the inductance of

the coil could be calculated with equation 6.61

L = N2 · µ0A

l
(6.61)

where µ0 the vacuum permeability and A the cross section of the coil. Actually the

resulting inductance, L ≈ 45 mH, appeared smaller than estimated from equation

6.60 (L = 100 mH). Since the total capacitance, Ctot - the sum of the rotary capac-

itor, the capacitances of the load, feedthrough, BNC cables and other stray sources

- determines the actual frequency, the inductance value was still sufficient to reach

the aimed frequency.

To force the circuit to oscillate symmetrically, the coil of the circuit was center

tapped. The taps at the outer ends of the coil were required to provide a feedback

for sustaining the oscillation. The RF voltage was fed into the pentode tube, a dual

end tetrode (SRS 4451), which, in contrast to similar RF generators [283], required
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only a single tube.

The resulting RF amplitude on the ion trap electrodes is about the same as to the

plate voltage in this push-pull oscillator design. For the high voltage feed-in a high-

voltage DC power supply capable of 700 V, 1 A output was used. The electron

tube was able to deliver the requested voltage of max. 600 V. The resulting 1200

V between two neighboring ion trap electrodes provides a sufficiently deep effective

potential. The electric power dissipated by the RF source was typically of the order

of 50 to 120 W, depending on the chosen RF amplitude.

To prevent reflection of RF power into the driving DC supply, a bridge rectifier

(KB4611) was introduced between the DC supply and the inductors as well as two

connections to ground, blocked by a capacitor (C4, C5 in figure 6.16), which allowed

a stable operation up to 700 V input voltage. A similar measure was taken at the

output of the RF generator. In each of the two RF phases a blocking capacitor (C2)

allowed to simultaneously apply the RF as well as a DC signal to the trap rods.

In measurements where larger q values at high RF amplitude were required (as an

example see section 7), the frequency needed to be decreased to 800 - 900 kHz,

requiring larger capacitance values Cvar. A solution was found by soldering two 120

pF, 1 kV rated, capacitors (C3 in figure 6.16) in series. Two sets of these were

combined in parallel, which resulted in a total value of 120 pF, but the overall am-

plitude rating was higher than the rated 1 kV, which allowed to reach the required

RF amplitudes of 700 V without electrical break-down.

As shown in figure 6.16, a total of six sets of capacitors were introduced in parallel to

Cvar, which finally reduced the RF frequency to approximately 800 kHz, as required

for measurements of the two-tone trap (see chapter 7).

The values of the different components (shown in table 6.3) in the circuit diagram

(figure 6.16) provide an oscillation frequency between 800 kHz and 1.1 MHz.

Stable RF operation started between 25 and 30 V of the external DC power supply.

With increasing DC potentials the RF amplitude grew linearly in strength with no

saturation effects visible even for the highest potentials, shown in figure 6.17a. The

linear increase of the RF amplitude is independent on the actual frequency value.

A comparison of both measurements with the first bissecting line (shown in green

in figure 6.17a) illustrates that with increasing DC potential the RF amplitude is

dampened because of the current limit of the DC supply.
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element value

R3 10 kΩ, 10 W
R4 4.7 kΩ, 10 W
L1 100 mH
C1 68 pF
R1 150 kΩ
R2 10 M
C2 10 nF
C3 120 pF
C4 4.7 nF, 2 kV
C5 220 pF, 1 kV

Table 6.3: Electrical elements used in the current RF generator, as shown in figure
6.16.

The complete electrical input power, P = U · I, consumed by the RF generator is

shown in figure 6.17b for two different RF frequencies. With increasing DC input,

the dissipated power consumption increases quadratically, which can be understood

from P = U2/Ztot. In the measurement we could observe a high stability of the RF

amplitude, where short time fluctuations of the amplitude could be as large as ±4

V, but in most cases they were limited to less than 0.2% of the output.

Variations could, however, be observed for the RF frequency during the first 20-30

minutes after switching-on of the RF power supply where the frequency increased by

10-15 kHz. Afterwards, the RF frequency was long-term stable, at the level of about

0.5%. This behavior can be explained by thermal effects of the pentode and/or tank

coil during the initial time of operation, shifting the operational point of the RF

generator.

6.6.2 Endcap potentials

For an axial confinement of the ions, positive endcap voltages between 5 V and 80

V were sufficient, in most experiments typically only 20 V were needed for the axial

confinement.

To allow a controlled switching of the endcap potential, a switching circuit was de-

signed (figure 6.18): The segments are floating electrodes, which makes switching

with a single transistor difficult. A solution was found in an optocoupler based tran-

sistor circuit. Here the NPN transistor was used to switch the optocoupler, which
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Figure 6.17: The operation characteristics of the RF generator are shown. Graph
6.17a displays the linear increase of the RF amplitude, while 6.17b shows the dissi-
pated power inside the RF generator. The green lines represent fits as a guide for
the eye. For each data point the RF amplitude was measured over 200 subsequent
sweeps on the oscilloscope. The RF generator showed a slow drift towards higher RF
frequencies with increasing amplitudes due to thermal heating during the operation,
which required that the actual frequency was adjusted and stabilized before each
individual measurement.
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in turn routed the positive endcap potential to the trap segments. For a separate

operation of the two endcaps, two individual optocoupler circuits were installed,

which allowed to switch the front and back endcap individually.

The rise time of the endcap potential was measured to be between 2.5 and 3.0 µs

Figure 6.18: For the application of the axial DC potential a TTL switched a NPN
transistor is used, which in turn controlled an optocoupler for applying the DC onto
the trap segments.

with a decay time in the order of a few milliseconds. This measured switch-on time

was determined to be fast enough for the entering of the ions into the trap, since

the ion trap loading process consisted typically of several laser desorption pulses.

Also the decay time was sufficiently fast for the experiment, since at the end of an

experimental cycle the ion trap was emptied and the buffer gas pumped out (several

seconds).

Since the ion trap segments were both used as RF electrodes and as DC endcaps,

(figure 6.18) an inductance was installed directly at the vacuum feedthrough, sepa-

rating the applied RF drive from the DC power supply. Similarly, a capacitor with

120 pF blocked the DC voltage from influencing the RF source.

6.6.3 TTL control and timing sequences

A complete experimental cycle of the ion trap requires a well defined pulse sequence

for the activation and/or control of the different instruments or sequences. This

included the application of the endcap potentials, the LIF lasers, the desorption

laser. Two master trigger sources were used: A stand-alone digital delay / pulse

generator (Berkeley Nucleonics Corporation, Model 575) and a PC controlled pulse
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generator (NI, model PCI-6363). The former allowed a simultaneous triggering of

up to 8 different devices with a time resolution of 250 ps up to 15 min. The latter

was required when more complex experiments, like the double-mass trapping or two-

color LIF detection (see chapter 7), requiring more than eight independent trigger

signals, were performed. Thereby up to 32 independent TTL pulses could be created

with a timing resolution (≈ µsec) sufficient for our current experiments.

6.7 Experimental setup

Following the previous sections describing the design considerations as well as the

chosen experimental design of the linear multipole, a description of the linear quadrupole

ion trap experiment set up in the laboratory will be given here. A schematic repre-

sentation of the different measurement steps in a trapping cycle is shown in figure

6.19. In short, the experiment will be able to trap ions, created externally in a

Figure 6.19: The different, basic steps during a measurement are shown schemati-
cally: Ions are loaded initially (a) and cooled in a buffer gas atmosphere (b). During
the measurement the ions are excited by a LIF laser beam and the emitted photon
is detected (c), in a final step the trap potential is lowered and the ion is ejected
(d). The z-axis denotes the longitudinal trap axis.

MALDI source (a) and cool the ion’s kinetic energy by buffer gas cooling (b). Upon

the successful cooling, a measurement on the ion cloud takes place (described in the

following) and the ions are subsequently detected by laser induced fluorescence (c).
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In the final step the axial and radial ion trap potential is reduced and the ions are

ejected (d).

In the experiment, the loading of the ion trap was based on MALDI: A pulsed UV

laser operating at 337 nm (VSL-337) was guided towards the sample disc, having

a diameter of 30 mm, located 25 mm in front of the ion trap ((1) in figure 6.20).

Since the ions shall be injected parallel to the longitudinal axis of the ion trap, the

surface of the sample was oriented perpendicular to the radial plane of the ion trap.

Furthermore the sample was positioned such, that the desorption laser spot coin-

cided with the longitudinal trap axis on the sample surface. The disc was mounted

off-center on a rotational vacuum feedthrough to allow extended use of the sample.

The UV laser beam was focused by an f = 500 mm lens to a circular area of about

Figure 6.20: The laser desorption and ion confinement in the ion trap experiment.
The ions are desorbed by a pulsed UV laser beam (1) and are trapped in the ion
trap (2). Buffer gas for cooling of the ions is introduced by a leak valve (3). The
trapped ion cloud is imaged using laser induced fluorescence (4,5).

1 mm2 at the sample surface. It hit the sample under an angle of about 40 degrees

with respect to the longitudinal trap axis. In the desorption process the maximal

pulse energy of the desorption laser of ≈ 250µJ was used. Lower pulse energies

for the MALDI process showed no significant benefit for the trapped ion signal,
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while higher pulse energies or a tighter focus would have increased the probability

of fragmentation of the analyte ions (as discussed in chapter 3.1 and the references

given within). The N2 laser was operated typically with a repetition rate of 20 Hz.

The sample disc was turned during loading to expose a fresh sample spot in every

desorption shot. To enhance the ion transfer between the sample and the ion trap,

a DC potential could be applied onto the sample plate.

During the desorption process the ions are released from the sample surface in a

plume that moves into the ion trap with high speed of several hundred meters per

second [113, 114], which requires a dampening mechanism for their kinetic energy.

We have realized a buffer gas cooling, since it is applicable to all sorts of particles,

independent of their internal level structure. Helium was introduced as a neutral

buffer gas through a TTL controlled metering valve ((3) in figure 6.20) which was

opened in coincidence with the MALDI process to trap a large fraction of the des-

orption plume.

Two different valves were tested: a combination of an electrical controlled ball-valve

together with a metering valve (VML, Hositrad) and a fast-pulsed valve (Parker

Hannifin Corporation) mounted opposite of the sample on the trap axis in the vac-

uum chamber (not shown in figure 6.20). The helium created a controlled, ’quasi-

continuous’ buffer atmosphere with partial pressures of up to 10−2 mbar, with the

majority of the experiments conducted at pressures between 2 − 3 × 10−3 mbar.

Higher pressures increased the risk of spark-overs and lower gas densities reduced

the cooling and thereby loading efficiency.

When short buffer gas pulses were more advantageous in the experiments (like mass

selection or double-mass trapping), gas pulses with a width between 300 µs up to 3

ms were directed along the longitudinal trapping axis, counter propagating the ions

created in the desorption process. The timing of the gas pulses was chosen in such a

way that the majority of the desorption plume and the gas pulse overlapped within

the trapping volume (figure 6.21). Compared to the continuous buffer gas, the short

pulses had the advantage of shorter pumping times after the buffer gas input was

stopped, allowing a faster change of the environmental conditions for the confined

ion cloud. Also the peak gas density inside the gas pulse can be higher compared to

a steady buffer gas, which allowed a more efficient reduction of the kinetic energy of

the ions.

109



The buffer gas pressure was measured by a hot cathode - ’Bayard-Alpert’ pressure

gauge (Ionivac, Leybold), mounted on a side flange at the vacuum chamber. In the

case of the continuous buffer gas, these readings should correspond to the actual

pressure inside the ion trap. But in the case of the introduction of the pulsed buffer

gas a higher gas density inside the trapping volume than the pressure readings must

be assumed.

The radial confinement of the pre-cooled ions was realized via the RF potential: To

trap the major part of the desorbed ions, the radio frequency is switched on prior

the first desorption laser shot. The electrical RF circuit (LC tank circuit or RF

amplifier) was chosen depending on the molecular ion used. For axial trapping the

endcap potentials are applied according to timing scheme presented in figure 6.21.

At the end of the trapping cycle, the ion cloud was analyzed using LIF imaging, as

presented in section 6.5. The ions needed to be cooled during the entire LIF period

in order to counteract the internal heating of the molecules caused by repetitive

deposition of Stokes energy in the fluorescence cycles.

For a successful measurement of the ion cloud a specific timing sequence of the differ-

ent trigger pulses is necessary. The case of a typical loading-trapping-detection cycle

of an ion cloud in the ion trap is shown in figure 6.21. An ion trap cycle is started by

Figure 6.21: The time sequence of the different triggers active in a typical loading-
detection experiment is shown. The complete time of the experiment was about 5
seconds.

applying the RF drive to the trapping rods. At the same time the endcap potential

was applied to the desired trap rod segment furthest from the sample disc. Also,

directly at the starting of the trapping sequence the buffer gas was introduced into

the vacuum chamber. If a continuous gas atmosphere was used in the experiment,

this marked the opening time of the buffer gas valve. In the case of a pulsed gas use,

the trigger timing needed to be matched to the desorption laser. The optimal time
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delay between the two pulses was when the desorbed ions interacted with the gas

inside the trapping volume. This timing was determined experimentally and was

found to be about 4.5 ms (for Sulforhodamine B).

The desorption laser was activated only 200 ms after the trap sequence started.

This ensured that most of the MALDI sample desorption pulses happen at an al-

ready suitable buffer gas atmosphere (in case of the continuous gas scheme). The

exact number of the TTL pulses in this sequence depended on the selected number

of desorption shots and the chosen repetition rate of the laser. Typically 30 to 50

laser pulses at a frequency of 20 Hz were used for filling the ion trap with sample.

Independently, the endcap close to the sample disc was activated at a time delay of

1 second.

In the following, the ions were stored inside the trapping volume for several seconds

with the LIF laser beam exciting the molecules was switched on only after a time

delay of 3 seconds. This waiting time was introduced for several reasons: On the one

hand it allowed a variation of the number of sample desorption pulses between two

subsequent measurements without the need to change the trigger sequence. More

importantly, it also allowed the ions to thermalize with the buffer gas.

To take the switching times of the LIF lasers into account, a delay of 200 ms was

introduced between the LIF lasers and the sCMOS, which had an exposure time of

one second. Depending on the type of ion trapped or the size of the ion cloud, this

time was prolonged up to 4 seconds. When the experiment was performed with a

pulsed buffer gas, a second set of trigger pulses was sent to the valve at the same

time as the LIF laser was started (figure 6.21).

The detection of the ion cloud concluded the trapping cycle and the RF as well

as DC were switched off. Only the LC circuit required a manual reduction of the

amplitude, thereby a longer time interval than indicated in the figure 6.21.

A similar timing sequence was implemented for mass selection measurements (figure

6.22). The TTL trigger sequence for the loading process was kept identical to the

previous case. Since the mass selection required an additional trigger, the detection

of the ion cloud was shifted towards a later point in time. Directly after loading and

thermalization, the mass selection is initiated by irradiating the ion cloud with an

auxiliary radio frequency (AUX RF) for 1-2 seconds, after which the AUX RF was

switched off and the ion cloud was detected.
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Figure 6.22: The required triggering sequence for the mass selection of the ion cloud.
It is similar to the previous case (figure 6.21), but due to the required additional
trigger, the overall timing sequence is prolonged.

6.7.1 Choice of particles

The first goal of the ion trap experiment was to explore volatilization of molecules

and nanoparticles of different mass classes by laser desorption with subsequent con-

finement and detection in an RF field. The particle were selected according to the

following criteria:

� The mass of the molecule should cover both ends of the region of interest from

the lower 102 Da to 109 Da. It is known that MALDI can volatilize not only

light ions in the mass range of 102 Da, but also massive nanoparticles [243].

Trapping of such ions in radio-frequency fields was also shown previously in

this mass range [243,285,286]. Compared to nanospheres, molecules in the low

mass range have the advantage of a limited mass in a defined small range. This

defines the necessary ion trap parameters quite well, easing initial trapping

attempts. The high mass range is of interest for later measurements, where

the suitability of a linear ion trap for future matter-wave experiments will be

investigated.

� Since the detection of all trapped ions was done via fluorescence, the charge on

the molecule should not quench the fluorescence properties of the fluorophore.

The ion should also possess high absorption cross sections at the available laser

wavelengths (445, 532 nm). To detect a strong LIF intensity, the quantum yield

should be high which, at the same time, keeps detection times short.

� The selected molecules should be thermally stable to survive the desorption

without fragmentation. This could be a problem for high-mass bio-molecules.
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Taking these criteria into account, different molecules were tested in the experiments:

Two of the molecules fulfilled the above mentioned criteria and were therefore used as

a ’working horse’ in the presented measurements. On the low mass side, Sulforho-

damine B was chosen while the mass range of greater 106 Da was explored with

fluorescent polystyrene nanospheres. Apart from these particles, different other flu-

orescent molecules were tested as well, namely Rhodamine 123 and Sulforhodamine

101, both from the group of Xanthene dyes. Also Rhodamine-labeled Bovin Serum

Albumin (BSA) was tested in an experiment. For all these molecules the recorded

fluorescence signals were very weak, indicating that either the excitation laser wave-

length was not matching well or the emission probability is reduced with the charging

of the molecule. It was found that certain dyes display no or only low fluorescence

as ions in the gas phase under the described experimental conditions, even when

they are good fluorophores in solution [287]. One of these examples was the dye

Phthalocyanine, where no LIF signal could be observed in the ion trap.

Sulforhodamine B, a Xanthene dye, is a well known laser dye with excellent LIF prop-

erties in the red. It is chemically stable, water-soluble and has a fluorescence quan-

tum yield (in solution) of greater than 0.9 [250]. In its dry form it is a monosodium

salt and has a molar mass of 580.65 g/mol. The corresponding molecular structure

is shown in figure 6.23.

Similar to most of the fluorescent dyes the maximum of the emission and excitation

(a) (b)

Figure 6.23: The molecular structure of Sulforhodamine B is shown in 6.23a. The
Xanthen backbone is visible, indicated by the dashed box. The absorption/emission
spectrum of Sulforhodamine B in water is shown in 6.23b [288].
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line depends strongly on the solvent. An absorption/emission plot of the molecule

in water is shown on the right side of figure 6.23. In a polar environment, like water,

the excitation/emission are found at λex=565/ λem=586 nm [234]. These values

shift towards the blue for less polar solvents, in vacuum or gas-phase this can be

more than 30 nm for different Xanthene dyes [242,247,249].

Strong LIF intensities of Sulforhodamine B ions trapped in an RF trap were re-

ported in the literature when excited at a wavelength of λex=514 nm, while with

an excitation wavelength of λex=488 nm less strong signals could be recorded [250].

Since the absorption band of this molecule is rather broad, it can be expected that

an efficient excitation with our 532 nm LIF laser is possible.

Fluorescent polystyrene nanoparticles with a diameter of about 40 nm were chosen

for the demonstration of ion trapping of particles with a high mass to charge ratio.

Figure 6.24 shows a SEM image of the nanospheres.

We purchased nanobeads derivatized with the fluorophore Nile Red, which has

Figure 6.24: An SEM image of clustered polystyrene nanoparticles is shown. A
mean diameter of about 40 nm can be identified, although the actual diameter can
vary from bead to bead.

a broad spectral bandwidth with an excitation/emission maximum (in solution) of

525/560 nm. Similar to Sulforhodamine B, a strong dependence on the polarity
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of the solvent has been discussed in the literature [289] as shown in figure 6.25,

which lead to the assumption that the excitation maximum of Nile Red could also

demonstrate a quite substantial shift towards the blue end of the spectrum in the

gas phase. Since the vacuum can be described as a non-polar environment for the

molecule, extrapolation from the data (fig. 6.25) leads to the conclusion that a good

excitation at 445 nm could be expected.

From the supplier it was known that these particles were derivatized with a fluo-

rophore which was either co-polymerized inside the nanoparticle or attached to the

surface of the nanosphere. The actual process depended on the size of the nanopar-

ticle, but no clear statement for our batch of polystyrene particles was made. In

the latter case the dye should be shielded from the environment, reducing a possible

negative influence on their fluorescent property, like the charge state of the molecule.

This would be ideal for our measurements, since in this case also the Stokes energy

should be removed effectively by the polystyrene matrix, which might allow mea-

surements at lower buffer gas pressures.

The polystyrene nanobeads were bought from Kisker Biotech, having a specified

Figure 6.25: The LIF absorption/emission spectrum of Nile Red is shown. A strong
dependence on the polarity of the solvent is visible. Data taken from [288].

mean diameter of 40± 4 nm, suspended in water with a mass concentration of 1%.

The number of nanospheres per mL of suspension could be determined by [234]

Nsphere =
6C · 1012

ρ · π · Φ3
(6.62)
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where C is the concentration of suspended beads in g/ml, Φ the diameter (given

in µm) and ρ the density of the spheres. From the data sheet, the latter is ρ =

1.05 g/ml [290]. For the 1% suspension a concentration Nsphere ≈ 3 × 1014/ml can

be calculated. To estimate the fluorescence intensity of stained nanoparticles, the

so-called ’fluorescein equivalents’ can be used. For our nanobeads this was estimated

to be about 100 [234].

6.7.2 Sample preparation techniques

In the preparation of a sample for the measurements, the analyte particles re-

quired dissolving (or suspending) in well defined concentrations and the addition

of a MALDI matrix. We used standard MALDI matrices, such as sinapic acid (SA),

2,5-dihydroxy benzoic acid (DHB) or α-Cyano-4-hydroxycinnamic acid (CHCA).

Typically 8 mg matrix was dissolved in 1 ml solvent, the type depending on the

molecule. The molecular powder(s) were dissolved in either Ethanol (DHB) or Ace-

tone (CHCA) and the solution was vortexed for at least 30 seconds.

In case of Sulforhodamine B, 20 mg were weighed and subsequently dissolved in 10

ml Ethanol. Also here the solution was vortexed prior to every use to ensure a com-

plete mixing of both chemicals. The final measurement solution was prepared by

mixing an aliquot of both previously prepared stock solutions in a 1:1 (vol) relation.

A different approach was taken in the case of the polystyrene nanobeads: Initial

experiments showed that strong ion signals from the nanosphere MALDI could be

obtained if the bead concentration was low. Since the nanospheres were shipped

suspended in water, the first step in this MALDI preparation was the dilution of the

stock solution. Therefore 50 µl were pipetted out and mixed with 500 µl of distilled

water, leading to a particle concentration in the order of 1010 to 1011/ml. Parts

of this solution were mixed again 1:1 (vol) with the dissolved MALDI matrix. In

the case of the two-tone measurements (section 7), a 1:1:1 (vol) mixture of sphere :

matrix : Sulforhodamine B solution was done.

In the final step of the sample preparation, the sample disc was cleaned thoroughly

by wiping the surface with Acetone and Ethanol. Furthermore the sample was

cleaned in Acetone for several minuted inside an ultrasonic bath and coated after-

wards with the prepared MALDI solutions, using the dried-droplet method [291].
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Prior to its introduction into the vacuum chamber the sample was dried in ambient

air.

6.7.3 Trapping and detection of ion clouds

Although in the previous sections the basic measurement steps of ion trap confine-

ment and detection have been described already, the experimental realization will

be outlined shortly in the following.

After the introduction of a freshly prepared sample plate, the vacuum chamber was

pumped to a pressure of better than 5 × 10−7 mbar. As soon as sufficient vacuum

conditions were reached, the RF was applied to the trapping rods. For measurements

at constant gas pressure, the pressure level was adjusted during this waiting time.

After setting up the complete experimental basis and prior to any measurement with

ions a background image was taken. This included the operation of the complete

trapping cycle with the exception of the desorption laser to avoid the production of

ions.

The loading and trapping of the ions was relatively straightforward at this point:

When the correct experimental parameters were chosen, with the desorption laser

properly aligned and the sample not depleted, a LIF image could be routinely

recorded with Sulforhodamine B. Figure 6.26 shows a raw 2D image of trapped

Sulforhodamine B. The LIF signal can be clearly identified in the central part of the

image by the high signal intensity atop a strongly suppressed background. The ion

cloud displays an ellipsoidal shape with its principle axis oriented along the longi-

tudinal axis of the trap.

For the evaluation of the ion cloud images an analysis program was written in MAT-

LAB: After the import of the raw LIF image, the corresponding background image

was subtracted. This proved to be helpful for the identification of weak LIF signals

in the midst of the constant scattered light. Since each recorded LIF image had to

be analyzed individually and a single experiment could produce up to 200 images,

the complete analysis in MATLAB was automated.

Finally the central section around the recorded ion cloud was identified and the sig-

nal intensities along the longitudinal trap axis was added up. The resulting 1D plot

was fitted with a Gaussian distribution. If a large ion cloud was recorded, the signal
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Figure 6.26: A raw image from the camera of the recorded LIF signal is shown. The
recorded LIF intensity from the ion cloud is clearly seen above the light background
inside the ion trap.

could display more than a single well defined peak. In this case a good fit could also

be obtained by a sum of two Gaussians. Since for analysis of the measurements only

the total intensity of the recorded ion cloud was of interest, this step was justified. A

sample image is shown in figure 6.27a, where the background subtracted LIF image

from figure 6.26 is shown. While the central ion cloud is still clearly identifiable,

the scattered light is completely suppressed. The summed-up LIF signal is shown

in figure 6.27b together with a double Gaussian fit. The final fit is shown as the red

curve atop the blue data points.

6.7.4 Loading efficiency

An important information is the number of ions available in a measurement. This

number is not only determined by the ion trap parameters and by the space charge,

but it also depends on other ion trap parameters like the number of laser desorption

cycles. The main direction of the initial measurements was to study to characterize

the linear quadrupole ion trap. The results will influence a future ion trap design

for matter-wave interferometry. Thus, the loading characteristics is determined by

the design of the source region.

Figure 6.28 displays the filling curve for Sulforhodamine B. The experimental tim-
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Figure 6.27: The background corrected LIF image from figure 6.26 is presented
in 6.27a and 6.27b displays the summed-up signal distribution together with two
fitted Gaussian distributions, where the red line shows the resulting fit. Chosen
experimental parameters: 2×10−3 mbar He buffer gas pressure, 500 V RF amplitude,
900 kHz RF frequency, 35 laser desorption fill pulses and a 4x4 binning of the sCMOS
chip.
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ings were similar to those presented in figure 6.21. The RF drive was set to 900

kHz at 400 V, the endcap potential was kept at +20 V and a constant buffer gas

pressure at 2× 10−3 mbar was maintained. The ions were excited with the 532 nm

laser beam for LIF detection. All trapping parameters were kept constant through-

out the measurement, only the number of laser desorption pulses was varied.

During the desorption of the molecules care was taken that each laser shot hit a new
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Figure 6.28: Measured fluorescence intensities for different numbers of MALDI des-
orption shots. For few loading pulses only the ion intensity increases quite strongly
while it reaches a plateau for a large number of desorption shots

.

spot on the sample. To ensure that signal variations were not spoiled by fluctuations

of the MALDI process or by irregularities of in the sample spot, the number of fill-

ing pulses was varied randomly throughout the measurement. To reduce statistical

fluctuations, each data point was averaged over four subsequent trapping cycles.

The data in figure 6.28 show that one single desorption shot is insufficient for de-

tecting any LIF signals, which is most likely due to two different processes: Once

by the limited opening angle of the trap behind for the desorption plume, by which

the number of ions being trapped in the linear quadrupole is reduced. The second

limiting factor in the experiment was the LIF detection efficiency, as discussed in

chapter 6.5.

An increase in number of desorption pulses results in a growing LIF signal intensity,

which saturates at around 60 desorption pulses. Since the ions repel each other,

they will tend to distribute throughout the confinement potential until the trap is
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filled homogeneously. If the ion number is further increased, it becomes too large

for the available effective potential and additional ions will be lost. In short, this

equilibrium between confining RF potential and repelling space charge leads to the

observed plateau in the ion LIF signal.

Another interesting parameter in the desorption process is the laser pulse energy.

Its influence was tested in a similar experiment where no influence on the detectable

LIF signal could be observed for Sulforhodamine B. The ion intensity stayed nearly

constant until the pulse energy was lowered below the MALDI threshold at about

40-50 µJ and the signal was lost quickly.

Although the data analysis shows, that approximately 20-30 desorption shots are

required for reaching a detectable LIF signal, this number can be reduced in a fu-

ture setup. As discussed, one of the limiting factors was assumed to be the solid

angle of the sample plate and with this the transfer efficiency between the MALDI

desorption spot and ion trap volume. In a future setup this transfer efficiency could

be increased by doing the laser desorption either directly inside the ion trap volume

or by using a linear RF multipole of higher order as a guide between the MALDI

sample and the linear quadrupole. Since a multipole RF field of order n > 2 has a

greater radial trapping efficiency, this could lead to an enhanced overall capturing

efficiency. Generally it was shown, that a careful matching of the phase-space emit-

tance of the source region to the acceptance of the linear trap the overall injection

efficiency could be increased [292].

6.7.5 Ion signal dependencies on the buffer gas pressure

Efficient capturing of the externally created ions as well as detection by LIF re-

quires slowing and cooling collisions in a neutral buffer gas. The gas density has to

be sufficiently high such that the mean free path is shorter than the trap length.

An estimation of the mean free path for Sulforhodamine B with a buffer gas den-

sity of 1013 molecules/cm3 gives a mean travel distance between two collisions of

approximately λ ≈ 8 mm (size of Rhodamine 1 nm [293,294], van der Waals radius

Helium 0.14 nm [295]). While a Sulforhodamine B ion crosses the axial trapping vol-

ume between the two outermost trapping segments once, this mean free path length

value should allow for enough collisions for reducing the kinetic energy sufficiently
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to reflect the ion at the applied endcap potential furthest from the sample.

The buffer gas helps in confining the ions and the ion-atom interactions lead to a

decrease of the ion temperature, allowing to cool the ions [221, 223–225, 296, 297].

This requires typically a large number of collisions between the ions and the neutral

atoms, which is incompatible with a future use in an matter-wave interferometry

experiment. For quantum experiments inside an ion trap, a base pressure of 10−9

mbar or better will be required, which led to an investigation of the minimal required

buffer gas pressure in the trapping volume.

LIF excitation of Sulforhodamine B results in a gradual gain of internal energy

during successive photon absorption and emission cycles. As soon as the accumu-

lated vibrational energy is higher than the weakest chemical bond in the molecular

structure, the molecule can photo-fragment. Collisions between neutral buffer gas

atoms and the ions, on the other side, will lead to a reduction of this internal en-

ergy built-up in the molecule. This increases the number of LIF transitions possible

for the molecular ion. For Sulforhodamine B (in an H2O environment) the energy

difference between excitation and emission maximum, the Stokes shift, is about 67

meV. One likely fragmentation pathway in the Rhodamine is the split-off of an ethyl

group, which has a bond dissociation energy of about 3.9 eV [298]. This indicates

that a Rhodamine ion may undergo a maximum of 50 to 60 excitation cycles before

too much internal energy will lead to photo-fragmentation. To allow the detection

of strong LIF intensities in the experiment, cooling by neutral buffer gas atoms is

required.

In the following experiment the two different buffer gas loading schemes were used

to test the capturing efficiency of Sulforhodamine B. Prior to any measurement, the

atmosphere was set to a constant pressure. The ion trap was then loaded and the

ion cloud read out by LIF. Afterwards the trap was emptied and filled again. To

reduce the influence of statistical fluctuations, data were averaged over 4 subsequent

measurements. The experimental parameters were: 35 desorption pulses for loading

in each trapping cycle, the RF parameters were chosen with 500 V amplitude at

ΩRF = 2π×900 kHz, the endcap potential was 20 V and the molecules were excited

at 532 nm.

Figure 6.29 displays the resulting signal dependence on the buffer gas pressure: The

loading of the ion trap at a constant buffer gas pressure is shown in blue, while the
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influence of the pulsed buffer gas is displayed as the red curve. For constant He
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Figure 6.29: The LIF intensity of Sulforhodamine B vs the buffer gas pressure
inside the trapping volume is shown for two different loading schemes: In one case
a constant buffer gas atmosphere was used (blue), while in the other a pulsed buffer
gas was used (red). For read-out the trap was filled with a constant buffer gas
pressure again. The data show that a pressure of greater 10−4 mbar of buffer gas
is required for an efficient trapping and detection of the ion cloud. The lines are
meant to guide the eye.

gas densities inside the ion trap, pressure greater than 10−3 mbar result in nearly

constant LIF signals which are slightly decreasing at more elevated pressures. In

this regime the trap loading is quite efficient due to the high number of collisions the

ions experience on their way into the ion trap, but also during the confinement time.

When the buffer gas pressure at loading is decreased - in the case of constant buffer

gas conditions the loading pressure was equal to the read-out pressure - the signal

drops dramatically and for Helium pressures below 3× 10−4 mbar no ion signal can

be detected.

The use of a pulsed buffer gas (backing pressure on the valve: 1 bar) displays an

efficient loading and trapping as well. In this case the observed LIF intensities fall

off at lower pressures compared to the constant loading. While hardly any LIF sig-

nals can be observed for buffer gas pressures below 6 × 10−4 mbar under constant

pressure loading conditions, the pulsed loading shows enhanced ion signals even at

such low read-out He gas pressures. For lower pressures a decrease of the LIF in-

tensities can be observed as well with a loss of LIF signal for read-out pressures
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below 8× 10−5 mbar. These trapping efficiencies can be explained by the increased

(time-dependent) atom densities of the pulsed buffer gas.

To further investigate the ion cloud behavior under pulsed buffer gas conditions,

a second set of measurements were conducted. Thereby the influence of the valve

opening times, e.g. the amount of gas available for ion-atom interaction, on the mea-

sured LIF signals was tested. In a first set of measurements the ions were loaded

into the trap under pulsed gas conditions, while the LIF was read-out with constant

buffer gas pressures in the low 10−3 mbar. The second set of measurement used the

pulsed buffer gas scheme for LIF read-out as well. In all measurements each data

point was averaged over four consecutive trap fillings and similar RF parameters as

before were used. To enhance the overall trapping efficiency of the ions, each gas

pulse was introduced with an experimentally determined time delay of 4.5 ms in

respect to the desorption laser. In this way the greatest overlap between the gas

atoms and the ions was ensured.

The red (blue) curve in figure 6.30a shows the dependence when the trap was

filled with 35 (55) MALDI shots. Although an even higher number of desorption

pulses could be used, it would have only increased the rising slope of the signal,

but the overall signal behavior would have stayed identical. In the recorded data a

clear increase of the LIF intensity is observed with an increasing number of collision

partners. This is in agreement with data published in literature [217,247].

A similar measurement is shown in figure 6.30b. Compared to the previous exper-

iment, the LIF detection was done under pulsed buffer gas condition as well. This

translated that between the loading and the detection of the ions only reduced buffer

gas pressures below 10−4 to 10−5 were present. A similar dependence of the gas pres-

sure on the LIF intensity is clearly visible. The red (blue) curve was recorded with

35 (55) gas pulses again. In the LIF detection the opening frequency of the valve was

changed between 20 and 55 Hz (red, blue in figure 6.30b, respectively). Also here a

dependence of the LIF intensities on the available number of collision partners can

be observed: The higher the number of buffer gas atoms (blue curve), the stronger

the recorded signals can be. This is in agreement with the expected fluorescence

behavior of molecules in the gas-phase (see also chapter 6.2).
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Figure 6.30: Pressure dependence of the LIF signal with pulsed buffer gas. A pulsed
valve was used for introducing the buffer gas into the chamber: In the first set of
measurements (6.30a), the pulsed gas was used only during capturing. In a second
experiment (6.30b) also the LIF read-out was performed under pulsed buffer gas
conditions.
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6.7.6 LIF dependence on the excitation power

Another important question is the dependence of the LIF signal strength on the

excitation laser power. Although this depends on the specific fluorophore, specifi-

cally on the quantum yield, the absorption cross section, the thermal stability and

intersystem crossing rates, it is generally interesting to know the laser dependencies

for the current case, Sulforhodamine B.

In this specific measurement the trap was filled with an identical number of MALDI

pulses at a constant buffer gas atmosphere of about 2× 10−3 mbar for each individ-

ual measurement. After loading and trapping, the ion cloud was illuminated by the

532 nm LIF laser beam and the resulting image was taken. The LIF laser power

was varied in power by placing neutral density filters into the laser beam.

Figure 6.31 shows the result of this experiment. Each data point consist of four
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Figure 6.31: The LIF intensities are shown as a function of the excitation laser power
under constant irradiation time and constant buffer gas pressure of 2 ×10−3 mbar.

individual measurements to reduce the influence of fluctuations during MALDI sam-

pling. For low LIF powers the overall LIF intensity increases linearly with the laser

power until at around 100 mW optical excitation power the LIF intensity plateaus.

At even higher laser powers the absorbed optical energy can not be dissipated by ra-

diative or collisional relaxation fast enough and the molecule dissociates or bleaches.

This leads to the observable decrease of the LIF signal in figure 6.31.
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The recorded intensity curve shows a similar behavior to [244, 299], where LIF sig-

nals from Rhodamine 6G and Rhodamine 575 cations were observed in an ion trap.

Other trapped Rhodamine ions show photo-fragmentation upon the irradiation of

visible light, with a resulting mass spectrum [252], which is similar to collision in-

duced fragmentation [248]. Since Sulforhodamine B belongs to the same Rhodamine

dye family, a similar behavior can be expected upon the irradiation with the LIF

laser beam. In our data the LIF intensity decreases above 100 mW irradiation power

due to photo-dissociation.

Another explanation of the plateau in the observed LIF signal could be that the fluo-

rophore is saturated by the incident light. The saturation intensity can be estimated

by [300]

Isat =
hν

σabsτLIF
(6.63)

where hν describes the photon energy (λ = 532 nm in our case), σabs the absorption

cross section (1.5×10−20m2 [278] in solution, no values for vacuum are available) and

τLIF is the effective fluorescence lifetime of the fluorophore (1.5 ns for Sulforhodamine

[236] in solution, no values for vacuum are available). With these values and equation

6.63 the saturation intensity can be calculated to Isat = 1.6 MW/cm2. This is much

higher than the implemented experimental peak intensity of about 18 W/cm2. This

shows that the optical transition was not saturated in the course of the experiment.

This is an indication that in our measurement the Sulforhodamine B cation did

undergo photo-dissociation at high (> 100 mW) laser powers.

6.7.7 Bleaching of the ion cloud

In the LIF process a molecule can not only absorb and re-emit a photon, but it

can also be excited into a triplet state or photo-bleach. A triplet state displays no

fluorescence for the duration of its state lifetime (typically µs up to ms [236]), while

after a bleaching the molecule is permanently lost for LIF. While in principle the

triplet state removes the molecule from the LIF detection temporarily, bleaching

processes prevents its detection after a photo-chemical process permanently.

To observe this effect, the ion trap was filled with 35 desorption pulses in a constant

helium atmosphere of 2× 10−3 mbar. After confinement for several seconds, during

which the ions could thermalize with the buffer gas at 300 K, the cloud was illumi-
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nated with the LIF excitation laser beam at about 250 mW power. To monitor the

bleaching, the time delay between the start of the LIF laser and the exposure on the

camera was varied. The overall exposure time stayed constant for all measurements

to reduce the influence of systematics during analysis.

Figure 6.32 shows the bleaching curve for Sulforhodamine B, where each data
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Figure 6.32: The fluorescence bleaching of Sulforhodamine B in a quadrupole ion
trap with a constant buffer gas pressure of 2× 10−3 mbar.

point is averaged over four consecutive measurements. A fast decay in the LIF sig-

nal within the first few milliseconds of detection is followed by a slower decrease.

Thereby a linear decrease in the signal intensity can be observed. This is expected

since the number of absorption processes is linear in time. The available signal

strength indicates, however, that LIF detection can be done on a time scale that is

sufficiently short to keep the effect of bleaching small.

6.7.8 Variation of the endcap potentials

In the linear quadrupole trap DC potentials on the endcap electrodes are required

for a stable confinement of the ions. While this static field prevents the axial escape

of the ions it weakens the effective potential in the radial plane (see equation 6.49),

reducing the number of trapped ions and setting an upper bound for the maximal

kinetic energy of the trapped ion. At the same time the endcap potential determines
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which fraction of ions inside the MALDI plume can enter the trap, since only ions

with a sufficient high kinetic energy can overcome this axial barrier.

To investigate the axial potential influence in this specific ion trap design, a measure-

ment was conducted varying the endcap potential. All other parameters for loading,

confinement and LIF read-out were kept similar to the previous measurements. The

results are shown in figure 6.33.

At an endcap potential of about 20 to 30 V the observed LIF intensity has its
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Figure 6.33: The influence of the endcap potential on the loading efficiency of Sul-
forhodamine B is shown. For the chosen RF parameters (500 V, ΩRF = 2π×900
kHz), the radial effective potential is in the order of about 50 eV.

maximum, while it falls off quite rapidly for high and low potential values. In

the case of low DC potentials, the axial trapping field seems to be too weak to

confine a large ion cloud. On the other side, when high axial DC potentials are

used, ion losses could be influenced by two different mechanisms. The Sulforho-

damine B cations might be deflected from the high endcap potentials during load-

ing. This decreases the injection efficiency, leading to lower observable LIF signals.

On the other hand, the axi-symmetric quadrupole potential can be described by

VDC(r, z) = (UEC/z
2
0) · (z2 − r2/2) [217]. In our case, this shows that for endcap

potentials values greater than 60 V, this potential is of similar depth at the RF

node than the radial one. This could also be a limiting factor in the observable LIF

intensities at high UEC in figure 6.33.
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DC potential on the sample

Also the MALDI process itself can influence the coupling efficiency into the ion trap.

If the MALDI sample plate is at an electrical potential the desorbed ions can either

be accelerated of decelerated. However the ion signals showed no dependence on the

applied polarity, even up to 125 V. As a result the sample was kept on ground for

most of the experiments.

6.7.9 Radial ion cloud dimension

An interesting question for future experiments is the knowledge of the spatial dimen-

sions of the ion cloud. In this measurement the LIF laser was introduced from below

the ion trap and scanned along the radial trap axis, normal to the longitudinal one.

Figure 6.34 presents the results of a radial LIF scan through the confined ion cloud.

The chosen experimental parameters were: RF amplitude of 250 V at Ω = 2π×980

kHz, 35 laser desorption pulses for filling and a buffer gas pressure of 1 − 2 × 10−3

mbar.

The recorded fluorescence data (figure 6.34) show that the ion distribution around
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Figure 6.34: A scan of the vertical 532 nm laser beam through the radial plane of
the ion trap showed an ion cloud width of about 0.6 mm around the center of the
trap axis.
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the RF node of the trap can be described by a Gaussian (shown in red in figure

6.34). This is comparable to previous work in literature, where also a Gaussian

distribution of the ion cloud at room temperature could be observed (in case of Paul

traps [208,228,301] as well as for a 2D radial trap potential [302]). For our data the

Gaussian fit shows that the width of the ion cloud is around 0.65 mm FWHM.

With this measured ion cloud size, the number of trapped ions can be estimated

following the work of [213]. It is assumed that about 90% of the axial trap length

(e.g. 18 mm effective trap length) are accessible for the trapped ions (see also figure

6.12). With the RF parameters and the cloud radius given above the total number

of ions can be estimated to N ≈ 2 × 106 ions. Although this number seems a bit

high, a comparison with the estimated charge density in our trap of about 2.5× 105

ions/mm3 (see equation 6.1.3), leading to about 5×107 ions in the trapping volume,

the estimated ion number from the experiment is within this limit. While the total

number of ions in the experiment will be less than the estimated one (due to, e.g.,

space charge or trap inharmonicities), it is safe to assume that about 105 ions were

trapped in this measurement.

6.7.10 Variation of the RF amplitude

The two parameters of the RF drive, its amplitude and frequency, influence the ion

capturing as well as the trapping conditions of the ions. Thus an experiment was

conducted to look into this relationship. Due to the design of the LC tank circuit,

the frequency of the RF was fixed to 1.09 MHz and only the RF amplitude was

varied. In this measurement the endcap potential was 20 V, applied to the trap

segments 2 and 4. The other trapping parameters were kept constant throughout

the measurement. To allow for the cooling of the ions, the buffer gas was kept at

a constant pressure. Also, an identical number of loading desorption pulses were

used. The result of this measurement are presented in figure 6.35, where each data

point is the average over 3 consecutive measurements to reduce the influence of

fluctuations in the MALDI process. As can be expected from theory, the trapped

ion intensity increases with increasing RF amplitude on the trap rods. Since this

correlates directly to the depth of the effective potential (Veff ∝ q ), the enhanced

ion signal can be explained by this way. The plotted fit is shown as a guide to the
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Figure 6.35: A variation of the RF amplitude shows that with increasing RF ampli-
tude the LIF signal intensity increases quite strongly. For high amplitudes the signal
saturates. The measurement was preformed under identical loading conditions for
each point.

eye. Due to technical reasons, it was not possible to increase the RF amplitude even

further in this experiment. Otherwise a rapid decrease of the LIF intensity for q ≥

0.85 would have been expected.

The data show that a threshold RF amplitude of VRF,thresh > 160 V is required for

stable trapping in our geometry. In comparison, the minimal required RF amplitude

can be calculated by [217]

VRF,min = ΩRFr
2
0 ·

√
mUEC

2ez2
0

(6.64)

which shows however, that a minimal RF potential of VRF ≈ 40 V should be suffi-

cient. A possible explanation for this discrepancy could be the external injection of

the ions into the ion trap.

To investigate this matter further, SIMION simulations were performed for our ion

trap geometry and parameters (buffer gas pressure, RF/DC parameters). The ini-

tial velocity of the ions was set to 500 ms−1 [114, 303] corresponding to a kinetic

energy of about 0.7 eV, similar to the ones in [304], where similar mean velocities

were shown in this mass class. Similar to previous SIMION simulations the starting

points of the individual ions in the cloud was randomized as a 3D Gaussian distribu-
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tion around the longitudinal axis (at the starting point) of the trap. When the ion

cloud was initialized in the central (third) trap section, a minimum RF amplitude

of about 40 V is sufficient to stably trap the ions. This is comparable to the RF

amplitude as calculated from equation 6.64. Lower RF values led to an ejection of

the ion while larger RF voltages resulted in a tighter confined ion cloud.

In comparison, if the ion cloud was started in the beginning of the second segment

(the one carrying the endcap potential), a first successful ion transmission and sub-

sequent trapping in the central part of the ion trap was observed for RF amplitudes

of 165 V. This is in good agreement with the experiment. In the simulation even

higher RF amplitudes increased the trapping efficiency and therefore the (theoreti-

cal) observable ion signal. This could be explained by the fact that a higher RF field

leads to a stronger radial confinement of the ions, reducing the influence of the DC

potential. Since in the experiment the ions were also introduced from an external

source, this simulation results seem to explain the observable signals.

6.7.11 Mass selection

A key property distinguishing RF driven quadrupole ion traps from higher order

multipole RF ion traps is that the intrinsic mass selectivity (see chapter 6.1 for de-

tails). This is of importance for future quantum experiments, whenever the detector

is non-selective to mass, or when there is a risk for particle fragmentation in the

manipulation process. This could be a problem in dissipative interferometer grat-

ings. Generally, mass selection is advantageous for a correct interpretation of the

experimental results. This offers the advantage to start future quantum experiments

with a clean particle beam.

The motion of an ion in a linear quadrupole trap is determined by its specific oscilla-

tion frequencies, the secular motion and the micromotion. The dominant part is the

secular frequency, given by ωsec = (2n+ β)Ω/2, β2 ≈ 4eVRF/
√

2mr2
0Ω2 [264], which

is inversely proportional to the particle mass (see the theory section 6.1 for more

details). Exciting this secular motion by an auxiliary AUX RF field on resonance

at ωsec increases the kinetic energy of the ion up to the point where the particle is

ejected from the confinement field. While this excitation scheme allows to determine

the mass distribution of the ion cloud, an inverse excitation scheme will allow the
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mass cleaning of the ion cloud. A notch-type auxiliary radio frequency centered

around the specific ωsec will lead to the simultaneous ejection of all ions except for

the wanted mass.

The above described mass selection technique was chosen over the RF/DC ion iso-

lation known from the quadrupole mass filter, since the former was expected to be a

more straightforward method. For RF/DC mass selection after initial ion trapping,

changes in the RF frequency and/or potential as well as DC potential are required

to reach the apex point of the stability diagram. Since a low q value is required for

post mass selection again, the RF and DC would need to be changed once more.

These changes could lead to heating effects, which might increase the loss of trapped

ions. Also, as discussed in [305], the application of a DC potential leads to ion in-

stabilities in one specific trap axis only. This could also lead to increased heating

effects and losses of the trapped ions.

Mass selection was measured in the current setup, where the dipolar excitation

scheme for ion ejection was chosen. This required the application of the AUX RF

onto a single diagonal trap rod pair, as shown in figure 6.36. In the experiment,

compared to the previous described ones, only one single phase of the main RF

drive was applied to one pair of the trapping rods. The other one was connected

to ground with respect to the RF potential. The AUX RF signal was generated

Figure 6.36: The circuit diagram for the excitation of the secular motion of the
trapped ion is shown. The ideal transformer identity was estimated with a = 0.25.

by a signal generator and coupled to a transformer, center-tapped on the secondary

side. Similar to the situation of the RF generator (in chapter 6.6.1), this created

two RF phases of identical frequency and amplitude but 180o phase-shifted. This

way a sinusoidal dipolar excitation waveform with an excitation amplitude of up to

5 V could stimulate the trapped ion, when required for the measurement. When

this splitting of the two RF drives was not needed, the center tap on the coil was

connected to the second phase of the main RF drive.
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For this measurement the pulsed buffer gas scheme was applied for ion loading and

LIF detection, since the secular excitation was performed best under vacuum condi-

tions. Otherwise, in case of a constant buffer gas atmosphere the secular ion motion

would have still been excited, but resulting only in a forced, damped oscillation. To

eject the ions a stronger AUX RF amplitude would have been necessary in this case.

At the same time collisions with the buffer gas atoms under the influence of the

external field would have increased the probability of collision induced fragmenta-

tion (CID) [306,307]: Excitation in a buffer gas environment leads to a competition

between ion ejection and fragmentation. The fragmentation depends besides of the

molecular structure of the ion on the AUX RF parameters as well.

During measurements the ion trap was loaded with Sulforhodamine B under the

optimal field settings (RF amplitude 400 V and Ω = 2π×980.6 kHz) while the AUX

RF amplitude was set to 1.0 V (peak-peak). After loading the ions a trapping cycle

was applied as presented in figure 6.22. It consisted of loading the ion trap followed

by a short waiting time to allow the pumping-out of the buffer gas and subsequently

the AUX RF was activated for about 3 seconds. The secular excitation was then

directly followed by the readout of the ion cloud. Finally the trap was emptied and

a new trap cycle was started.

The resulting mass spectrum is shown in figure 6.37 as a depletion spectrum where

the excitation frequency is already converted to the ion mass by (with a single-phased

main RF only)

m =

√
4e2V 2

√
2r2

0Ω2ω2
sec

(6.65)

Each data point is an average over 4 subsequent ion trap cycles. For reducing the

influence of inhomogeneities or depletion effects of the MALDI sample, the AUX RF

frequencies were chosen in a random order during the course of the experiment. On

the left side of figure 6.37 the recorded mass spectrum displays a distinct dip as well

as a smaller one on the high mass side. These indicate that ion losses had occurred

during the excitation of the ion. The dominant mass peak is centered around 570

Da, which is in close proximity of the nominal mass of Sulforhodamine B. Because

the molecule was bought as a monosodium salt having the molecular weight of 580.6

Da, it must be assumed, that the sodium ion was dissociated during the solvation of

the molecules. This reduces its mass to 557 Da, which is still within the measured
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Figure 6.37: A mass scan of Sulforhodamine B by dipolar excitation method. While
6.37a shows the complete recorded mass spectrum, figure 6.37b displays a zoom into
the region of 570 Da.
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mass distribution. Therefore ions of both masses are measured within this mass

peak, as displayed on the right hand side of figure 6.37. The graph shows a zoom

into the central section of the mass dip centered around 570 Da. One can clearly

observe that in the central section of the peak the observed LIF intensity is slightly

increased compared to the data points on the left and the right. Since each data

point is given by the average of four independent measurements, this increase in ion

intensity is most likely not due to random signal fluctuations (as shown by the error

bars). The data points directly to the left and right represent a mass of 557 and 580

Da, respectively. They correspond to Sulforhodamine B in its native form (557 Da)

and as a monosodium salt (580 Da). This shows that it was possible to resolve these

two masses within this mass selection measurement. From the recorded spectrum

a mass resolution of m/∆m ≈ 10 can be deduced. This is similar to the expected

mass resolution given by the frequency step of 2 kHz in the experiment and equation

6.23.

The fragmentation properties of Sulforhodamine B might also have a consequence

onto the low mass resolution of the observed peak. The breaking of chemical bonds

in the periphery of the molecule will lead to a change in the molecular mass, leav-

ing the LIF properties intact. As example, the loss of a methyl- or an ethyl group

will not influence the fluorescence properties of the molecule (see also figure 6.23a).

Fragmentation of Sulforhodamine B could happen during MALDI or even during

collisions with rest gas atoms during secular excitation with a high AUX RF am-

plitude (see figure 6.39). Due to the effective potential such fragment ions will be

trapped as well. While the intact ions are ejected from the trap during the mass

selection, under these conditions fragment ions will still remain trapped. The fluo-

rescent light observed in the subsequent detection will lead to a broadening of the

detected mass peak, since the fragments will not be distinguished from the intact

ions by LIF observation.

Although the obtained mass resolution is still not sufficient to use such a setup

as particle source for a molecular matter-wave interferometer, this experiment can

prove the fundamentals for a further concept, since a higher mass resolution using

this mass selection concept was recently shown [285].

A second mass dip in figure 6.37 is centered around 1160 Da. Compared to the

previously discussed mass peak, the decrease in signal intensity is not as large. Fur-
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thermore this mass peak is, unfortunately, given by a single data point only, but

since the data point (including errorbar) is much less intense than the neighboring

ones, a random signal fluctuation can be excluded again. The broad width of the

peak is due to the chosen larger frequency step in between two neighboring AUX

frequencies.

From its peak data value, the mass of 1160 Da corresponds quite well to twice the

mass of Sulforhodamine B. It therefore might represent a double Sulforhodamine

B cluster. This could also explain the less strong depletion of the observed signal,

since a lower percentage of clusters compared to single molecules are present in the

MALDI plume.

To test the validity of the observed mass spectrum (figure 6.37) a control experiment

was conducted with a dedicated TOF-MS setup. For this measurement a sample

was prepared, using the identical analyte solutions and MALDI target preparation

steps. MALDI was conducted under the same conditions and ions were detected

using TOF-MS (Kaesdorf, m
∆m ≈ 100). A detailed description of the experimental

setup is given in chapter II. The resulting mass spectrum is shown in the following

figure 6.38. The most prominent peak in this spectrum is given by the single Sul-
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Figure 6.38: MALDI TOF-MS mass spectrum of Sulforhodamine B. A strong clus-
tering of the molecules can be seen. At the same time the low mass region of the
spectrum resembles the ion trap data (figure 6.37). The inset shows the main peak.
A clear separation into Sulforhodamine B and its monosodium salt and fragments
is given.
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forhodamine B molecule at about 570 Da. The zoom-insert in the figure shows that

this peak is again a double peak with two maxima at 565 and 587 Da, representing

the Sulforhodamine B monosodium salt and Sulforhodamine B or a fragment of the

monosodium salt. Apart from this signal a series of clustering up to seven-fold can

be observed. On the low mass end of the spectrum a further peak of lower intensity

at about 330 Da can be identified. This is most likely a fragment of Sulforhodamine

B which is produced in the MALDI process. The calculated mass for the first two

clusters is indicated in the graph. For the measured double cluster the two mass

values (ion trap, TOF-MS) can be assumed identical within the experimental er-

rors. The high signals show that even under high-vacuum conditions clusters of the

analyte molecule are produced by MALDI-ionization. Therefore it seems that the

clustering is independent of the external buffer gas atmosphere and rather driven by

the high density in the MALDI plume.

The comparison with the mass spectrum from the ion trap (figure 6.37) proves that

a dipolar excitation method in the ion trap provides correct mass values of the ion

cloud within the error margins, but (up to now) with a very broad mass width.

To explore the possible influences of experimental parameters on the observed peak

width, the amplitude of the AUX RF was scanned, while all other experimental

parameters were kept identical to the previous mass scan, as well as the frequency

step of the AUX RF, except for the case of very low RF amplitudes. In this case

a smaller width in the mass peak was expected and therefore smaller steps were

chosen. The resulting mass spectra are shown in figure 6.39.

Compared to the previous scan with an AUX RF amplitude of 1 V (blue), the

increase to 3 V (red) shows a larger width of the scanned mass distribution while

the center of the mass peak does not shift. The saturated mass peak shows a very ef-

ficient coupling of the AUX RF to the ion secular frequency, even for near-resonance

cases. This leads to an energy increase with subsequent ion loss even when neighbor-

ing ωsec were tested. Also the fragmentation of the intact molecular ion could lead

to such a broadening since the fragmentation probability increases with increasing

AUX RF amplitude.

A similar picture can be seen on the high mass side of the spectrum. But since the

signal intensity is rather low in this spectral region, the observed dip in the LIF

signal is not as clearly visible as in case of the monomolecular Sulforhodamine B.
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Figure 6.39: Dipolar excitation of trapped Sulforhodamine B cations under different
AUX RF conditions. With increasing AUX RF amplitude the width of mass peaks
increases as well.

A similar mass spectrum can be observed for low amplitude AUX RF excitations

(blue line in figure 6.39). For this measurement the dipole excitation amplitude was

lowered to 100 mV (peak-peak), also a higher number of laser desorption pulses were

used. Since the amplitude was smaller compared to the previous two measurements,

the ion cloud irradiation time was prolonged to a total of 10 seconds to ensure an ef-

ficient ion ejection. To reduce the noise in the recorded spectrum, the data in figure

6.39 were smoothen over five neighboring points. In the data a distinct mass peak at

about 615 Da can be observed, which corresponds to a shift of about 30 Da towards

higher mass in comparison to the previous discussed spectra (figure 6.37,6.38).

This observed mass shift is most likely given by the ion cloud itself and not due to the

AUX RF. Since a higher number of desorption pulses was used in this measurement,

a higher trapped ion number than in the previous experiments can be expected.

This could have led to a space-charge dependent mass shift in the secular frequency

of the ion, as shown in literature [202, 308]. Especially in 3D Paul traps it could

be shown that the secular motion of the ions are shifted towards lower frequency

for increasing space charge [309]. Since ωsec ∝ m−1, this leads to a higher observed

mass than the one calculated from the ion trap parameters of a single ion.

Compared to the other two spectra, the width of the low-amplitude excitation mass
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peak in figure 6.39 is narrower, which reflects an increased mass resolution. This

shows that for a mass spectrum with high mass resolution the dipolar excitation

amplitude has to be kept low.

6.7.12 Trapping of nanospheres

A future experimental setup for a matter-wave interference of particles in the ultra-

high mass regime (m > 106 Da) could consist of a MALDI (or ESI with charge-

reduction stage) loaded, cryogenic buffer-gas cooled ion trap, for which the loading

and trapping of very high masses in the current ion trap experimental setup had to

be investigated. The outcome could be a first step to show if an ion trap could be of

use as possible source for such planned high-mass and ultra-high mass matter-wave

experiments. For this purpose we chose as test particles fluorescent polystyrenes

spheres with a nominal diameter of 40 ± 4 nm. This corresponds to a mass of

approximately 25 MDa [253]. The beads are labeled with Nile Red fluorophores

which can be excited with blue (445 nm) as well as with the green light (532 nm).

A more detailed description on these particles is given in chapter 6.7.1.

Since the expected mass to charge ratio of these particles was much larger than

that of Sulforhodamine B, the RF electronic circuits needed to be adapted. For

moderate RF amplitudes (V ≤ 200 V) the frequency needed to be lowered to several

kHz. In the following measurements the single-phased, amplified RF drive was used,

as described in section 6.6.1.

In a first experiment, the RF parameters were varied to investigate the optimal

settings. Thereby the RF frequency was scanned over 10 trap cycles. The resulting

trapping distribution is shown in the histogram in figure 6.40. It shows that the

highest number of successful injected trap cycles can be found at around 40 kHz.

From the m/z ratio in this frequency range and Mathieu’s stability parameter q , a

lower mass-to-charge limit of m/z > 500 kDa was derived.

This is less than previously estimated and might be due to several reasons:

� The nanospheres might leave the MALDI plume in higher charge states than

expected. In literature it is suggested that in MALDI this is probable for heavy

ions [92,310].
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Figure 6.40: A scan over the RF drive frequency shows that the optimal trapping
conditions can be found at about 40 kHz. This leads to a slightly lower mass than
when calculated.

� During particle growth in the production process, a lower percentage of divinyl

benzene leads to a lower mass density of the nanospheres. Since this propri-

etary manufacturer information was not disclosed to us, it is possible that the

initial mass estimation was too high.

6.7.13 Fluorescence of the polystyrene nanospheres

Since the polystyrene spheres are doped with Nile Red a good fluorescence excitation

could be observed, both in the green (532 nm) and in the blue (445 nm). The LIF

excitation intensity is very high and surprisingly independent of the two excitation

wavelengths. The fact that the fluorophore are incorporated inside the nanospheres

could provide a good environment for the chromophores to rapidly release their

Stokes energy to the polystyrene environment. Also each nanoparticle can carry

more than a single LIF center (as shown in chapter 6.7.1). Because of the high

fluorescence intensity, short exposure times of 200 ms or less could be used. This

allowed the recording of a kinetic image series of the trapped ions. A detailed

analysis of each individual frame results in a bleaching curve for the nanospheres,

shown in the lower part of figure 6.41. Although the data scatter, a tendency for a

decrease of the LIF intensity is visible, which is indicated by the plotted line (drawn
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Figure 6.41: A scan of the emitted LIF intensity of a single ion cloud recorded by
a kinetic series of an ion cloud. The ion trap was loaded in the positive ion mode.
An exponential fit is included as a guide to the eye.

as a guide for the eye).
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Chapter 7

Two-tone quadrupole trap

7.1 Cooling of molecular ions

Laser cooling and BEC physics [4] as well as the laser cooling of cold di-atomic

molecules [311] has enabled to study new phenomena in quantum physics [312,313],

ultracold chemistry [66,274,314–316] and ultracold collision of molecules [314,317].

One problem in cooling large molecules using ’classic’ laser schemes [3] is the large

number of internal vibrational and rotational levels and the impossibility of closed

cycling transitions, which would allow to exchange many hundred thousand photons,

as in the case for atoms. Although, in recent experiments the cooling of simple di-

atomic molecules into the vibrational [318] or the rotational ground state [183] has

been demonstrated, there is no straightforward concept for more complex molecules.

For matter-wave interferometry experiments with molecules exceeding 105 Da cool-

ing of the translational degrees of freedom becomes an important requirement. Sym-

pathetic cooling of singly charged, heavy molecular ions (m > 1 kDa) to mK tem-

peratures by collisions with laser cooled atomic ions would be a big step forward,

if ever it could be realized. This question triggered the idea to look into the possi-

bility of sympathetic cooling of singly charged nanoparticles with molecular masses

exceeding 105 Da, similar to ones discussed in chapter 6.7.1.
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7.2 Simultaneous trapping of two ion species with large

mass difference in a single-frequency RF trap

Although temperatures below 1 K may be reached by sympathetic cooling, a major

drawback is the requirement that the molecular ion and the cooling ion should have

similar mass to charge ratios (m/z) [319]. For light ions a limit for efficient cooling

was found for mass ratios of mmolecule/mlasercooledion > 0.53 [226]. Although, with

a carefully choice of the ion trap parameters, even lower mass ratios can be cooled

to mK temperatures [320,321]. For mass ratios > 1 the cooling efficiency decreases

with increasing molecular mass, since the ion clouds separate radially within the

trap, scaling as r1/r2 =
√
e2m1/e1m2 (with r1 being the outer radius of the ion

cloud of the lower mass-to-charge ratio (m1/e1) and r2 the inner radius of the higher

mass-to-charge ratio) [207,322]. With increasing radial separation the collision prob-

ability between atomic and molecular ions decreases, raising the final temperature

of the molecular ion. This was shown for a mass ratio of about 5-6 between the two

ion species [322] and with mass ratios greater than 10:1, temperatures below 1 K

will not be reached.

To cool ions around 1 MDa with laser cooled atomic ions (around 100 Da), it will

require 103 to 104 charges on the heavy ion to keep the radial ion cloud separa-

tion small within the trap. With such large charge numbers it will be virtually

impossible to neutralize the ion after the cooling process as required for interference

experiments.

Even if a heavy ion with low charge state could be cooled, another limitation in its

realization will be the different ion dynamics of the two ion species inside the iden-

tical RF potential. Two significant criteria from ion trap theory have to be satisfied

for stable trapping: First, the mass limit inside a linear quadrupole is given by

m

e
>

4V0

r2
0Ω2q

(7.1)

where V0 and Ω are the amplitude and frequency of the RF drive, respectively and

q is one of the two Mathieu parameters. The second criterion is given by

EKin <
e2V 2

0

4mr2
0Ω2

(7.2)
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stating, that the kinetic energy of the ion has to be smaller than the depth of the

effective potential of the quadrupole ion trap.

A closer look onto equation 7.1 shows that it represents only a lower mass limit, but

with increasing mass the effective trapping potential is gradually reduced. In short,

the effective potential of the linear trap is proportional to the inverse of the ion mass,

Veff ∝ 1/m. This reduces the potential depth by which the ion can be trapped stably.

The resulting stratification effect [207] also reduces the spatial overlap between the

two ion clouds. Together with the stability criterion this causes a difficulty when

attempting to trap ions of very different mass-to-charge ratios simultaneously.

A closer inspection of equation 7.2 shows that with increasing difference in the two

RF amplitude RF frequency q eff. potential eff. potential

200 V 2π 3.5 MHz 0.3 3.75 eV 1.6×10−4eV

Table 7.1: Estimation of the (radial) trapping parameters for simultaneous trapping
of two different mass-to-charge ratios inside the identical RF trapping potential. For
a successful trapping of the heavy ion, a very low kinetic energy is required.

mass-to-charge ratios, the kinetic energy of the high-mass ions needs to be very low

to be held inside the same effective potential. A short estimation for the ion 43Ca

as cooling ion and for a particle with 106 Da (singly charged) as hot ion, leads to

the following parameters (table 7.1).

The potential depths given in table 7.1 emphasize the very shallow potential for

heavy ions trapped at RF parameters that are necessary for the light mass ions.

Assumed that an ion has been completely thermalized, the ion kinetic energy would

be less than 2 K. While this is not unrealistic even for ions with m=106 Da, it might

only be feasible for a small number of heavy ions, since for large ion clouds the space

charge will lead to increased ion losses.

The necessary electric field of the endcaps will further reduce the depth of the

effective potential (see equation 6.28), with a negative impact onto the confinement

of the heavy ions (m=106 Da), reducing the trapping probability.

Therefore a single-tone trapping of ion species with large m/z differences seems not

to be a successful approach for ion cooling.
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7.3 Two-tone trapping

A different approach towards the simultaneous trapping of two ion species with large

difference in m/z ratios is when applying two different radio frequencies to the trap

rods [323, 324]. Thus, two individual effective potentials would be created inside

the same trapping volume, deep enough to stably confine ions with their respective

mass-to-charge ratio. Since each ion ’feels’ now ’its own’ RF drive (at least to the

lowest order), all ions should gather close to the RF node, thus increasing the spatial

overlap between the two ion clouds. This could eventually allow the sympathetic

cooling of ions with very different mass-to-charge ratios.

Following closely the work of [323], the two-frequency potential can be described by

the following equation:

Φ = (U0 + V1 cos(Ω1t) + V2 cos(Ω2t))
x2 − y2

2r2
0

(7.3)

(throughout this chapter, ’1’ describes the light ion and ’2’ the heavy ion). Using

the potential of equation 7.3 the motion in the radial planes are described by a set

of modified equations of motion, given for the light ion by:

d2x

dt2
+

e

mir2
0

(Vi cos(Ωit) + Vj cos(Ωjt) + U0)x = 0 (7.4)

d2y

dt2
− e

mir2
0

(Vi cos(Ωit) + Vj cos(Ωjt) + U0)y = 0 (7.5)

where i=1, j=2 and vice-versa for the heavy ion.

As shown in chapter 6.1, the motion of an ion in a linear quadrupole trap can be

described by the Mathieu equation (equation 6.14) with the stability parameters

a and q . From a direct comparison of the Mathieu equation and the equation of

motion (in the following shown only for one radial plane, the light ion and U = 0 V),

−Ω2

4 (a − 2q cos(Ωt)) = − 2e
mr20

(V1 cos(Ω1t) + V2 cos(Ω2t)), the two modified stability

parameters for the light mass ions can be deduced:

q =
4eV1

m1Ω2
1r

2
0

(7.6)

a =
8eV2 cos(Ω2t)

m1Ω2
1r

2
0

(7.7)
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With this set of stability parameters, the secular frequency can be calculated. In

the simplest approximation with the DC potential set to U = 0 V, it can be written

as:

ωsec =
Ω1

2
·

√
8e2V 2

1

m2
1Ω4

1r
4
0

+
8eV2 cos(Ω2t)

m1Ω2
1r

2
0

(7.8)

From the applied two-tone potential (equation 7.3) and the secular frequency (equa-

tion 7.8), it can be seen that the second RF voltage is a disturbance force for the

light mass ion m1. This is especially evident in equation 7.7, where the amplitude

V2 appears in the a parameter, which usually describes the influence of the DC

potential onto the ion motion. Here V2 acts like a slowly time varying amplitude

perturbation on the trajectory of ion1.

The effective potential for the low-mass ion is influenced by the second RF as well.

The modified effective potential can be deduced from the kinetic energy of the ions,

Ekin = mω2
secr

2
max/2, as

V ∗ =
e2V 2

1

m1Ω2
1r

2
0

·
(
r

r0

)2

+ V2 cos(Ω2t) (7.9)

For a given pseudopotenial we can formulate a necessary condition for the stable

confinement of the light ion:
eV 2

1

2m1r2
0Ω2

1

>> V2 (7.10)

Generally, the motion of the light ion will be perturbed by the second RF poten-

tial, which acts as destabilizing force. As long as V2 is weaker than the depth of

the effective potential for m1 (equation 7.10), the light ion should nevertheless stay

confined.

These criteria give only the limit for stable confinement and not for the radial am-

plitude of the light ion. Due to the influence of V2 one can assume, that the light

ions will have strong excursions which requires strong cooling forces. Generally, four

criteria can be derived from the above equations, which need to be fulfilled for stable

trapping of low-mass ions in a double RF potential:

1. The kinetic energy of the ion must be smaller than the depth of the effective

potential.
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2. The RF parameters for the light mass have to lie within the stable region, e.g.,

q < 0.9.

3. The influence of the ’quasi-DC’ (e.g. the second RF amplitude) must be small:

The modified a parameter, with a = (8eV2)/(m1Ω2
1r

2
0), should stay within a

stable region for the light ion.

4. The secular frequency of the light ion should not be identical or close to the

frequency of the second RF. Otherwise a resonant excitation similar to dipolar

resonant excitation is to be expected.

Different to the light ion, the motion of the heavy ion (m2) cannot be described in

this perturbative treatment. For m2 the following two conditions apply for a stable

confinement:
eV 2

1

2m2r2
0Ω2

1

< V2 (7.11)

eV 2
2

2m2r2
0Ω2

2

< V1 (7.12)

These conditions show that the trajectories of the heavy ions are influenced by both

RF potentials equally. The fast oscillatory RF (Ω1) still allows stable trapping

conditions since the stability parameter q describes only a low mass cut-off.

In the following the dynamics of such a two-tone setup is explored, using the existing

ion trap geometry (see section 6.4). The estimated parameters in table 7.2 show that

the RF parameters are all within a practical experimental range.

7.4 SIMION simulations investigating trapping in a two-

frequency ion trap

The theoretical estimations show that the simultaneous trapping of two ions with

a large difference in their mass-to-charge-ratio should in principle be possible in

a linear quadrupole trap. A set of ion trajectory calculations were performed in

SIMION 8.1 [200] to estimate the correlations of the two RF parameters for the

interpretation of later measurements.
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parameter value

m1 (Sulforhodamine B) 581 Da
m2 106 Da
e1,2 +1
V1 600 V
ΩRF,2 2π×15 kHz

q operation point for mass m1 0.35
ΩRF,1 2π×1.089 MHz
max. V2 (from eqn. 7.10) 52 V
use V2 = 50 V
a m1 0.058
ωsec,1 2π×131.6 kHz
V∗1 51 eV

q operation point for mass m1 0.63
ΩRF,1 2π×812 kHz
max. V2 (from eqn. 7.10) 94 V
use V2 = 45 V
a m1 0.095
ωsec,1 2π×124.85 kHz
V∗1 70 eV

Table 7.2: Calculated parameters to achieve stable trapping of two ions of different
mass-charge-ratios in a two-tone RF quadrupole trap. Calculations are based on the
experimental ion trap parameters, presented in this thesis, as well as on the equation
presented above and in [323].

Simulation settings

Our ion trap geometry was implemented into SIMION, as displayed in figure 7.1.

It displays a simulation result for the combined trapping of Sulforhodamine B (581

Da) and a polystyrene sphere at 106 Da. Since ion loading by MALDI cannot be

described by SIMION in a realistic way, the loading of the trap was not simulated,

instead all ions start in a volume element in the central trap section (S3). They are

randomly positioned in a 3D Gaussian distribution, with a standard deviation of

about 1.5 mm. The initial kinetic energies for the two different ion groups are about

1 eV for Sulforhodamine B and 0.1 eV for the heavy ions. Values from table 7.2 were

used for the two RF potentials, since these resulted in stable trapping conditions.

To simulate the current experimental conditions, a buffer gas atmosphere with He-

lium at a constant pressure of 0.3 Pa and 300 K was implemented. Buffer gas is

introduced at the beginning of the simulation without a pressure gradient. To de-

scribe the ion collisions the SIMION Hard Sphere Collision Model (HS1) routine
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Figure 7.1: An image of the linear quadrupole geometry from a SIMION simulation
is shown. The RF1 parameters were applied to the non-segmented rods, while the
RF required for high mass trapping was applied to the segmented rods (labeled S1
to S5). In this simulation the endcap potentials were also applied to S1 and S5. At
the beginning of all simulations the initial phase of the RF is set to zero and the
relative phase between the two RF frequencies is neglected. Sample trajectories of
the ions are shown in blue in the center of the ion trap.

was used.

For a better overview the most important simulation parameters are summarized in

table 7.3.

parameter value

V1 (on non-segmented rods) 600 V
Ω1 2π× 812/900/1050 kHz

V2 (on segmented rods) 30 - 70 V
Ω2 2π×15 kHz

endcap potential 40 - 80 V
buffer gas temperature 300 K

buffer gas pressure 3×10−3 mbar
collision cross section 2×10−18 m2

initial energy light ion 1 eV
initial energy heavy ion 0.1 eV

simulation time 50 ms
number of light/heavy ions 40 each

Table 7.3: The most important parameters for the two-frequency ion trap simula-
tions are given.

7.4.1 SIMION simulation results

The analysis from SIMION simulations proved that stable trapping conditions for

ion clouds of different mass to charge ratio could be obtained in a double frequency

RF trap.

In order to determine practical parameters the q parameter of the light ion was var-
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ied by simulating at three different RF1 frequencies, namely 812 kHz, 900 kHz and

1050 kHz. These RF parameters corresponded to q values of 0.63, 0.51 and 0.37,

covering regions of different a values and thus to RF2 amplitudes with the highest

acceptable RF2 amplitudes expected at the lowest RF1 frequency.

In a first set of simulations the radio-frequency for the heavy ions was applied to

the three innermost segments only (S2, S3, S4, see also figure 6.10) while the outer

segments S1, S5 were connected to the end-cap potential. The RF1 amplitude level

was kept constant at 600 V throughout the simulations, while the influence of the

RF2 amplitude was varied between 30 V and 70 V.

For low RF2 amplitudes a stable confinement for light ions was found, as shown in

figure 7.2a (RF1 frequency: 900 kHz). The light ions loose kinetic energy within

the first few hundred µs because of the buffer gas cooling and reach an equilibrium

state with a mean kinetic energy of <Ekin> < 1 eV. The ions stay confined until

the end of the simulation at 50 ms. A detailed analysis of the different trajectories

supports the conclusions that light ions can be stably trapped at a low amplitude

of the low frequency RF2.

Increasing the amplitude of RF2 strongly influences the kinetic energy of the light

ions: The kinetic energy increases with increasing flight time, as the ions appear to

receive random ’kicks’, leading to increased ion loss in the course of the simulation

time. This behavior is displayed in figure 7.2b for the highest simulated RF2 am-

plitude (70 V) simulated. The light ions have no stable trajectories and are ejected

from the ion trap nearly instantaneously, with more than 50% of the ions lost within

the first four milliseconds and the rest shortly afterwards. Even continuous buffer

gas cooling is not sufficient for a stable long-term confinement in this case.

A similar trend is seen in the simulations for the two other RF frequencies (812 kHz,

1050 kHz) as well. In figure 7.3 the trapped ion fraction at different flight times are

shown for two simulated RF1 frequencies. Stable trapping of the light ion cloud can

be achieved for RF2 amplitudes below about 55 V. Above this level an increased

ion loss is observed, the rate depending on the RF1 frequency which is clearly seen

when comparing 1050 kHz (figure 7.3b) and 812 kHz (figure 7.3a). For the former an

amplitude of VRF2 = 60 V decreases the trapped ion population to 25 % within the

first 16 ms flight time. Contrary, at the lower frequency (812 kHz) still more than

80 % of the ions are still confined at this run-time. For the longest simulated flight
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(a) RF2 amplitude: 30 V. All light ions stay trapped throughout
the simulation period.
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(b) RF2 amplitude: 70 V. Compared to the lower RF2 amplitude,
a strong loss of light ions can be observed.

Figure 7.2: Distribution of the kinetic energy of all (40) light ions trapped inside
the two-tone RF potential with frequencies of 900 kHz and 15 kHz and the two RF
amplitudes: RF1 600 V and RF2 30 V (7.2a) or 70 V (7.2b). All other trapping
parameters were used as in table 7.3. For low RF2 amplitudes light ions are stably
confined throughout the simulations, with increasing amplitudes losses of the light
ions will occur.

time (50 ms) more than 50% of the ions stay trapped for RF1 = 812 kHz. Increase

of the RF2 amplitude further leads to rapid light ion losses also in this case.
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Figure 7.3: The fraction of trapped light ions for different RF1 frequencies (812 kHz
in 7.3a and 1050 kHz in 7.3b) and different RF2 amplitudes. Simulation parameters
were identical to the ones in table 7.3. The trapped ion population is shown at
different simulation times (0.15, 16 and 50 ms). An influence of the RF2 amplitude
is evident (e.g. loss of ion population with increasing RF amplitude). Increased
trapping stability due to increased a when decreasing the RF1 frequency is observed.
At RF1 = 900 kHz results are similar to RF1 = 812 kHz (not shown).

The increased trapping stability at lower RF1 frequencies can be explained by the

Mathieu parameter a . Due to the decreasing frequency value the stable trapping

region in the a - q plane increases. This allows an increase of the RF2 amplitude

while the light ions are still kept confined in the ion trap.

The results of figure 7.3 indicate that the RF2 amplitude influences the stability of

the light ions strongly. A possible explanation could be how and in which strength

the endcap potential is applied. With rising RF2 amplitude the effective potential

for the light ions is growing too shallow in comparison to their kinetic energy, lead-

ing to losses along the longitudinal axis of the ion trap. This is shown in figure 7.4,

where the trajectories of 40 light ions are shown in a cut through the axial-radial

plane of the ion trap. In this simulation the ions expand over a quite large fraction

of the radial plane, but nevertheless are distributed evenly throughout the axial

trap volume (indicated by the high density of plotted ion trajectories) for most of

the simulation time. Eventually they escape the trapping volume along the axial

direction of the trap, indicating that a high RF2 amplitude ’pushes’ the ions over

the endcap barrier.

To further investigate this cause of ion loss, a second set of simulations was per-
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Figure 7.4: Ion trajectories of the light mass ions (shown in the radial-axial plane)
demonstrating a major ion loss along the axial direction of the trap. Hardly any
light ions are lost in the radial direction. In this simulation the RF2 amplitude was
70 V as well as the endcap potential which was applied to electrodes S1, S5. The
inner edges of the endcaps are marked by the two black horizontal lines and the RF
node is at about 20 mm in the radial plane.

formed, keeping the basic simulation parameters identical to previous simulations

(see table 7.3), but applying simultaneously UDC and RF2 to segments S1, S5. For

Ω1 = 2π×1050 kHz the results are shown in figure 7.5 in comparison to the previ-

ous simulation (see figure 7.3b) indicating more stable trapping conditions to the

previous case (no RF2 on S1, S5). Although a larger fraction of ions is still trapped

at the different simulation times, nevertheless, also for RF2 > 60 V no long-term

trapping is observed. The other two RF1 frequencies, 812 kHz and 900 kHz, present

a different picture: No indications of ion losses even at RF2 amplitudes of 70 V is

seen.

For the heavy ions stable trapping was identified throughout the complete pa-

rameter space investigated in the simulations. The value of ΩRF1 has no significant

influence on the results for all the three frequencies studied (812 kHz, 900 kHz, 1050

kHz), with no ion loss to be observed. This was expected from the theoretical con-

siderations above: The high frequency RF contributes not much to instability since

q of RF1 determines only a low-mass cut-off and the high-frequency RF1 produces

an attractive - though weak - trapping potential.
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Figure 7.5: Comparison of two simulations at Ω1 = 2π×1050 kHz (RF2 and DC on
S1, S5 - connected data points). For comparison the simulation (only DC on S1,
S5) is plotted with individual data points. All other simulation parameters were
identical to table 7.3.

The kinetic energy distributions of heavy ions throughout the different simulations

are shown in figure 7.6, with a stable confinement of ions being nearly independent

on the RF2 amplitude. For low radio-frequency amplitudes (RF2 = 30 V, figure

7.6a), the kinetic energy of the trapped ions show a slight raise with increasing

flight times. But this energy increase is still not high enough to eject the ions from

the ion trap. An identical distribution is seen for comparison in figure 7.6b for

RF2 = 70 V, where the overall kinetic energy of the heavy ions remains dampened

throughout the whole simulation time.

The effect of the endcap potential in a two-tone RF trap

To investigate ion losses depending on the endcap potential strength, two additional

simulations were performed varying the endcap potential between 30 V and 80 V.

RF1 was set to 900 kHz at 600 V (light ions) and RF2 to 15 kHz at 50 V (heavy

ions), all other settings were identical as in table 7.3.

As long as the endcap potential is much greater than the RF2 amplitude (by more

than 10 V) stable trapping of the light ions is possible. Otherwise the number of

trapped ions decreases with prolonged simulation time and, as soon as the endcap
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(b) RF2 = 70 V, 40 ions flown.

Figure 7.6: Temporal evolution of the kinetic energies of the heavy ions inside the
two-tone RF field. A weak amplitude (30 V) (7.6a) leads eventually to an overall
increase in kinetic energy of the ions, higher RF amplitudes (70 V) show no such
energy increase (7.6b). Simulation parameters were identical to the ones in table
7.3.

is equally or less strong than the RF2 amplitude, no stable trapping of the light

ions is possible, since the RF2 amplitude acts like a ’quasi-DC’ onto the light ions.

If the axial confinement field becomes weaker than the central ’quasi-DC’, the ions

can escape along the longitudinal axis of the ion trap. For the heavy ions no strong

influence of the endcap potential can be observed, and similar to earlier simulations,

all trapped ions remain trapped throughout the whole simulation time.

7.4.2 Spectral analysis of the ion motion in a double RF potential

For a more detailed picture of the ion dynamics inside a two-tone trap, a spectral

analysis of the simulated trajectories was performed. The RF drive parameters were

set to RF2 = 70 V, 15 kHz and RF1 = 600 V, 900 kHz with a DC of 70 V on the

endcaps. All other ion trap and (internal) SIMION parameters were kept as in the

previous simulations (table 7.3). To obtain a good spectral resolution, a time step

of 0.1 µs was chosen.

Results for the radial secular motion of an ion with heavy molecular weight is shown

in figure 7.8. The most prominent peak is visible at about 740 Hz, which corresponds

to the fundamental radial secular frequency ω0 of the ion. The strong amplitude

indicates the dominant frequency fraction of the ion motion. Apart from ω0, first
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Figure 7.7: A major loss channel for light ions is given by the strength of the endcap
potential. With a potential equal or less than the RF2 amplitude, no trapping is
possible. Endcap potential was applied to segments S1, S5 and RF values were
chosen as described in the text.

higher order frequency modes in the vicinity of 15 and 30 kHz can be identified,

as can be calculated from theory by ωn = (β + 2n) × Ω/2. A detailed list of all

identified frequencies is given in table 7.4.

In the double RF trap a new set of oscillations appears at the high end of the power

spectral density (PSD) plot. This peak group consists of two sets of individual fre-

quencies, equally spaced around 900 kHz, showing the influence of the RF1 on the

heavy ions. This result demonstrates that ion trajectories are more complex in a

two-tone trap than in standard linear quadrupole experiments.

The influence of RF1 on the actual ion trajectories was investigated further by

comparing directly different applied RF1 potentials, as shown in figure 7.9. For bet-

ter legibility, the data for 300 V (blue line) as well as for 500 V (green line) have

been scaled by a factor of 10−4 and 10−9, respectively.

If only RF2 is present, the FFT analysis shows the oscillation modes of the heavy

ions as expected from ion trap theory, namely ω0,ΩRF ± ω0 as well as 2 ·ΩRF ± ω0.

With the introduction of RF1, new spectral patterns appear at the high frequency

side of the FFT plot. These are mainly due to new oscillation modes at the fre-

quencies of ΩRF1 ± ω0. Furthermore the noise floor at frequencies greater than 1

MHz increases. The ion motion induced by the RF2 remains independent from the
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Figure 7.8: Spectral analysis of the radial secular motion of the heavy ions inside
the double-frequency trap with RF frequencies of 15 kHz, 900 kHz and amplitudes
of 70 V, 600 V. The different oscillation modes of the ions are easily identifiable. For
details of the higher oscillation modes a section around ω±1 was zoomed in the inset.
The two secular frequencies spaced equivalently around the RF drive frequency are
clearly visible, while the RF frequency itself is absent.

influence of the RF1.

A similar observation can be made in the analysis of the kinetic energy (figure 7.9b).

Without RF1 only the fundamental ion oscillation modes are seen. With the intro-

duction of RF1, additional spectral lines appear in the high-end of the spectra, which

are given by a combination of ΩRF1 ± ω0.

From these simulations we conclude again that a stable trapping of heavy mass ions

should be possible in a two-tone trap. The observed influence of the second RF on

the kinetic energy could limit the effect of any external cooling mechanism, thus

cooling to cryogenic temperatures will be necessary to confine the ions more closely

to the RF node.

Our simulations proved that also light ions can be stably trapped in a two-tone RF

potential, but their detailed ion motion needed still to be explored. A FFT analysis

of the secular motion and of the kinetic energy was performed for varying trap pa-

rameters (RF2 amplitudes: 0, 30 and 60 V), shown in figure 7.10. For RF2 = 0V,

the secular frequency is ω0 = 1.937× 105 Hz, peaks at higher frequencies are due to
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Figure 7.9: FFT analysis of the simulated radial motion of a heavy mass ion trapped
inside a double RF frequency potential of different strengths. 7.9a shows the radial
secular motion of the ions, while 7.9b the respective FFT analysis of the ion kinetic
energy. For a better comparison, the curve for the 300 V (blue) and the 500 V
(green) RF amplitude was scaled by a factor of 10−5 and 10−9 respectively, in both
plots. RF parameters were 15 kHz and 0 - 500 V (heavy ion) as well as 900 kHz and
600 V, all other simulation parameters were identical to the ones given in table 7.3.
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frequency (Hz) description

740 fundamental secular frequency, ω0

1.426·104 ΩRF2 − ω0

1.574·104 ΩRF2 + ω0

2.926·104 2 · ΩRF2 − ω0

3.073·104 2 · ΩRF2 + ω0

8.993·105 ΩRF1 − ω0

9.007·105 ΩRF1 + ω0

8.843·105 ΩRF1 − ΩRF1 − ω0

8.857·105 ΩRF1 − ΩRF1 + ω0

9.143·105 ΩRF1 + ΩRF1 − ω0

9.157·105 ΩRF1 + ΩRF1 + ω0

Table 7.4: From an analysis of the power spectral density plot (figure 7.8) the radial
secular frequency spectrum from the ion can be deduced. The low frequency values
are given by the influence of the RF2, while the high frequency peaks are given by
the influence of the second RF drive.

the higher orders of the secular motion.

Setting RF2 to 30 V creates a more complex frequency spectrum (shown in blue, fig-

ure 7.10a). Generally, a few distinct frequency cluster can be identified. Apart from

the central frequency in each cluster additional oscillations are seen with respect

to the unperturbed ion motion. The frequency difference between two neighboring

peaks has a value of 15 kHz, which corresponds to the RF2 frequency.

For even larger VRF2 values (e.g. 60 V) the oscillation modes get even more com-

plex. Furthermore additional peaks appear in the spectrum, which indicates that

the kinetic energy of the ions will increase with increasing RF2 amplitude.

This can be observed in the PSD plot of the kinetic energy as well (figure 7.10b). Ad-

ditional frequency peaks, spaced by the RF2 frequency appear with increasing RF2

amplitude. The strong increase of additional modes and their amplitudes indicates

again that the light ions will be heated by the RF2 amplitude. This emphasizes the

need for a strong cooling mechanism for the light ions inside a double RF potential.

7.5 Experimental tests of a two-tone trap

The theoretical model showed that a simultaneous, long-term stable confinement of

two vastly different ion masses (by factor 1000 or more) should be possible. In the

following, we will present first experimental tests of this idea in our linear quadrupole

161



10
4

10
5

10
6

10
−25

10
−20

10
−15

10
−10

10
−5

frequency (Hz)

po
w

er
 s

pe
ct

ra
l d

en
si

ty
 (

m
m

2 
s/

H
z)

 

 
RF

2
: 0 V

RF
2
: 30 V

RF
2
: 60 V

(a) FFT of the radial motional amplitude

10
5

10
6

10
−30

10
−25

10
−20

10
−15

10
−10

10
−5

frequency (Hz)

po
w

er
 s

pe
ct

ra
l d

en
si

ty
 (

(e
V

/m
m

3 ) 
/H

z)

 

 

RF
2
: 0 V

RF
2
: 30 V

RF
2
: 60 V

(b) FFT of the kinetic energy

Figure 7.10: FFT analysis of the radial motion and kinetic energy of the light ion
trapped in a two-tone trap. With increasing RF2 amplitude additional oscillations
modes appear in the spectra. These are spaced by the RF2 frequency (e.g. 15 kHz)
(for a better comparison, two of the curves are scaled: blue (10−4) and red (10−9)).
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Figure 7.11: Circuit diagram of the electric wiring for measurements in the two-tone
RF setup. Rod pair one is the non-segmented one, while rod pair 2 is the segmented.
The DC connection was inserted only at the trap segments 1 and 5, which were used
as endcap electrodes simultaneously.

ion trap.

7.5.1 Experimental setup

For that purpose the ion trap setup of section 6.7 was modified according to the

predicted parameters. The calculated parameters for the light ion are presented in

table 7.2, which could be realized with the available equipment in the laboratory. For

the heavy ions the two stability conditions (equations 7.11, 7.12) can be calculated

to eV 2
1 /2m2r

2
0Ω2

1 = 0.055 V and eV 2
2 /2m2r

2
0Ω2

2 = 1.12 V with ΩRF1=812 kHz. Both

values are lower than the estimated RF amplitudes, indicating that heavy ions should

also be stably trapped under these conditions.

The wiring of our trap was adapted to apply a two-frequency RF potential, as shown

in figure 7.11. Each of the two RF sources was connected to one of the two pairs

of trap rods. The non-segmented rods were connected to one of the outputs of

the LC tank coil circuit (see chapter 6.6.1), the second output, carrying the 180o

phase-shifted RF signal, was grounded by a Faraday cage. The amplitude could be

varied between 0 and 600 V and the frequency could be set between 800 kHz and

1.1 MHz. This allowed stable trapping of the fluorophore Sulforhodamine B within

0 < q < 0.63.

On the segmented trap electrodes the RF potential was obtained by the amplified

output of a signal generator. With this combination a variable RF2 tuning over a

large trapping parameter space was possible. The RF amplitudes were limited to

< 200 V. As estimated in section 7.3, only moderate RF potentials are necessary

to generate the pseudopotential necessary for high-mass particle trapping, since
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otherwise light ions would be forced out of the trap.

Axial confinement was reached by connecting the outermost segments (S1, S5) to

the DC power supply with up to +150 V. To prevent interference between the two

power sources an LC link was introduced in the wiring of segments S1, S5 (see figure

7.11). A 120 pF, 1 kV (DC) rated capacitance was wired as two pairs of 120 pF

individual capacitors in series, blocking the DC entering the RF supply. To block

off the reflected RF into the DC supply, a series of two 100 mH inductors (Murata)

were used for shielding.

To test the influence of the low frequency RF2 on low mass ions, Sulforhodamine

B was used as a low molecular test compound and polystyrene particles with a

nominal diameter of 40±4 nm, stained with fluorophore Nile Red as high molecular

compound. The trap was filled using a MALDI source, as already described in

section 6. Samples were prepared in the following way:

� 8 mg 2,5-Dihydroxybenzoic acid, dissolved in 0.5 ml Ethanol

� 5 mg Sulforhodamine B, dissolved in 1 ml Ethanol

� 50 µl polystyrene solution (1%w/v) was further diluted with 500 µl H2Odest.

� All stock solutions were mixed in a 1:1 (vol.) ratio prior spotting onto the

MALDI sample plate

A trapping cycle was started by loading ions into the trap under a constant buffer

gas atmosphere (typically 2× 10−3 mbar Helium at room temperature). Generally

30 to 40 desorption laser pulses were utilized in MALDI desorption. Ions were kept

typically in the trap for about three to five seconds before a read-out with the LIF

lasers was started. Depending on the measurement the laser wavelengths 445 nm,

532 nm, or both wavelengths simultaneously could be chosen. The trapping cycle

was completed by lowering the endcap potentials to zero, removing the buffer gas

and switching off the low-frequency RF.

7.5.2 Experimental results

To find the optimal parameter space for a stable confinement the compounds were

tested also individually in a two-tone RF potential.
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Influence of the high mass radio-frequency onto the trapping performance

At first, the influence of the low-frequency RF (RF2) on the light ions was tested.

Sulforhodamine B was loaded into the trap with an RF1 amplitude of 450 V and

frequency of 1.081 MHz, which corresponds to a stability parameter q ≈0.27. The

RF2 amplitude needed to be restricted to below 15-20 V, to keep the a parameter

(equation 7.7) at values of about 0.02 and therefore within the first stability region.

With the low RF2 amplitude, a small endcap potential of 25 V was applied to the

trap segments one and five.

Helium as buffer gas pressure was kept at a constant pressure of 3 × 10−3 mbar.

Identical numbers of desorption pulses were used for loading. Each measurement

was repeated three times to reduce the influence of statistical fluctuations. The RF2

drive was switched off during the loading of the ion trap.

Immediately after the ion confinement and after 3 seconds, a first LIF image was

taken to quantify the ion cloud. Then the RF2 amplitude was switched on and a

further LIF image was taken. The resulting changes in LIF intensity for various RF2

frequencies are shown in figure 7.12.

Compared to the ion loading signal, the second LIF read-out shows another new
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Figure 7.12: A variation of the frequency of the low frequency RF shows a distinct
influence on the ion signal of the light-mass ions. The loading curve (green) shows
a relative stable signal as long as RF2 is still off. The LIF signal after the onset of
the RF2 is shown in blue.
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trend: After application of ΩRF2 = 2π× 10 to 30 kHz, the detected signal follows the

general trend seen for the loading curve, e.g. with increasing initial LIF intensities

also the second LIF signal increases, but at higher RF2 frequencies (around 40 to 50

kHz) the observable LIF drops. At even higher frequencies (> 50 kHz) both curves

follow each other again.

The signal loss between 40 and 50 kHz could be influenced by different loss mech-

anisms: sample fluctuations during loading of the trap, bleaching of the ion cloud

and the influence of the RF2 potential.

The observed loading curve in figure 7.12 (green) shows a low fluctuation over the

recorded frequency range. Furthermore each data point represents the average over

three individual measurements. This makes an influence of the sample and MALDI

process on the mentioned signal loss unlikely.

Another process which could influence the detected LIF intensities is bleaching of

the ion cloud. While this cannot be ruled out to limit the signal intensities, the

second LIF curve (blue line in figure 7.12) does not indicate it. While the blue curve

has overall smaller intensities compared to the green one (given by ion losses or

bleaching), bleaching cannot describe such a sudden drop in the LIF intensity. Also

the influence of higher order secular frequencies for Sulforhodamine B ions can be

ruled out for creating such specific signal loss.

Therefore it is assumed that signal losses between 40 and 50 kHz are due to the

influence of the second RF drive. Although this signal behavior at these RF2 fre-

quencies cannot be explained in detail by theoretical estimations (see equations 7.10,

7.7), it shows first ion cloud behavior under the influence of a second RF potential.

Furthermore, it demonstrates that the motion of light ions inside a two-tone RF

potential is more complex than estimated.

While the frequency scan of the RF2 drive showed that the Sulforhodamine B ions

can be stably trapped in a two-frequency potential over several seconds (see fig.

7.12), similar measurements were conducted to investigate the influence of the RF2

potential onto the trapping time of the ions. Sulforhodamine B alone was intro-

duced into the vacuum chamber, keeping all other experimental parameters, i.e.

buffer gas, electrical connections, LIF excitation wavelength, identical.The ion dy-

namics was observed by recording a series of LIF images, each with a time of 7

seconds to the previous one. The measurement was repeated for RF2 = 25, 29, 32
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and 34 kHz and the resulting LIF intensity signals are plotted in figure 7.13.

Over the first ten seconds a strong LIF intensity can be observed. It falls over time
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Figure 7.13: The trapping times of a Sulforhodamine B ion cloud is shown for
different RF2 frequencies. A similar trend to the previous measurement (figure
7.12) can be seen.

as a consequence of ion losses. While bleaching can also have an effect, RF ejection

is the dominant loss mechanism. For the two measurements at ΩRF > 2π×30 kHz,

the signal shows a fast decay while even detuning the trap by only 20% allows to

see molecular fluorescence for almost an order of magnitude larger.

These results confirm the results of figure 7.12 that stable trapping of light ion clouds

inside a two-tone RF potential is possible at suitable frequencies.

Massive ions in a double-frequency RF potential

To investigate the effect of a double-frequency RF potential on heavy ions similar

experiments were conducted with polystyrene nanobeads. The RF parameters were

chosen to be RF1: 1.02 MHz and 300 V as well as RF2: 45 kHz and 150 V. All

other experimental parameters were kept identical to the previous measurements.

For detection the ion cloud was illuminated by the LIF laser for one second. The

trap was loaded with RF2 only and the ion cloud was detected by laser induced

fluorescence after 5 seconds. Directly afterwards RF1 was applied and the evolution
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of the ion cloud was monitored every seven seconds as shown in figure 7.14.

We observe trapping for more than 120 seconds, i.e. essentially permanently. The
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Figure 7.14: Long term trapping of polystyrene spheres under the influence of the
high-frequency RF1. Although the data scatter around the mean LIF intensity, a
stable trapping of the nanoparticles in the two-tone RF trap can be seen.

activation of the RF1 does not lead to a detectable ion loss. The fluctuations in the

signal could be given by the on movement of the ion cloud through the LIF laser

focus. At the end of the measurement the RF1 potential was switched-off again,

resulting in the total disappearance of almost all trapped ions, as indicated by the

vertical black line in figure 7.14.

The experiment shows that adding an RF1 amplitude to the effective trapping po-

tential after loading and buffer gas cooling does not disturb the heavy ion cloud.

Removal of RF1 however, results in its ejection. Ramping the RF1 amplitude to its

maximal value requires several seconds. This quasi-adiabatic process seems not to

disturb the trapped ions, while on the other hand, the fast switching-off process has

a negative impact on the ion motion.

Variation of the endcap potential

We finally analyze the parameter space for stable trapping of light ions inside the

two-tone frequency potential. Our SIMION simulations (see section 7.4) showed
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that the RF2 amplitude can be raised to adequate trapping values (e.g. about 70 V)

without losing the low mass ions. But in practice further factors also influence the

ion motion. This stimulated experiments following the light ion signal dependency

on the endcap strength at: RF1 = 900 kHz and U1 = 600 V, RF2 = 20 kHz and U2 <

60 V. Both RF potentials where switched on prior to the injection of Sulforhodamine

B ions. The ion trap was always loaded with the same number of MALDI shots, the

endcap potential was varied and the ion cloud was detected in LIF using 532 nm

excitation. Figure 7.15 shows the ion signal in dependence of the RF2 amplitude for

different endcap potentials.

With increasing VRF2 the ion signal decreases and when the RF2 amplitude ap-
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Figure 7.15: Laser induced fluorescence of Sulforhodamine B for different endcap
potentials and RF2 amplitudes. Ions are preferentially lost at high RF2 potentials.

proaches the endcap potential, a fast drop in fluorescence can be observed. The ion

signal disappears when the RF2 reaches a potential still smaller than the DC voltage

on the endcaps. This is consistent with our simulations in section 7.4.

The experiments show, that ions are already lost at low amplitudes and it must be

assumed that additional sources are responsible for ejection of ions. In the experi-

ment RF2 amplitudes of about 40 V (green line in figure 7.15) still allow trapping

of Sulforhodamine B. This RF amplitude is already sufficient to trap heavy ions.

We can thus demonstrate that light- and heavy ions can be trapped simultaneously

under the same effective potentials. The detectable laser induced fluorescence in-
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tensity drops with increasing endcap potentials. This might can explained by the

kinetic energy distribution of the ions during the loading process: With the endcap

potential ’on’ during loading, the endcaps deflect more ions from the trap axis when

the endcap potential is higher (similar to the data shown in figure 6.33).

Simultaneous two mass trapping

The experiments already discussed in this chapter demonstrated that a stable trap-

ping of light or heavy ions inside a two-tone RF potential is feasible. We now ask if

stable confinement of two ion species with a large separation in mass-to-charge ratio

can be achieved simultaneously.

Sulforhodamine B and polystyrene nanobeads, were spotted onto the MALDI sam-

ple plate, as described in chapter 6.7.2. The ion trap was operated under similar

conditions as described in section 7.5.2.

Figure 7.16a shows the ion trap at an endcap voltage of UEC = 60 V, while the

curves in 7.16b were taken with EEC = 70 V.

The RF2 amplitude was varied and a similar trend is seen in both data sets (figures

7.16a, 7.16b): At low RF2 amplitudes fluorescence was visible upon excitation at

532 nm (green line). This is attributed to trapped Sulforhodamine B. We find a

continuous signal reduction in signal intensity for increasing RF2 amplitudes. This

is consistent with the expectations for Sulforhodamine B ions (see figure 7.16 above).

No signal was detected for identical RF settings upon excitation with 445 nm light.

However, with increasing RF2 amplitude strong fluorescence signal can be observed

(at 445 nm excitation), which indicates that the light is emitted by polystyrene

ions.

When both fluorescence curves are plotted (for UEC = 60 V in figure 7.16a), no

intercept point is visible. This indicates that the required RF2 for stable confine-

ment of Sulforhodamine B is too weak to allow loading/trapping of polystyrene

nanobeads. From a different view: before a suitable trap depth for the polystyrene

ions is reached, all light ions are (already) ejected from the ion trap due to the sec-

ond RF potential! When the endcap potential is increased to 70 V, the two curves

start to overlap (figure 7.16b). At RF2 = 50 V the 532 nm excitation curve still

shows a significant signal together with the 445 nm excitation curve (blue line).
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Figure 7.16: Experimental results of a mixed ion cloud inside a double-frequency RF
potential. 7.16a shows the case with UEC = 60 V, 7.16b represents the measurement
with an endcap potential of 70 V. Note the difference in signal strength between the
532 and 445 nm LIF data.
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The intersection of the two curves indicate that stable trapping of the two ion clouds

is possible in spite of their enormous difference in mass-to-charge ratio. Unfortu-

nately this fact could not be corroborated with absolute certainty. As pointed out in

section 6.7.1, the fluorophore of the polystyrene beads (Nile Red) can also be excited

by 532 nm light. This prevents to clearly distinguish the emitting species when both

ion species are trapped simultaneously (figure 7.16b). But figures 7.16a and 7.16b

seem to rule out this possibility, since for an endcap voltage of 60 V the two curves

do not cross. If the excitation of the nanospheres at 532 nm plays a significant role,

the green line should extend to URF2 values greater than 50 V.

To shed more light on this question, laser induced fluorescence cycle was inverted

to reduce the influence of bleaching in Sulforhodamine B. The first LIF image was

taken with the 445 nm laser beam, while for the second image only 532 nm light

was used. Figure 7.17 shows the resulting ion signals for three different endcap po-

tentials.

All three plots allow a generalizing observation: With increasing endcap voltages the

signals in the 445 nm plots (blue lines) appear at higher RF2 amplitudes, similar

to our SIMION simulations (section 7.4). For Sulforhodamine B ions the opposite

behavior is seen (similar figure 7.15): For increased endcap voltage the 532 nm signal

is extended towards higher RF amplitudes. Still an overlap between the two curves

is detectable. Similar to the previous measurements (fig. 7.16), with increasing RF2

strength an increase in 532 nm emission is observed. This is again attributed to the

absorption band of Nile Red in the polystyrene particles. This question may only

be finally solved in (future) experiments using fluorescent dyes with a more widely

separated spectrum.
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Figure 7.17: The recorded ion signals in a two-frequency RF potential well and
different applied endcap potentials: 60 V (fig. 7.17a), 70 V (fig. 7.17b) and 80 V
(fig. 7.17c). For the detection of the ion cloud two different laser wavelengths, 532
nm and 445 nm, were used sequential. Note the difference in scale between the green
and blue curves.
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7.6 Conclusions and outlook of the two-tone trapping

experiment

Recent literature [323, 324] and theoretical estimations of the ion motion inside a

linear quadrupole field driven by two different RF frequencies indicate that a stable

confinement of two ion species with a large mass difference should be possible. De-

tailed SIMION simulations allowed us to identify the suitable set of RF parameters

for trapping. But these simulations also indicate that cooling to cryogenic or even

mK temperatures will become difficult in a two-tone trap (see section 7.4).

To test out simulations detailed experiments were set up using the linear ion trap de-

scribed in this thesis. While trapping the ion species individually, we could identify

stable trapping for light and heavy ions inside a two-tone trap. The simultaneous

trapping of both ion species did not allow a final conclusion if both, light and heavy

ions, were trapped at the same time. This was due to the broad spectroscopic ab-

sorption characteristics of the heavy ion species (Nile Red). In future experiments

fluorescent dyes with a more widely separated spectrum could be used to identify

simultaneous trapping in a two-frequency ion trap.
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Chapter 8

Conclusions and future prospects

on the ion trap experiment

In the context of this thesis a first linear quadrupole ion trap was designed and

built in our laboratory as a first investigation towards a source for cold and slow

molecules for future matter-wave interferometry in the mass range beyond 105 Da.

The design and first results of this experiment were presented. MALDI was chosen

for loading the ion trap, it has the advantage of being a ’soft ionization’ source -

e.g. the fragmentation rate is low. It is also suitable for complex, heavy molecules

and nanoparticles in the mass regime greater than 1 MDa. Furthermore, in strong

comparison to ESI, the charge state of the produced ions is low. Typically they

carry about one to three charges.

A segmented, linear RF quadrupole ion trap is intrinsically mass selective and con-

fines the ions close to the RF node which is of advantage for extraction or optical

detection of the ion cloud. For an efficient loading of the externally created ions and

their cooling room temperature Helium was introduced as a neutral buffer gas.

For ions with a large mass-to-charge ratio the detection efficiency of common charged

particle detectors is rather poor. We have therefore implemented in-situ, gas-phase

optical detection by laser induced fluorescence (LIF), a method that is well scalable

to large bionanomaterials, stained nanobeads and quantum dots alike. This detec-

tion has the advantage of being insensitive to the mass of the nanoparticles as well

as being non-destructive. Especially the latter is of interest for a possible future
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coupling of an ion trap to a matter-wave interferometer.

In the current experimental setup the MALDI loading and trapping showed promis-

ing results. With the fluorophore Sulforhodamine B (581 Da) the ion trap was

tested. Also the loading of heavy ions with a mass > 105 Da was seen in dedicated

experiments, where stable confinement could be achieved. The measurements show

that the linear ion trap is a suitable accumulation and testing device for experiments

with heavy ions. The information gained in the experiments will help in designing

an ion trap for future high mass matter-wave interferometers.

In a next-generation several improvements for the experimental setup can be envis-

aged:

� The detection of the ions

In comparison to the current setup an axial excitation laser would allow a more

homogenous illumination of the ion cloud. Although care has to be taken to

remove the ion source from the laser beam path to avoid bleaching of the sam-

ple prior to their loading into the ion trap.

A limiting factor in the described experiment turned out to be the fixed wave-

length of the excitation light source. A dye laser or an OPO will increase the

number of accessible molecules since the bath-chromatic shift of the excitation

maxima can be compensated.

One may also consider the implementation of specialized charge particle de-

tectors. Here either Superconducting Single Photon Detectors (SSPD ) could

be used as LIF or particle detectors. Due to the small size of the SSPD chips

one could install the detector much closer to the trapping volume which would

increase the LIF emission detection efficiency. If, on the other hand, the ions

are extracted from the ion trap, such an SSPD chip could also be used for

the detection of charged particles [325, 326]. Also neutral particles might be

detected this way [327,328], which would allow experiments on neutralization

cross sections and rates for trapped anions. Another suitable technique for the

detection of charged particles might also be an improved future version of an

IonCCD [329].

� Ion creation and cooling

With a re-design of the experiment also the ion source should be improved.
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To enhance the injection and trapping efficiency of the external created ions, a

higher-order multipole (typically hexapole or octopole) should be introduced

between the MALDI plate and the entrance to the linear quadrupole. In com-

parison to the quadrupole, a higher order linear multipole has an enhanced

radial confinement efficiency, which helps in guiding the ions from the sample

plate into the ion trap. This would increase the overall ion injection efficiency

of the system.

Another experimental feature which is directly connected to matter-wave in-

terferometry is the temperature of the ions. For interferometry with molecules

in the mass range of > 100 kDa, molecule or nanoparticle velocity (e.g. ex-

ternal temperature) must be small to still have a reasonable large de Broglie

wavelength. Also the internal particle temperature must be small to decrease

the probability of ro-vib transition with emission of thermal photons, leading

to decoherence effects. The required particle temperature can be estimated by

T =
h

2mkBλdB
(8.1)

with h being the Plank constant, λdB the de Broglie wavelength (about 300 fm

in the current setups [2]) and kB Boltzmann constant. In the case of 10 MDa

molecules a temperature below 6 K is required. This shows that a cryogenic

setup (incl. buffer gas) operating at 4 K will be needed. Since higher order RF

multipoles have, in comparison to RF quadrupoles, extended radial field-free

regions lower final temperatures can be expected and therefore such a device

can be beneficial.

� Mass selection

The mass resolution shall be improved in a further setup. Although a mass

scanning by sweeping a DC/RF voltage ratio (regular mass scans in quadrupoles)

sounds to be an easier option (compared to the resonance enhanced mass se-

lection), it might not the best choice since the mass resolution < in this scans

method is typically limited to the 10-fold unit resolution [135].

On the other hand, the resonance enhanced mass selection as tested in this

work is capable of obtaining an overall higher resolution. For this method

resolutions can be typically at about <=30000 at 500 Da [330] and even mass
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resolution in the ppm range can be reached [285].

In conclusion, it could be shown that a linear quadrupole ion trap could be built

and put into operation in our laboratory. Its basic trapping capabilities could be

shown and tested. Although further steps are required for coupling such a device to

a matter-wave interferometer, it could be shown that an ion trap might be a suitable

source for a future experiment.
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Chapter 9

Appendix

9.1 Derivation of the Mathieu parameter a,q

The ion motion inside a linear quadrupole ion trap can be described by the Mathieu

equations. Their canonical form is

d2u

dξ2
+ (a− 2q cos(2ξ)) · u = 0 (9.1)

In the context of quadrupolar RF fields, a , q are dimensionless and describe the

stability parameters, ξ is a dimensionless parameter related to Ωt/2 and u represents

the coordinates x, y.

The Mathieu parameters can be determined by a comparison of the Mathieu equa-

tion and the equation of motion in its normal form. In a first step it can be shown

that the following holds true:

d

dt
=

dξ

dt

d

dξ
=

Ω

2

d

dξ
(9.2)

d2

dt2
=

dξ

dt

d

dξ

(
d

dt

)
=

Ω2

4

d

dξ2
(9.3)

If this differential is now inserted into the Mathieu equation, the following equation

can be written down:

d2u

dt2
= −

(
Ω2

4
· a− 2

Ω2

4
· q cos(Ω · t)

)
u (9.4)
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With equation 9.4 and the equation of motion

d2x

dt2
= −

(
2eU

mr2
0

+
2eV cos(Ωt)

mr2
0

)
x

the stability parameters can be expressed by the following equations:

a =
8eU

mr2
0Ω2

(9.5)

q =
4eV

mr2
0Ω2

(9.6)

With this derivation the relationship between the trapping parameters in the exper-

imental setup and the ion motion could be shown.

Another aspect of the stability parameters should be mentioned as well. In litera-

ture q is sometimes defined as q ∝ 2 V, while q ∝ 4 V is given in different work.

This discrepancy by a factor of two arises from the different definitions of the RF

potentials in the respective work. E.g. amplitude defined as zero-peak or peak-peak.

9.2 Description of the ion trap design

In the following a more detailed description of the ion trap design will be given, than

already described in the previous sections.

To mount the ion trap rods in the experiment, an axial hole (5 mm in diameter) was

drilled through the complete length of the inner three segments, while segments 1 and

5 were only partially drilled, since a tapped thread hole was required for mounting

purposes close to the outer edge S1, S5. For the assembly of a complete trapping rod

the individual segments were strung onto an Al2O3 rod of 5 mm diameter, holding

all five segments. The ceramic rod provides an alignment of the trap electrodes

together with an electrical isolation between the different segments. A gap of 1 mm

was chosen between neighboring electrode segments to prevent sparking when using

high RF amplitudes.

To complete the quadrupolar structure of the trap, a circular support structure with

an outer diameter of 50 mm was machined from PEEK. This allowed the mounting

of the electrodes in the previously determined inscribed radius r0. Care was taken to

have free axial access from both ends, to allow loading from an external ion sources
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as well as ejection into an axial detector (when required). PEEK has the advantage

of being an electrical insulator, it is hard and has, at the same time, good machining

properties. Furthermore its outgassing rate in vacuum is low.

To show the design of the linear ion trap in more detail, the technical drawings of

the most important elements are presented. All dimensions are in mm. The three

different trap rod schemes, required for setting up the ion trap presented in this

thesis are shown in figure 9.1.

In the following figure the ion trap mount structure is shown in detail. While this

(a) Technical drawing of the non-segmented trap rods

(b) Technical drawing of trap rod segments for segmented rod pairs

Figure 9.1: The technical drawings of the different on trap rods are presented.
9.1a shows the non-segmented rod pair, while in 9.1b the different electrodes of the
segmented trp rods can be seen. All dimensions are given in mm.

structure should be an electrical insulator, rigid and vacuum stable (e.g. low out-

gassing rates), the material should also be machinable. A suitable building material

was found in PEEK.
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Figure 9.2: The technical drawing of the trap support structure made of PEEK is
presented.

182



Chapter 10

Acknowledgments

This presented work would not have been possible without the support and help of

other persons, which should be mentioned here.

I would like to express my thanks to Prof. Markus Arndt, who gave me the oppor-

tunity to work on my PhD thesis in his group. Thank you for showing me all the

different and important facets and skills required for working as a scientist. I also

thank you for the constant support and motivation throughout the up and downs

in the experiments.

Here I want to thank Prof. Mayor, Jens Tüxen and Lukas Felix for the synthesis
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gan, J. Tüxen, M. Mayor, and M. Arndt, “Quantum interference of large or-
ganic molecules,” Nature Communications, vol. 2, p. 263, 2011.

[58] S. Eibenberger, X. Cheng, J. P. Cotter, and M. Arndt, “Absolute absorption
cross sections from photon recoil in a matter-wave interferometer,” Physical
Review Letters, vol. 112, p. 250402, Jun 2014.

[59] S. Eibenberger, S. Gerlich, M. Arndt, M. Mayor, and J. Tüxen, “Matter-wave
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