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Introduction
In 1959 Kolmogorov and Sinai established a substantial definition of entropy for dy-
namical systems of probability spaces. To extend this definition to infinite measure
systems different attempts have been made. In this thesis we will treat three of them,
namely Krengel’s ([14], 1967), Parry’s ([15], 1969) and the so-called Poisson entropy,
introduced by Roy in 2005 (referring to [10]). These are the best established notions of
entropy for dynamical systems with infinite measure. Of course having differing defi-
nition for the same quantity is something one tries to avoid, so investigations have been
made to obtain some relations between them. In 2010 Janvresse, Meyerovitch, Roy
and de la Rue published a paper, [10], which provides a proof of equality of Krengel’s,
Parry’s and the Poisson entropy under quite weak assumptions. To be precise, they
proved equality of Parry’s and Poisson entropy. That Krengel’s and Parry’s entropy
coincide under these assumptions had already been proven by Parry himself in [15].
Be aware that (at least some of) the assumptions are crucial: There is an example con-
strued by Janvress and de la Rue in [9], 2012, for which Krengel’s and Poisson entropy
differ.
One of the main aims of the present master thesis is a detailed elaboration of the result
of Janvresse, Meyerovitch, Roy and de la Rue, [10], mentioned above. In order to do
so, we will in particular consider the theory of canonical systems of measure, which
goes back to Rokhlin, [16], and also give proofs of some basic properties of them,
which are quite hidden in the usual literature. The Poisson entropy is based on the the-
ory of Poisson suspensions, to which we will devote a whole chapter, including a proof
of ergodicity of the Poisson suspension, which is due to Zweimüller, [25] (a general-
ization of a proof for automorphisms by Grabinsky, [6]). To emphasise the need of a
notion of entropy for infinite measure systems we will give some examples, for which
we will also compute Krengel’s entropy and finally apply some results of [10] to them.

1 Preliminaries
Let us briefly develop the set-out of this thesis and state some classical results for later
use, where we omit well-known or purely topological proofs. We will assume basic
knowledge of measure theory, integration theory and (higher) probability theory. For a
treatment of those principles we refer the reader to [12] or [3].

Throughout the whole thesis we will only consider σ -finite measure spaces, that is
there are countably many measurable sets of finite measure whose union already covers
the whole space.

1.1 Names and notations
Let (X ,B,µ) always denote a σ -finite measure space. For sets A,B ∈B we will write
A⊆ B modulo µ (or mod µ) if only a subset of A of measure zero is not contained in B,
i.e. µ(A\B) = 0. This gives also the definition of A = B mod µ by A⊆ B mod µ and
B ⊆ A mod µ . Measurable sets on which the measure is zero are called null-sets. If
something is valid everywhere beside on a null-set, we say it is true almost everywhere
(a.e.), respectively for almost every point. An atom of B (or of µ) is a set A ∈B with
µ(A) 6= 0, such that ∀B ∈B, B ⊂ A either A = B mod µ or B = /0 mod µ . By abuse
of notation we will write A∩F := {A∩F : F ∈ F}, for a family F of sets. For two
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families F, E of measurable sets we say F⊆ E mod µ , if for every element F ∈ F there
is an element E ∈ E such that E = F mod µ . Further we define F= E mod µ as F⊆ E
mod µ and F⊇ E mod µ .
If there is a topology on X we call the σ -algebra generated by all open sets Borel-σ -
algebra, denoted by B(X). If we are dealing with R or some subset of R, the associated
σ -algebra will always be the Borel-σ -algebra w.r.t. the usual topology and the measure
the Lebesgue measure λ . Recall that a metric space is said to be separable if there is a
countable dense set, and complete if every Cauchy-sequence converges.
Let (Y,A,η) be another σ -finite measure space. A measurable function f : X −→ Y
is called invertible if it is injective and f−1 : f (X) −→ X is measurable. The two
measure spaces are called isomorphic, if there is an invertible surjective function f :
X −→Y , such that µ ◦ f−1 = η . Such an f is called an isomorphism. Functions which
fulfill µ ◦ f−1 = η are called measure-preserving. The spaces are called essentially
isomorphic, denoted by (X ,B,µ) ≈ (Y,A,η), if there are measurable sets X0 and Y0
with X0 = X mod µ and Y0 = Y mod η , such that (X0,B∩X0,µ|B∩X0) and (Y0,A∩
Y0,η |A∩Y0) are isomorphic. Given an isomorphism f : (X ,B,µ)−→ (Y,A,η), we have
{A : A is an atom in B}= { f−1(C) : C is an atom in A}.
A measure space is called complete (w.r.t. the measure) if every subset of a null-set is
measurable, i.e. contained in the σ -algebra. For every measure space (X ,B,µ) there
exists a so-called completion (X ,B,µ), that is the smallest complete measure space
with B⊆B and µ|B = µ .
By N we denote the natural numbers without zero, by N0 those with zero. Moreover,
N and R stand for N∪{∞} and R∪{∞}∪{−∞}, respectively.

1.2 Standard measure spaces
In some of the following sections we will have to restrict our consideration to measure
spaces of a special kind. This restriction will still allow a wide class of measure spaces
to apply. We adopt the definition from [1]:

Definition. A measurable space (X ,B) is called standard, if X is a separable com-
plete metric space and B its Borel-σ -algebra. The same is done for measure spaces
(X ,B,µ).

Remark 1.1. Given a standard measurable space (X ,B) and a set A ∈B, then (A,A∩
B) is again a standard measurable space (see e.g. [1]).

The following result is well known in measure theory. A heuristical proof can be
found in [1] and a rigorous one for probability spaces in [3] (Theorem 9.2.2).

Theorem 1.1. Let (X ,B,µ) be a σ -finite standard measure space without atoms. If
µ(X) = ∞, then the space is essentially isomorphic to (R,B(R),λ ). If µ(X) = 1 then
the space is essentially isomorphic to ([0,1],B([0,1]),λ |[0,1]), furthermore, if we re-
lease the condition on atoms, then the space is essentially isomorphic to ([0,1],B([0,1]),
ν), for some probability measure ν .

For every standard measurable space (X ,B) we can consider the set of all prob-
ability measures defined on this space, which we will denote by P(X ,B), and equip
it with the σ -algebra G generated by the functions NB which evaluate the probabil-
ity measures on a fixed set B ∈ B, that is NB(P) := P(B), for all P ∈ P(X ,B), i.e.
G := σ(NB : B ∈B). Then (P(X ,B),G) is again a standard measurable space (refer-
ring to [1]).

The following very useful theorem is proven for instance in [1] (Theorem 1.0.8).
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Theorem 1.2 (Disintegration). Let φ : (X ,B,µ)−→ (Y,D,η) be a measure-preserving
map between two standard probability spaces. Then there is a D∩Y0-G-measurable
function y 7→ µy, Y0 −→ P(X ,B), on a set Y0 ∈ D with Y0 = Y mod η , such that
∀B ∈B, ∀A ∈D,

µ(B∩φ
−1(A)) =

∫
A

µy(B) dη(y)

and µy(φ
−1({y})) = 1 for all y ∈ Y0.

Note that {y} ∈D for all y ∈ Y , since one-point-sets are closed sets (i.e. comple-
ments of open sets) and D is the Borel-σ -algebra (hence contains the complement of
every open set).

We can also disintegrate a space w.r.t. a sub-σ -algebra. This result is proved in a
very general setting in [20], Theorem 441:

Theorem 1.3. Let (X ,B,µ) be a σ -finite standard measure space without atoms, and
let C be a σ -finite sub-σ -algebra of B, then there exists a disintegration w.r.t. C, that
is there is a family {µx}x∈X of measures on (X ,B) such that for every B ∈B

• the map x 7→ µx(B) is measurable w.r.t. C, and

• µ(B∩C) =
∫

C µx(B) dµ(x), for every C ∈ C.

Moreover, this family of measures is unique w.r.t. those properties, that is, if there
are two families {µx}x∈X and {µ ′x}x∈X of measures on (X ,B), which fulfill the listed
properties w.r.t. C, then µx = µ ′x for µ-a.e. x ∈ X.

Remark 1.2. The measures obtained above are conditional measures2 w.r.t. C, i.e.
∀B ∈B, ∀x ∈ X :

µx(B) = Eµ [1B|C](x) = µ(B|C)(x).

In particular, they are probability measures for a.e. x∈X , because µx(X)=Eµ [1X |C](x)
= 1X (x) = 1 for a.e. x ∈ X , since 1X is clearly C-measurable.

Furthermore, we will need a result on sub-σ -algebras, shown for probability spaces
e.g. in (Theorem 6.5 and Corollary 5.22) and the last claim is given in [4] (Fact 1.22)
for probability measures.

Theorem 1.4. Let C be a sub-σ -algebra of a σ -finite standard space (X ,B,µ). Then
there is a σ -finite standard space (Y,D,ν) and a measure-preserving map φ : X0 −→
Y0, such that C = φ−1(D) mod µ , where X0 = X mod µ and Y0 = Y mod ν . If⋂

x∈C∈CC = {x} for every x ∈ X0, then φ is injective. In this case we even can de-
duce that φ : (X ,C,µ)−→ (Y,D,ν) is an essential isomorphism.

1.3 Some basic ergodic theory
We want to consider the evolution of a σ -finite measure space (X ,B,µ) described
by a measurable transformation T : X −→ X , which is non-singular, that is ∀B ∈B:
µ(B) = 0⇒ µ(T−1B) = 0, i.e. it shall obey the natural rule, that the set of elements,

1Actually, Theorem 44 of [20] applies in the more general setting of Hausdorff spaces which can be
written as a countable union (mod µ) of compact metrizable measurable sets on which the measure is finite.
With our assumptions these conditions are fulfilled by Theorem 1.1.

2For a definition of conditional measures for not necessary finite measures spaces, we refer to [20].

6



which will be taken to a null set under T , must not have positive measure, descriptively
spoken, T shall not annihilate information (e.g. mass). The measure T µ := µ ◦T−1 is
called image-measure. To represent this dynamical system we write (X ,B,µ,T ). We
say T is measure-preserving, respectively that µ is T -invariant, if µ(B) = µ(T−1B)
for all B ∈B, i.e. if µ = T µ .
If T : X −→ X is an essential isomorphism, then we call T an automorphism. Note, that
in this case, by definition, B⊆ T−1(B)⊆ T−1( f (B)) =B mod µ , hence T−1B=B
mod µ and TB=B mod µ .
A dynamical system (X ,B,µ,T ) is called conservative, if beside null-sets there are
no wandering sets, i.e. sets W ∈ B with W ∩

⋃
∞
n=1 T−nW = /0 mod µ . We say that

(X ,B,µ,T ) is ergodic, if for every invariant set B ∈B, T−1B = B mod µ , we have
µ(B) = 0 or µ(Bc) = 0. Let us denote the σ -algebra consisting of all invariant sets
by I. Provided that T is measure-preserving, we call the system weakly mixing if
limn→∞

1
n ∑

n−1
k=0 |µ(A∩T−kB)− µ(A)µ(B)| = 0, ∀A,B ∈B. If µ is a probability mea-

sure, then weakly mixing implies ergodicity, since if we take e.g. A = B invari-
ant in the above equation, we get 0 = limn→∞

1
n ∑

n−1
k=0 |µ(A∩ T−kB)− µ(A)µ(B)| =

µ(B)−µ(B)µ(B), thus µ(B) = 0 or µ(B) = 1.

Remark 1.3. Let (X ,B,µ,T ) be a σ -finite, conservative and ergodic dynamical sys-
tem. Then every set A ∈B with µ(A) 6= 0 is a sweep-out set, that is

⋃
∞
n=0 T−nA = X

mod µ .
If additionally T is measure-preserving and µ(X) = ∞, then every σ -finite sub-σ -
algebra C of B, which is sub-invariant, i.e. T−1C ⊆ C, has no atoms. (In particular,
for every x ∈ X with {x} ∈B we get µ({x}) = 0.)

Proof. Let B ∈B be an arbitrary set with µ(B) 6= 0. Since (X ,B,µ) is conservative,
we have B⊆

⋃
∞
n=1 T−nB mod µ and therefore

⋃
∞
n=0 T−nB is T -invariant. Thus, due to

ergodicity,
⋃

∞
n=0 T−nB = X mod µ , since the case

⋃
∞
n=0 T−nB = /0 mod µ is forbidden

by µ(B) 6= 0.
Let C be a σ -finite sub-invariant σ -algebra and C be an atom of C, µ(C) 6= 0 by def-
inition. By assumption C is σ -finite, so let Cn ∈ C with µ(Cn) < ∞, ∀n ∈ N, and⋃

n∈NCn = X , then there is an m ∈ N such that µ(C∩Cm) 6= 0, but since C is an atom
of C and Cm ∈ C, we get C ∩Cm = C mod µ , i.e. C ⊆ Cm mod µ . Therefore we
have µ(C) < ∞. The same argument leads to C ⊆ T−mC mod µ , for some m ∈ N,
m ≥ 1, since by conservativity C∩

⋃
∞
n=1 T−nC 6= /0 mod µ and T−nC ∈ C, ∀n ∈ N, by

sub-invariance. But then we get C = T−mC mod µ , because µ(T−mC) = µ(C) and
µ(C)< ∞. Now, by the first part of this proof, X =

⋃
∞
n=0 T−nC =

⋃m−1
n=0 T−nC mod µ ,

hence µ(X) = m ·µ(C)< ∞, a contradiction.

1.3.1 Ergodic Theorems

We now state a main theorem of ergodic theory. For a proof we refer to [27] or [12]
(Satz 20.14).

Theorem 1.5 (Birkhoff’s Ergodic Theorem). Let (X ,B,µ,T ) be a measure-preserving
dynamical system with µ(X)= 1. Then for every f ∈L1(µ) := { f : X −→R measurable|∫
| f | dµ < ∞}/{ f = 0 a.e.} there is an f ? ∈ L1(µ) such that

1
n

n−1

∑
k=0

f ◦T k n→∞−−−→ f ? a.e,
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f ? = f ? ◦T a.e. (in particular f ? is I-measurable) and
∫

A f ? dµ =
∫

A f dµ , for every
invariant set A ∈ I.
Especially, if in addition the system is ergodic, then

1
n

n−1

∑
k=0

f ◦T k n→∞−−−→
∫

f dµ = E[ f ] a.e.

For σ -finite systems we get the following. (A nice proof can be found in [24].)

Theorem 1.6 (Hopf-Stepanov’s Ratio Ergodic Theorem). Given a σ -finite measure-
preserving dynamical system and L1(µ)-functions f and g on X such that g is non-
negative and

∫
g dµ > 0, then one can find a real-valued measurable function Q( f ,g)

on X, depending on f and g, such that

∑
n−1
k=0 f ◦T k

∑
n−1
k=0 g◦T k

n→∞−−−→ Q( f ,g) a.e. on
{

x ∈ X : sup
n∈N

1
n

n−1

∑
k=0

g(T k(x))> 0
}
.

If (X ,B,µ,T ) is conservative, then Q( f ,g) = Q( f ,g)◦T a.e. and
∫

A Q( f ,g) ·g dµ =∫
A f dµ , for all A ∈ I.

Especially, if in addition the system is ergodic, then Q( f ,g) =
∫

f dµ∫
g dµ

a.e.

Corollary 1.1. Let (X ,B,µ,T ) be measure-preserving, conservative, ergodic and
µ(X) = ∞. Then

1
n

n−1

∑
k=0

f ◦T k→ 0 a.e. for n→ ∞

for every f ∈ L1(µ).
In particular, for C ∈B with µ(C)< ∞, we get

1
n

n−1

∑
k=0

µ(C∩T−kC)→ 0 for n→ ∞.

Proof. By Hopf-Stepanov’s Ratio Ergodic Theorem 1.6,

∑
n−1
k=0 f ◦T k

∑
n−1
k=0 g◦T k

→
∫

f dµ∫
g dµ

a.e. for n→ ∞

for all f ,g ∈ L1(µ) with
∫

g dµ 6= 0.
In particular,

1
n

n−1

∑
k=0

f ◦T k ≤ ∑
n−1
k=0 f ◦T k

∑
n−1
k=0 1B ◦T k

→
∫

f dµ

µ(B)
a.e. for n→ ∞

for every B ∈B with µ(B) < ∞, f ∈ L(µ), but since X is assumed to be infinite and
σ -finite, we can choose B arbitrary large, which makes

∫
f dµ

µ(B) arbitrary small, i.e.

1
n

n−1

∑
k=0

f ◦T k→ 0 a.e. for n→ ∞.

Let C ∈B be such that µ(C)< ∞, then 1C ∈ L1(µ), thus

1
n

n−1

∑
k=0

1C∩T−kC = 1C ·
1
n

n−1

∑
k=0

1C ◦T k→ 0 a.e. for n→ ∞.
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Hence by dominated convergence

1
n

n−1

∑
k=0

µ(C∩T−kC)→ 0 for n→ ∞.

1.3.2 Induced transformations

The theory of induced transformations, and in particular first return maps, can be found
in most standard books on ergodic theory (see e.g. [1], [5]), therefore we do not repro-
duce this well-known theory here but only state some results which will be useful later
on.

Let (X ,B,µ,T ) be a conservative non-singular dynamical system, then every set
A ∈B of positive measure is recurrent, i.e. A ⊆

⋃
∞
n=1 T−nA, therefore the first return

time map ϕA : X −→ N, ϕT,A(x) := inf{n ∈ N : T nx ∈ A} is finite for a.e. x ∈ X . The
first return map of A is defined as

TA : A−→ A, TAx := T ϕT,A(x)x for a. e. x ∈ A.

If T is an automorphism, we also define ϕT−1,A(x) := inf{n ∈ N : T−nx ∈ A}.
The first return time map gives rise to a new dynamical system (A,B∩ A,µ|A,TA)
which shares many properties with the original one.

Proposition 1.1. Let (X ,B,µ,T ) be a non-singular dynamical system and A ∈ B
a sweep-out set. If (X ,B,µ,T ) is conservative, then so is (A,B ∩ A,µ|A,TA). If
(X ,B,µ,T ) is ergodic, then so is (A,B∩A,µ|A,TA). If µ(A) < ∞ and (X ,B,µ,T )
is measure-preserving, then (A,B∩A,µ|A,TA) is measure-preserving.

Under some assumption, the reverse implications are true, too, which is actually
the more interesting statement in some situations in ergodic theory (referring to [27]
for details).

The following identity will be useful for some calculations. (For a proof we refer
to [26].)

Lemma 1.1. Let (X ,B,µ,T ) be a σ -finite measure-preserving dynamical system and
A ∈B a sweep-out set with µ(A)< ∞. Then the first return time map ϕT,A on A fulfills

µ(A∩{ϕT,A > n}) = µ(Ac∩{ϕT,A = n})

for every n ∈ N.

1.3.3 Natural extensions

Sometimes it is useful to look at a wider system than the given one, especially if the
original system lacks some properties.

We define the following relations between dynamical systems:

Definition. A non-singular dynamical system (X ′,B′,µ ′,T ′) is called an extension of
(X ,B,µ,T ) (resp. the latter is called a factor of the first), if there are measurable sets

9



Y = X mod µ and Y ′ = X ′ mod µ ′ with TY ⊆Y , T ′Y ′ ⊆Y ′ and there exists a measure-
preserving map π : Y ′ −→ Y such that π ◦ T ′ = T ◦ π on Y ′. The map π is called
factor map. If π is an isomorphism, then the systems are called isomorphic, denoted
by (X ,B,µ,T )≈ (X ′,B′,µ ′,T ′).

We will see that for every measure-preserving standard measure space there exists a
unique minimal extension which is invertible, that is, the transformation on the system
is an automorphism.

Definition. An invertible extension (X̃ ,B̃, µ̃, T̃ ) of (X ,B,µ,T ) is called natural ex-
tension, if it is minimal in the following sense:

σ({T̃ n
π
−1B|B ∈B,n ∈ N0}) = B̃ mod µ̃,

where π denotes the factor map π : X̃ −→ X .

To construct such an extension, one needs the famous Kolmogorov’s Extension
Theorem in the following general version, proven in [23].

Theorem 1.7 (Kolmogorov’s Extension). Let (X (k),B(k)) be standard measurable
spaces, for each k ∈ N, and denote by (Xn,Bn) the product space up to the n-th space,
i.e. Xn := X (1)× . . .×X (n), Bn := σ

(
{(p(k)n )−1B(k)|B(k) ∈B(k),k = 1, . . . ,n}

)
, where

p(k)n : Xn −→ X (k) is the canonical projection. Now, let us consider measures µn on
(Xn,Bn) for every n ∈ N, which are self-consistent, that is

µn(En) = µm(En×X (n+1)× . . .×X (m)), ∀m ∈ N with m > n

for every En ∈ Bn. If one of the measures µn is σ -finite, then there exists a unique
measure µ on the infinite product space (X ,B) such that µ ◦ p(k)

−1
= µk for all k ∈N,

where X := ∏
∞
k=1 X (k), B := σ

(
{(p(k))−1B(k)|B(k) ∈B(k),k ∈ N}

)
, and p(k) denotes

for the canonical projection X −→ X (k).

Theorem 1.8 (Natural Extension). For every σ -finite standard measure space (X ,B,µ,
T ) with a measure-preserving transformation T there exists a natural extension, and
this extension is unique modulo essential isomorphism.
The natural extension can be construed as follows:

X̃ := {(x0,x1,x2, . . .)|xi ∈ X ,T xi+1 = xi, i ∈ N0},

B̃ := σ(B′i : B ∈B) for B′i := {(x0,x1,x2, . . .) ∈ X̃ |xi ∈ B},
µ̃(B′i) := µ(B)

and
T̃ (x0,x1,x2 . . .) := (T x0,x0,x1, . . .) for (x0,x1,x2, . . .) ∈ X̃ .

Clearly, (X̃ ,B̃, µ̃) is a σ -finite standard measure space and T̃ a measure-preserving
automorphism.

A proof of this Theorem can be found e.g. in [1], Theorem 3.1.6 (Uniqueness),
Theorem 3.1.5 (Existence), or a more constructive one in [13], Chapter 10, §.4.

One reason why this kind of extension is useful, is that crucial properties like er-
godicity and conservativity carry over. More precisely, we have the following result
(proven e.g. in [1] Theorem 3.1.7 or for probability measures in [13] Chapter 10, §.4,
Theorem 1).
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Theorem 1.9. Let (X ,B,µ) be a σ -finite standard measure space and T a measure-
preserving, conservative transformation on it. Then T is ergodic if and only if T̃ is
ergodic. Moreover, if T is ergodic, then T̃ is also conservative.

1.4 µ-partitions
Let (X ,B,µ) be a σ -finite measure space. By a µ-partition of X we understand a
family of pairwise disjoint sets of B, such that the union of all these sets is modulo µ

equal to X .

Definition. Let α , β be µ-partitions of X . We call α finer than β , denoted by α � β , if
every element of α is contained in an element of β . The relation α � β mod µ , means
that there is a measurable set X0 with X = X0 mod µ such that α ∩X0 � β ∩X0.
The common refinement of α and β is defined as α∨β := {A∩B : A∈ α, B∈ β}. For
finitely or countably many µ-partitions α1,α2, . . . of X we write

∨n
k=1 αn = α1 ∨α2 ∨

. . .∨αn for n ∈ N and
∨

∞
k=1 αn = α1∨α2∨ . . ., respectively.

We say, that α = β mod µ , if there is an X0 ∈B with X0 = X mod µ such that α∩X0 =
β ∩X0.

Remark 1.4. Note, that α � β means that every element B ∈ β is, up to a fixed null-
set, a union of elements Al ∈ α for l in some (not necessarily countable) index set L.
Indeed, if α � β , then by disjointness of the elements of β , for every B ∈ β and A ∈ α

either A ⊆ B or A∩B = /0 (since there is an B′ ∈ β such that A ⊆ B′, by assumption),
therefore B = B∩

⋃
A∈α A =

⋃
A∈α, A⊆B A∩B =

⋃
A∈α, A⊆B A mod µ . (This equality

holds only mod µ , since
⋃

A∈α A is only modulo µ equal to X .)
Note, that the common refinement α ∨β is again a µ-partition of X .
Moreover, α � β (mod µ)⇔ α ∨β = α (mod µ). And α = β (mod µ) if and only if
α � β (mod µ) and β � α (mod µ).

We will look at a wider class of µ-partitions than countable ones (i.e. µ-partitions
which have finite or countably infinite many elements), which will bear some advan-
tages.

Definition. A µ-partition α is called measurable if there exists an at most countable set
∆= {D1,D2, . . .}with Dn ∈B for n= 1,2, . . ., which generates α , that is, α consists of
all (nonempty) sets of the form

⋂
∞
n=1 Sn, where either Sn = Dn or Sn = Dc

n for Dn ∈ ∆.

Example 1.1.

1. Clearly, every countable µ-partition α is measurable, by just taking α itself as
generating set ∆.

2. Let (X ,B,µ) be a standard space, then ε := {{x} : x ∈ X} is a measurable par-
tition. Indeed, a metric space is separable if and only if its topology contains a
countable basis (2nd countability axiom), i.e. there exists a countable family of
open sets, such that every open set is a union of elements of that family. There-
fore, since {x} is closed, it has to be an intersection of complements of elements
of that countable family.
Moreover, we get a trivial ordering ε � α � {X , /0} for every µ-partition α of X .
If we restrict ε to a set B ∈B, then we will denote this by εB := ε ∩B = {{x} :
x ∈ B}. (Confer example 4 below.)
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3. The common refinement of at most countably many measurable µ-partitions is
obviously measurable: Let ∆n denote a countable, generating set of a µ-partition
αn then

⋃
∞
n=1 ∆n is countable and generates

∨
∞
n=1 αn.

4. Let α be a measurable µ-partition of some measure space (X ,B,µ) and C ∈
B with µ(C) > 0. Then α ∩C is a measurable µ-partition of (C,B∩C,µ|C).
Indeed, let ∆ = {D1,D2,D3 . . .} be a generating set of α , then

∆C := {D1∩C,Dc
1∩C,D2,D3, . . .}

is a countable generating set of α ∩C: Given A ∈ α , A =
⋂

∞
n=1 Sn with either

Sn = Dn or Sn = Dc
n. If S1 = D1, we have (D1 ∩C)∩ (Dc

1 ∩C)c ∩ S2 ∩ . . . =
(D1∩C∩D1∩S2∩ . . .)∪ (D1∩C∩Cc∩S2 . . .) = D1∩C∩D1∩S2∩ . . .= A∩C,
and if S1 = Dc

1, then (D1∩C)c∩ (Dc
1∩C)∩S2∩ . . .= A∩C

5. Let f : X −→ [0,1] be a measurable map. Then α := { f−1({r}) : r ∈ [0,1]} is a
measurable µ-partition of X , since, e.g., the set ∆ := { f−1(J) : J interval in [0,1]
with rational endpoints} is at most countable and generates α . (Obviously α is a
µ-partition of X :

⋃
A∈α A =

⋃
r∈[0,1] f−1({r}) = f−1([0,1]) = X and disjointness

follows since f is a function.)
In fact, the above form of a measurable µ-partition is characterizing ([3], Lemma
10.8.2): A µ-partition α of X is measurable if and only if there is a measurable
map f : X −→ [0,1] such that α = { f−1({r}) : r ∈ [0,1]}.
Indeed, let ∆ = {D1,D2, . . .} be an at most countable collection of measurable
sets, which generates the µ-partition α . We define a function g : X −→ {0,1}N
by g(x) :=(1Dn(x))n∈N, taking the usual (Borel-)σ -algebra on {0,1}N, generated
by the cylinder-sets [a1, . . . ,am] := {(ωn)n∈N ∈ {0,1}N : ωk = ak, k = 1, . . . ,m}.
In this setting the function g is measurable, because ∀m ∈ N: ∀a1, . . . ,am ∈
{0,1}N we have g−1([a1, . . . ,am]) =

⋂m
k=1 Rk ∈ B, with Rk := Dk if ak = 1

and Rk := Dc
k, if ak = 0. Furthermore, {g−1((ωn)n∈N) : (ωn)n∈N ∈ {0,1}N} ={⋂

n∈N Sn : Sn = Dn or Sn = Dc
n, for Dn ∈ ∆

}
= α . Now let h : {0,1}N −→ [0,1]

be a measurable injective map and set f := h ◦ g. Then f is a measurable map
from X to [0,1] and { f−1({r}) : r ∈ [0,1]} = {g−1(h−1({r})) : r ∈ [0,1]} =
{g−1((ωn)n∈N) : (ωn)n∈N ∈ {0,1}N}= α .

Notation. For a measurable µ-partition γ , the following σ -algebra will be of interest

σ̃(γ) :=
{⋃

l∈L

Cl

∣∣∣⋃
l∈L

Cl ∈B, Cl ∈ γ, L an arbitrary not necessarily countable index set
}
.

Sometimes we will call σ̃(γ) the σ -algebra generated by γ , if there is no confusion
with σ(γ) due to the context.

Note that σ̃(γ) is bigger than σ(γ) in general. Consider for example a standard
measure space (X ,B,µ) with γ = εX , then σ(γ) 6=B, but σ̃(γ) =B.

One of the main advantages of measurable µ-partition (compaired with count-
able µ-partition) is that every σ -finite sub-σ -algebra is generated by a measurable
µ-partition in the above sense. More precisely, we obtain

Lemma 1.2. Let (X ,B,µ) be a σ -finite standard measure space, then every σ -finite
sub-σ -algebra C of B is modulo µ generated by a measurable µ-partition γ of X, i.e.
σ̃(γ) = C mod µ . Moreover, this µ-partition is unique modulo µ , in that if there is
another measurable µ-partition α of X with σ̃(α) = C mod µ , then α = γ mod µ .
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Proof. If C =B, then ε := {{x}| x ∈ X} is a measurable partition of X (see Example
1.1) with σ̃(ε) =

{⋃
l∈L{xl}|

⋃
l∈L{xl} ∈B,xl ∈ X ,L an arbitrary index set

}
=B.

Now let C be an arbitrary σ -finite sub-σ -algebra of B. Then by Theorem 1.4, there is
a σ -finite standard measure space (Y,D,ν) and a measurable measure-preserving map
φ : X0 −→Y0 with φ−1(D) = C mod ν , X0 = X mod ν and Y0 =Y mod ν . Thus by the
first part of the proof there is a measurable ν-partition ζ of Y with σ̃(ζ ) =D mod ν .
We will show that γ := {φ−1(Z) : Z ∈ ζ} is a measurable µ-partition for (X ,C) with
σ̃(γ) = C mod µ . Clearly, σ̃(φ−1(ζ )) = φ−1(σ̃(ζ )) = φ−1(D) = C mod µ , the ele-
ments of γ are pairwise disjoint and

⋃
Z∈ζ φ−1(Z) = φ−1

(⋃
Z∈ζ Z

)
= φ−1(Y ) = X mod

µ . Further, for every C ∈ γ there is a Z ∈ ζ such that C = φ−1(Z). Let {Fn : n ∈N} be
a countable family of D∩Y0-measurable sets which generates ζ , then there is an index
set IZ ⊆ N such that Z =

⋂
n∈IZ Fn ∩

⋂
n/∈IZ Fc

n . Thus C = φ−1(Z) =
⋂

n∈IZ φ−1(Fn)∩⋂
n/∈IZ (φ

−1(Fn))
c, hence {φ−1(Fn) : n ∈ N} is a countable family of C-measurable sets

which generates γ .
To show the uniqueness, let α be another measurable µ-partition of X with σ̃(α) = C
mod µ . Every element C of γ lies in C, hence there are Al ∈ α , l in some index set L
such that C =

⋃
l∈L Al mod µ , but Al ∈ C= σ̃(γ), hence there are some Cl

j ∈ γ for j in
some index set J such that Al =

⋃
j∈J Cl

j mod µ , i.e. C =
⋃

l∈L
⋃

j∈J Cl
j mod µ , which

implies that Cl
j =C and |L|= 1 = |J|, thus C = Al mod µ , which gives γ ⊆ α mod µ .

Analogously, one can show that γ ⊇ α mod µ . Hence, γ = α mod µ .

Note, that if σ̃(γ) = C mod µ , then every element of γ of positive measure is mod
µ equal to an atom of C.

1.4.1 The space of a µ-partition

Corresponding to every measurable µ-partition β of X , one can construct a new mea-
sure space (Xβ ,Bβ ,µβ ) by setting

Xβ := β , Bβ := πβ σ̃(β ), µβ := µ ◦π
−1
β

,

where πβ : X −→ β is the map which assigns to each element x of X the unique element
βx of β , which contains x , i.e. πβ (x) := βx (in case x is not contained in an element of
β we just set βx := /0 and define /0∈ β ), and, as above, σ̃(β ) is the σ -algebra consisting
of arbitrary (possibly uncountable) measurable unions of elements of β .

The map πβ is B-Bβ -measurable: Every element of Bβ = πβ σ̃(β ) is of the form
πβ

(⋃
w∈W Bw

)
, for Bw ∈ β , W some arbitrary index set such that

⋃
w∈W Bw ∈B, hence

π
−1
β

(
πβ

(⋃
w∈W Bw

))
= π

−1
β

({Bw : w∈W}) =
⋃

w∈W Bw ∈ σ̃(β )⊆B. In particular, πβ

is σ̃(β )-Bβ -measurable.

Note, that µβ (β ) = µ(π−1
β

(β )) = µ
(⋃

A∈β A
)
= µ(X). Moreover, one can show, that

if (X ,B) is a standard measurable space, then so is (Xβ ,Bβ ), according to [16], p. 31.
Hence, if σ̃(β ) is σ -finite and (X ,B,µ) is a standard space, then (Xβ ,Bβ ,µβ ) is a
σ -finite standard measure space. When speaking about such a measure space we will
always assume that the µ-partition is such that the corresponding σ -algebra is σ -finite.
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If β is such that T−1β � β and σ̃(β ) is σ -finite, then we can define a transforma-
tion Tβ on (Xβ ,Bβ ,µβ ), by

Tβ (B) = D :⇔ D ∈ β such that T B⊆ D,

for B ∈ β .
Indeed, this is a well-defined map, since by T−1β � β , for every B ∈ β there exists a
D ∈ β with B ⊆ T−1D ⇒ T B ⊆ T T−1D ⊆ D, and if there were D,D′ ∈ β , D 6= D′,
such that T B ⊆ D and T B ⊆ D′, then T B ⊆ D∩D′ = /0, a contradiction if B 6= /0 (for
B = /0 we set Tβ (B) := /0).

Proposition 1.2. The properties measurablility, non-singularity, measure-preserving-
ness, conservativity and ergodicity carry over from T to Tβ (i.e. if T is conservative,
then so is Tβ , and analogous for the other properties).

Proof. Let {Dl : Dl ∈ β , l ∈ L} ∈Bβ for some arbitrary index set L, then

T−1
β
{Dl |Dl ∈ β , l ∈ L}= {B ∈ β |∃l ∈ L : T B⊆ Dl}= πβ

( ⋃
B∈β : ∃l∈L : T B⊆Dl

B
)
=

= πβ

( ⋃
B∈β : ∃l∈L : B∩T−1Dl=B

B
)
= πβ

( ⋃
B∈β

(
B∩

⋃
l∈L

T−1Dl

))
=

= πβ

(( ⋃
B∈β

B
)
∩
(⋃

l∈L

T−1Dl

))
= πβ

(
T−1

(⋃
l∈L

Dl

))
= πβ (T

−1(π−1
β
{Dl : l ∈ L})),

since B∩ T−1Dl = B or = /0 by the assumption β � T−1β , and T B ⊆ Dl ⇔ B ⊆
T−1Dl ⇔ B∩T−1Dl = B for B 6= /0, because also D ⊇ T B ⇒ T−1D ⊇ T−1T B ⊇ B.
With the above identity

(1) T−1
β

= πβ ◦T−1 ◦π
−1
β

,

we can easily compute that many properties of T carry over to Tβ .

The map Tβ is measurable, since {Dl |Dl ∈ β , l ∈ L} ∈Bβ if and only if
⋃

l∈L Dl ∈
B, hence by measurability of T , we have T−1

(⋃
l∈L Dl

)
∈ B, thus since T−1Dl ∈

T−1β , we get T−1
(⋃

l∈L Dl
)
=
⋃

l∈L T−1Dl ∈ σ̃(T−1β ) by definition. Therefore, by
(1),

T−1
β
{Dl |Dl ∈ β , l ∈ L}= πβ

(
T−1

(⋃
l∈L

Dl

)
︸ ︷︷ ︸
∈σ̃(T−1β )

)
∈BT−1β ⊆Bβ ,

since T−1β � β .

For the verification of the measure-depending properties, first note, that

π
−1
β

(
πβ

( ⋃
Bi∈β , i∈I

Bi

))
=

⋃
Bi∈β , i∈I

Bi, for Bi ∈ β with
⋃
i∈I

Bi ∈ σ̃(β ),

viewing the image and the preimage of πβ as functions πβ : σ̃(β ) −→Bβ and π
−1
β

:
Bβ −→ σ̃(β ), one may write the above as

(2) π
−1
β
◦πβ = idσ̃(β ) on σ̃(β ).
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Moreover, πβ ◦π
−1
β

= idBβ
on Bβ , by surjectivity of πβ . Note, that (2) also holds on

σ̃(T−1β ), since σ̃(T−1β )⊆ σ̃(β ), by T−1β � β .
Using (1) and (2), we deduce

µβ ◦T−1
β

= µ ◦π
−1
β
◦πβ ◦T−1 ◦π

−1
β

= µ ◦T−1 ◦π
−1
β

on Bβ = πβ (σ̃(β )),

i.e.
(µβ ◦T−1

β
)({Dl : Dl ∈ β , l ∈ L}) = (µ ◦T−1)

( ⋃
Dl∈β , l∈L

Dl

)
,

for {Dl : Dl ∈ β , l ∈ L} ∈ Bβ . Hence, T is measure-preserving if and only if Tβ is
measure-preserving.

Further, by (1), T−2
β

= (πβ ◦T−n◦π
−1
β

)−1 = (π−1
β

)−1◦T−n◦π
−1
β

= πβ ◦T−n◦π
−1
β

,

since (π−1
β

)−1 = πβ , by uniqueness of the inverse function. Hence, for n ∈ N, we get

(3) T−n
β

= πβ ◦T−n ◦π
−1
β

.

Note, that σ̃(T−nβ )⊆ σ̃(β ), hence again π
−1
β
◦πβ = idσ̃(β ) on σ̃(T−nβ ).

Now, let T be conservative, i.e. every C ∈B is recurrent, thus µ
(
C∩

⋂
n≥1 T−nCc

)
= 0.

Then,
µβ

(
{Dl : l ∈ L}∩

⋂
n≥1

T−n
β

({Dl : l ∈ L}c)
)
=

= µ

(
π
−1
β

({Dl : l ∈ L})∩π
−1
β

(⋂
n≥1

πβ (T
−n(π−1

β
({Dl : l ∈ L}c)))

))
=

= µ

((⋃
l∈L

Dl

)
∩
⋂
n≥1

T−n
((⋃

l∈L

Dl

)c))
= 0,

by recurrence of
⋃

l∈L Dl ∈B w.r.t. T . Hence, Tβ is conservative.
Similar, if T is ergodic, then so is Tβ : Let T be ergodic, i.e. µ(A ∆ T−1A) = 0 ⇒
µ(A) = 0 or µ(Ac) = 0. Let {Dl : Dl ∈ β , l ∈ L} ∈Bβ be such that 0 = µβ ({Dl : l ∈
L} ∆ T−1

β
{Dl : l ∈ L}) = µ

(⋃
l∈L Dl ∆ T−1

(⋃
l∈L Dl

))
, hence by ergodicity of T , we

get that either 0 = µ
(⋃

l∈L Dl
)
= µβ ({Dl : l ∈ L}) or 0 = µ

((⋃
l∈L Dl

)c)
= µβ (({Dl :

l ∈ L})c). Thus, Tβ is ergodic, too.

Let (X ,B,µ,T ) be conservative and T−1β � β . Since in that case (Xβ ,Bβ ,µβ ,Tβ )
is conservative, too, we can consider the first return map (Tβ )πβ (A) of Tβ on πβ (A) ∈
Bβ = πβ (σ̃(β )) for (fixed) A ∈ σ̃(β ), A =

⋃
l∈L Bl , for Bl ∈ β . On the other hand,

the first return map TA of T on A ∈ σ̃(β ) ⊆B fulfills T−1
A (β ∩A) � β ∩A. Indeed,

given B ∈ β ∩ A then T−1
A B =

⋃
m≥1 T−mB∩ A∩ T−1Ac ∩ . . .∩ T−m+1Ac ∩ T−mA =⋃

m≥1 T−mB∩
⋃

l∈L Bl∩T−1
(⋃

Bi∈β ,i/∈L Bi
)
∩. . .∩T−m+1

(⋃
Bi∈β ,i/∈L Bi

)
∩T−m

(⋃
l∈L Bl

)
=
⋃

B j∈β :∃m≥1,T−mB∩B j∩
⋂m−1

k=1 T−k
(⋃

Bi∈β ,i/∈L Bi

)
6= /0

B j, since either B j ∩T−kBi = /0 or B j ∩

T−kBi = B j due to the assumption T−1β � β , which obviously implies T−kβ � β .
Having T−1

A (β ∩A) � β ∩A, we can consider the map (TA)β∩A defined like before.
Moreover,

(TA)β∩A = (Tβ )πβ (A).
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To verify this identity, let B ∈ β , B⊆ A be fixed. For x ∈ B, T ϕ⋃
l∈L Bl

(x)x ∈
⋃

l∈L Bl , i.e.
T ϕ⋃

l∈L Bl
(x)x ∈ Bu, for some u ∈ L, but then T−1β � β implies that T ϕ⋃

l∈L Bl
(x)B ⊆ Bu,

which can be written as T
ϕ⋃

l∈L Bl
(x)

β
B=Bu. (Obviously, (T ϕ⋃

l∈L Bl
(x)
)β B=(Tβ )

ϕ⋃
l∈L Bl

(x)B,
since (Tβ )

kB = D ∈ β ⇔3 T kB⊆ D for every k ∈ N.) Thus, ϕ⋃l∈L Bl (x) = ϕ{Bl :l∈L}(B)

for every x ∈ B, since ϕ⋃l∈L Bl (x) is minimal such that T ϕ⋃
l∈L Bl

(x)x ∈
⋃

l∈L Bl . Hence,

(Tβ )πβ (A) = T
ϕ{Bl :l∈L}(B)

β
B = Bu and on the other hand, (TA)β∩A(B) = (TA)β (B) = Bu if

and only if Bu ⊇ TAB = {T ϕ⋃
l∈L Bl

(x)x : x∈ B}= {T ϕ{Bl :l∈L}(B)x : x∈ B}= T ϕ{Bl :l∈L}(B)B,

which is exactly Bu = T
ϕ{Bl :l∈L}(B)

β
B, which completes the argument.

1.4.2 The canonical system of measures

Consider a σ -finite standard space (X ,B,µ) and a measurable µ-partition γ on X such
that σ̃(γ) is σ -finite. Due the the previous section, we can speak of almost every C ∈ γ ,
by considering µγ -null-sets in (γ,Bγ).

The theory of canonical systems of measures, studied in-depth in [16], is crucial
for Parry’s definition of entropy, respectively, for the definition of conditional entropy.

Theorem 1.10. Let (X ,B,µ) be a standard probability space and γ be a measurable
µ-partition of X. Then for µγ -almost all C ∈ γ there is a σ -algebra BC on C and a
measure µC on BC, such that (C,BC,µC) is a standard probability space, and for all
B ∈B we have

• B∩C ∈BC, for µγ -almost all C ∈ γ ,

• the map C 7→ µC(C∩B) is measurable w.r.t. Bγ , and

• µ(B) =
∫

Xγ
µC(C∩B) dµγ(C).

The system of measures {µC}C∈γ obtained in this way is called canonical system w.r.t.
γ .
Moreover, this system is uniquely determined modulo µγ , i.e. if there is another system
{µ ′C}C∈γ with the above properties, then for µγ -a.e. C ∈ γ we have µC = µ ′C.

To prove the statement, we just need to apply the Theorem of Disintegration (The-
orem 1.2).

Proof. The map πγ : X −→ γ , x 7→ γx, considered before, is a measurable, measure-
preserving map between two standard spaces, thus we can apply Theorem 1.2 and
achieve for µγ -almost every C ∈ γ a probability measure µC on (X ,B) with 1 =
µC(π

−1
γ ({C})) = µC(C), which means that we can regard µC as a measure on (C,B∩

C) =: (C,BC) (by Remark 1.1 (1) a standard space).
Furthermore, the map C 7→ µC is measurable w.r.t. (γ,Bγ) and (P(X ,B),G), i.e. for
every (fixed) B ∈B we have {C : µC ∈ N−1

B ({[a,b]})}= {C : µC(B) ∈ [a,b]} ∈Bγ for

3By induction: For (Tβ )
2(B) = Tβ (Tβ (B)) = D2 and Tβ (B) = D1 with Di ∈ β , i∈N, we get by definition,

that T (Tβ (B))⊆ D2 and T (B)⊆ D1, hence T (T (B))⊆ T (D1) = T (Tβ (B))⊆ D2. Now, assume that we the
claim is true for k−1-iterations, k ∈ N, then (Tβ )

kB = Dk ⇔: T ((Tβ )
k−1(B))⊆ Dk , now for (Tβ )

k−1(B) =
Dk−1 we know that T B⊆ Dk−1, hence T (T k−1(B))⊆ T (Dk−1) = T ((Tβ )

k−1(B))⊆ D.
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a,b ∈ [0,1], which is measurablility of C 7→ µC(B) = µC(C∩B).
Moreover, for all B ∈B fixed, we see that

µ

(
B∩π

−1
γ

(
πγ

( ⋃
w∈W

Cw

))
= µ

(
B∩

⋃
w∈W

Cw

)
=
∫
{Cw:w∈W}

µC(B) dµγ(C),

for every
⋃

w∈W Cw ∈ σ̃(γ), Cw ∈ γ , W some index set, and especially,

µ(B) = µ

(
B∩

⋃
C∈γ

C
)
=
∫

γ

µC(B∩C) dµγ(C).

To show the uniqueness, let {µ ′C}C∈γ be another canonical system of γ . Then for
every M ⊆ γ , M ∈Bγ and every A ∈B fixed, we obtain∫

M
µC(A∩C) dµγ(C)=

∫
γ

µC(A∩C)1M(C) dµγ(C)=
∫

γ

µC(A∩C∩π
−1
γ (M)) dµγ(C)=

= µ(A∩π
−1
γ (M)) =

∫
γ

µ
′
C(A∩C∩π

−1
γ (M)) dµγ(C) =

∫
M

µ
′
C(A∩C) dµγ(C),

since 1M(C) = 1⇔C∩π−1
γ (M) =C and 1M(C) = 0⇔C∩π−1

γ (M) = /0, for all C ∈ γ .
We can take M := {C ∈ γ|µC(A∩C)≤ µ ′C(A∩C)}, because by assumption C 7→ µC(A∩
C) and C 7→ µ ′C(A∩C) are Bγ -measurable, and therefore M is Bγ -measurable. This
gives∫

M
µ
′
C(A∩C)−µC(A∩C) dµγ(C) = 0 and µ

′
C(A∩C)−µC(A∩C)≥ 0 for C ∈M

and analogously for Mc, thus

µC(A∩C) = µ
′
C(A∩C) for Bγ -almost every C ∈ γ .

Now, A ∈B was arbitrary chosen, and for fixed C ∈ γ we have BC = {A∩C|A ∈B},
hence µC = µ ′C, for Bγ -almost every C ∈ γ .

Let us now state some useful properties of the canonical system of measures, ob-
tained above.

Proposition 1.3. Let (X ,B,µ) be a σ -finite standard measure space and γ a measur-
able µ-partition of X.

1. The theorem above is also true for σ -finite spaces, if σ̃(γ) is σ -finite, i.e. then
there is a (unique) canonical system of probability measures {µC}C∈γ which ful-
fills the properties given in Theorem 1.10.

2. If µ(C) 6= 0, for C ∈ γ , then the canonical measure µC is just the conditional
measure w.r.t. C:

µC(B∩C) = µ(B|C),

for all B ∈B.

3. In fact, for A ∈B fixed we obtain

µπγ (x)(A∩πγ(x)) = µ(A|σ̃(γ))(x)

for almost all x ∈ X, when viewing the canonical measure as map from X to
[0,1], given by x 7→ µπγ (x)(A∩πγ(x)).
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4. For all A ∈B,

µ(A) = 0 ⇐⇒ µC(A∩C) = 0 for µγ -a.e. C ∈ γ.

Further, for B,B′ ∈B with B = B′ mod µ ,

µC(C∩B) = µC(C∩B′) for µγ -a.e. C ∈ γ.

In particular,
mod µ ⇔ mod µC for µγ -a.e. C ∈ γ .

5. Let γ ′ be another measurable µ-partition of X which is modulo µ equal to γ .
Then the corresponding canonical systems are equal: For every fixed A ∈B, we
have

µπγ (x)(A∩πγ(x)) = µπ
γ ′ (x)

(A∩πγ ′(x)) for µ-a.e. x ∈ X .

Since the domain of a measure is defined by the measure itself, we sometimes
drop the restricting set and just write

µπγ (x)(A) = µπ
γ ′ (x)

(A) for µ-a.e. x ∈ X .

6. Consider another σ -finite standard measure space (Y,D,ν) and a measurable,
measure-preserving map φ : X −→Y and let ζ be a measurable ν-partition of Y
such that σ̃(ζ ) is σ -finite. Then, φ preserves the measures of the corresponding
canonical systems:

νπζ (φ(x)) = µπ
φ−1(ζ )(x)

◦φ
−1|πζ (φ(x)) for µ-a.e. x ∈ X .

Moreover,
φ
−1 ◦πζ ◦φ = πφ−1(ζ ) µ-almost everywhere.

In fact, by (5), instead of φ we rather can take a map φ ′ : X0 −→ Y0, for X0 = X
mod µ and Y0 = Y mod ν with the above properties.
In particular, if (Y,D,ν) and φ are as in Theorem 1.4 w.r.t. the σ -finite sub-σ -
algebra σ̃(γ), then φ−1(ζ ) = γ mod µ and

νπζ (φ(x)) = µπγ (x) ◦φ
−1|πζ (φ(x)) for µ-a.e. x ∈ X .

Consider the case of a measure-preserving automorphism T : X −→ X. Then we
obtain

µTC = µC ◦T−1 for almost all C ∈ γ.

Proof. 1. Let σ̃(γ) be σ -finite. Then the elements of γ can be collected to count-
able many sets of positive measure: Denote γ = {Cw|w ∈W} for a (possibly
uncountable) index set W , then there exists Ui ⊆W , i in a countable index set I,
such that

Di :=
⋃

u∈Ui

Cu ∈B, µ(Di)< ∞, ∀i ∈ I and
⋃
i∈I

Di = X mod µ.

We can choose the sets Di, i ∈ I, to be disjoint and of positive measure. Then
(Di,B∩Di,µ

Di), with µDi := µ(·|Di), is a standard probability space (ref. Re-
mark 1.1) and γ ∩Di = {C ∈ γ|C ⊆ Di} a measurable µ-partition on this space
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(see Example 1.1 (4)). Thus we can apply Theorem 1.10 to obtain a system of
canonical measures

{µDi
C }C∈γ∩Di on (Di,B∩Di,µ

Di).

The measures µ
Di
C actually do not depend on the choice of the collection {Di}i∈I

with the above properties: Given another collection D′j =
⋃

v∈V j
Cv, for j ∈ J

countable, µ(D′j) < ∞ with
⋃

j∈J D′j = X (mod µ). For Di (i ∈ I) fixed, we
know by Theorem 1.10, that (C,B∩C,µDi

C ) is unique for µ
Di
γ∩Di

-almost every
C ∈ γ ∩Di. Clearly, there is a j ∈ J such that Di∩D′j 6= /0. We are going to show
that

(4) µ(Di) ·µDn
γ∩Dn

= µ(D′j) ·µ
D′j
γ∩D′j

on γ ∩Di∩D′j,

then we get µ
Di
C = µ

D′j
C for µ

Di
γ∩Di

-a. e.⇔µ
D′j
γ∩D′j

-a.e. C ∈ γ ∩Di ∩D′j. And since

{Dl ∩D′k|l ∈ I,k ∈ J} is a countable µ-partition of X , we get a unique canonical
measure for every C ∈ γ , which we can now denote by µC := µ

Dl
C , for l ∈ I such

that C ⊆ Dl . Still, EA : C 7→ µC(A∩C) is measurable, for every fixed A ∈ B,
since

E−1
A (O) =

⋃
i∈I

γ ∩Di︸ ︷︷ ︸
∈Bγ

∩ EA|−1
Di
(O)︸ ︷︷ ︸

∈(B∩Di)γ∩Di⊆Bγ

∈Bγ ,

for every O ∈B(R).
With the notation of section 1.4, equation (4) follows easily: µ

Di
γ∩Di

= 1
µ(Di)

µ ◦

π
−1
γ∩Di

, hence µ(Di) ·µDi
γ∩Di
|γ∩Di∩D′j

= µ ◦π
−1
γ∩Di∩D′j

= µ(D′j) ·µ
D′j
γ∩D′j
|γ∩Di∩D′j

.

2. Let B ∈B be fixed. The map πγ is measurable, so we can use the transformation
formula, and by the theorem above we obtain

µ(B) =
∫

Xγ

µC(C∩B) d(µ ◦π
−1
γ )(C) =

∫
X

µπγ (x)(πγ(x)∩B) dµ(x).

Thus for a fixed C ∈ γ we get

µ(C∩B) =
∫

X
µπγ (x)(πγ(x)∩B∩C) dµ(x) =

∫
X

µπγ (x)(πγ(x)∩B)1C(x) dµ(x) =

= µC(C∩B)µ(C),

i.e., if µ(C) 6= 0, then µC(C∩B) = µ(B|C).

3. By definition of the conditional expectation, we obtain for every fixed A∈B that∫
X µ(A|σ̃(γ))(x) dµ(x) =

∫
X 1A(x) dµ(x) = µ(A), since X ∈ σ̃(γ). Also by def-

inition, x 7→ µ(A|σ̃(γ))(x) is σ̃(γ)-measurable. Now, πγ(x) 7→ µπγ (x)(A∩πγ(x))
is πγ σ̃(γ)-measurable if and only if µ·(A∩·)◦πγ : x 7→ µπγ (x)(A∩πγ(x)) is σ̃(γ)-
measurable. Indeed, let πγ(x) 7→ µπγ (x)(A∩πγ(x)) be πγ σ̃(γ)-measurable, then,
since πγ is σ̃(γ)-πγ σ̃(γ)-measurable, we get that µ·(A∩ ·) ◦ πγ : x 7→ πγ(x) 7→
µπγ (x)(A∩πγ(x)) is σ̃(γ)-measurable. On the other hand, if x 7→ µπγ (x)(A∩πγ(x))
is σ̃(γ)-measurable, i.e. π−1

γ (µ·(A∩ ·)−1([a,b])) ∈ σ̃(γ) for a ≤ b ∈ [0,1], then
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πγ σ̃(γ)3 πγ(π
−1
γ (µ·(A∩·)−1([a,b]))) = µ·(A∩·)−1([a,b]), by surjectivity of πγ .

Therefore in the definition of a canonical system of measures we can replace the
condition that πγ(x) 7→ µπγ (x)(A∩πγ(x)) is πγ σ̃(γ)-measurable by the condition
that µ·(A∩ ·)◦πγ : x 7→ µπγ (x)(A∩πγ(x)) is σ̃(γ)-measurable. The latter condi-
tion is fulfilled by µ(A|σ̃(γ)), thus by uniqueness of the canonical system, we
get

µ(·|σ̃(γ))(x) = µπγ (x)

for µγ -almost all πγ(x) ∈ γ , hence the equation is in particular true for µ-almost

all x ∈ X , since µγ({Cl : Cl ∈ γ, l ∈ L}) = µ

(⋃
Cl∈γ,l∈L Cl

)
.

4. Let A ∈B, then∫
γ

µC(C∩A) dµγ(C) = µ(A) = 0 ⇔ µC(C∩A) = 0 for µγ -a.e. C ∈ γ.

For B = B′ mod µ set N1 := B \B′ and N2 := B′ \B, then by the above µC(C∩
N j) = 0 for j = 1,2, hence

µC(C∩B) = µC(C∩ (B\N1∪N1)) = µC(C∩B\N1)+µC(C∩N1) =

= µC(C∩B′ \N2) = µC(C∩B′).

5. Let A ∈B fixed and denote

M := {x ∈ X |µπγ (x)(A∩πγ(x))≤ µπ
γ ′ (x)

(A∩πγ ′(x))}.

(This set is clearly measurable, since x 7→ πγ(x) and πγ(x) 7→ µπγ (x) are mea-
surable, and analogous for γ ′.) Let x ∈ M and C := πγ(x) and let C′ ∈ γ ′ such
that C = C′ mod µ , then either x ∈C4C′, which is a null-set, or x ∈C′. Now,
for µ-a.e. y ∈ C we know that y ∈ C′, hence in the case x ∈ C′ we see that
πγ ′(x) = πγ ′(y) and therefore µ-a.e. y ∈C lies in M, thus

πγ(x)⊆M mod µ , for a.e. x ∈M,

more precisely,

πγ(x)\ (πγ(x)4πγ ′(x))⊆M for a.e. x ∈M.

Analogously, πγ ′(x)\ (πγ(x)4πγ ′(x))⊆M for a.e. x ∈M. Thus by (4), for a.e.
x ∈M we get

µπγ (x)(πγ(x)∩M∩A) = µπγ (x)

(
πγ(x)\

(⋃
C∈γ

C4
⋃

C′∈γ ′
C′
)
∩A
)
=

= µπγ (x)(πγ(x)∩A).

Now,
µ(A∩M) =

∫
γ

µC(A∩C∩M)) d(µγ ◦π
−1
γ )(C) =

=
∫

X
µπγ (x)(A∩πγ(x)∩M) dµ(x) =

∫
X

µπγ (x)(A∩πγ(x)) ·1M(x) dµ(x).
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In the same way we deduce that

µ(A∩M) =
∫

X
µπ

γ ′ (x)
(A∩πγ ′(x)) ·1M(x) dµ(x).

Hence, ∫
M

µπγ (x)(A∩πγ(x)) dµ(x) =
∫

M
µπ

γ ′ (x)
(A∩πγ ′(x)) dµ(x),

which implies by the choice of M, that

µπγ (x)(A∩πγ(x)) = µπ
γ ′ (x)

(A∩πγ ′(x)) for µ-a.e. x ∈M .

And we can deduce the same result on Mc. So we have shown, that

µπγ (x)(A∩πγ(x)) = µπ
γ ′ (x)

(A∩πγ ′(x)) for µ-a.e. x ∈ X .

6. First note that φ−1(ζ ) is a measurable µ-partition of X . The last statement will
follow by the first and (5), if we verify that

φ
−1(ζ ) = γ mod µ,

but this follows by uniqueness of the generator (Lemma 1.2), since σ̃(φ−1(ζ )) =
φ−1(σ̃(ζ )) = φ−1(D) = C mod µ (because by Theorem 1.4 σ̃(ζ ) = D mod
ν = µ ◦φ−1).
Our first claim,

νπζ (φ(x)) = µπ
φ−1(ζ )(x)

◦φ
−1|πζ (φ(x)) for µ-a.e. x ∈ X ,

can be rewritten as

νπζ (φ(x)) = µφ−1(πζ (φ(x))
◦φ
−1|πζ (φ(x)) for µ-a.e. x ∈ X

since

(5) πφ−1(ζ )(x) = φ
−1(πζ (φ(x)) for µ-a.e. x ∈ X ,

because x ∈ φ−1(ζ )⇔ φ(x) ∈ ζ , hence πφ−1(ζ )(x) = (φ−1(ζ ))x = φ−1(ζφ(x)) =

φ−1(πζ (φ(x))). By uniqueness, it is sufficient to show that for fixed D ∈D,

ζ 3 Z 7→ µφ−1(Z)(φ
−1(Z∩D)) is measurable

and
ν(D) =

∫
ζ

µφ−1(Z)(φ
−1(Z∩D)) dνζ (Z).

By definition, ED : φ−1(Z) 7→ µφ−1(Z))(φ
−1(Z∩D)) is measurable w.r.t. Bφ−1(ζ ),

i.e. for every a≤ b, a,b ∈ [0,1] fixed, we have

E−1
D ([a,b]) =: {φ−1(Zk) : k ∈ K} ∈ Bφ−1(ζ ) = πφ−1(ζ )(σ̃(φ−1(ζ ))),

where K shall be the index set of those Zk ∈ ζ for which µφ−1(Zk))
(φ−1(Zk∩D))∈

[a,b]. This means that⋃
k∈K

φ
−1(Zk) = φ

−1
(⋃

k∈K

Zk

)
∈ σ̃(φ−1(ζ )) = φ

−1(σ̃(ζ )),
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thus ⋃
k∈K

Zk ∈ σ̃(ζ ).

(More precisely, we first obtain that φ−1
(⋃

k∈K Zk
)
= φ−1

(⋃
l∈L Zl

)
, for some⋃

l∈L,Zl∈ζ Zl ∈ σ̃(ζ ), but this implies that
⋃

k∈K φ−1(Zk)= φ−1
(⋃

k∈K Zk∩
⋃

l∈L Zl
)

=
⋃

j∈K∩L φ−1(Z j), since the elements of ζ are disjoint, hence L = K).
Therefore,

{Zk : k ∈ K} ∈ πζ (σ̃(ζ ) =Bζ ,

i.e. Z 7→ µφ−1(Z))(φ
−1(Z∩D)) is measurable w.r.t. Bζ .

Now, using the transformation formula, we get∫
ζ

µφ−1(Z)(φ
−1(Z∩D)) d(ν ◦π

−1
ζ

)(Z) =

=
∫

Y
µφ−1(πζ (y))

(φ−1(πζ (y))∩φ
−1(D)) d(µ ◦φ

−1)(y) =

=
∫

X
µφ−1(πζ (φ(x)))

(φ−1(πζ (φ(x)))∩φ
−1(D)) d(µ)(x) =

=
∫

X
µπ

φ−1(ζ )(x)
(πφ−1(ζ )(x)∩φ

−1(D)) d(µ)(x) = µ(φ−1(D)) = ν(D),

again due to identity (5).

Parallel to the above arguments, one can show

Theorem 1.11. Let (X ,B,µ) be a σ -finite complete standard measure space without
atoms such that µ(X) = ∞ and C a σ -finite complete sub-σ -algebra of B - thus by
Theorem 1.1 there is an essential isomorphism φ : (X ,C,µ) −→ (R,B(R),λ ) - then
there exists a standard measurable space (Y,Y) and a family of probability measures
{mr}r∈R on this space, such that there is an essential isomorphism

θ : (X ,B,µ)−→ (R×Y,B(R)⊗Y,µ)

with

µ(E×A) :=
∫

E
mr(A) dλ (r) =

∫
R

δr⊗mr(E×A) dλ (r), ∀E ∈B(R), A ∈Y,

and
θ
−1(B(R)×Y ) = φ

−1(B(R)) = C.

Note, that the map r 7→ δr⊗mr(Q) is measurable for fixed Q ∈B(R)⊗Y, hence the
above integration is defined.

There are some basic properties of measures of the form like µ above, which will
be useful later on:

Remark 1.5. Let (X ,X,η) be a σ -finite measure space such that ε := {{x}|x ∈
X ,{x} ∈ X} is a measurable µ-partition of X (e.g. let X be complete w.r.t. η), hence
X= σ̃(ε), and let (Z,A) be another measurable space on which a system of probability
measures Px are defined for η-a.e. x ∈ X . Then

ν(F) :=
∫

X
δx⊗Px(F) dη(x), ∀F ∈ X⊗A
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defines a measure on the product space (X ×Z,X⊗A), which4 satisfies the following
properties.

1. The measure ν is σ -finite: This follows directly by

ν(E×D)≤ η(E),

as Px ≤ 1 for E ∈ X, D ∈ A, and η since is σ -finite.
Further, if η is atomless, then so is ν : Atoms have to be of the form {x}×D, for
some D ∈ A, x ∈ X , but

ν({x}×D) =
∫
{x}

Px(D) dη(x) = Px(D) ·η({x}) = 0.

2. The special form of ν gives∫
X×Z

g(x,z) dν(x,z) =
∫

X

∫
Z

g(x,z) dPx(z) dη(x),

for every measurable map g : X×Z −→ [0,∞].

Proof. If g = 1F , for F ∈ X⊗A, then∫
X×Z

1F(x,y) dν(x,y) = ν(F) =
∫

X
(δx⊗Px)(F) dη(x) =

=
∫

X

∫
Z

∫
X

1F(z,y) dδx(z) dPx(y) dη(x) =
∫

X

∫
Z

1F(x,y) dPx(y) dη(x),

by using Fubini’s Theorem (see e.g. [12], Satz 14.16). By linearity we can de-
duce the claim for elementary functions (i.e. function of the from ∑

m
n=1 cn1Cn for

Cn measurable, cn ∈ R n,m ∈ N) and by approximation (this is standard method
of integration theory, which can be found in [12] for instance) we get the general
statement.

3. The canonical measures of ν w.r.t. ε × Z are nothing but the measures {δx⊗
Px}x∈X , i.e.

ν{x}×Z = δx⊗Px|{x}×Z for η-a.e. x ∈ X .

Proof. First note that πε : x 7→ {x}, x ∈ X is an isomorphism (π−1
ε is measurable

since X= σ̃(ε) = σ(Sn : n∈N) for {Sn : n∈N} a generating set of ε and clearly
πε(Sn) ∈ πε(σ̃(ε)) = Xε ).
By uniqueness of a canonical system we just have to check the defining proper-
ties: For fixed Q ∈ X⊗A

{y}×Z 7→ {y} 7→ y 7→ δy⊗Py(Q) is measurable,

since the projection p1 to the first coordinate and π−1
ε are measurable. It is left

to show that

ν(Q) =
∫

ε×Z
δy⊗Py(({y}×Z)∩Q) d(ν ◦π

−1
ε×Y )({y}×Z).

4In particular, all this is true for every product measure ν = µ1 ⊗ µ2, with µ1 a σ -finite measure on
(X ,X) and µ2 a probability measure on (Z,A), since µ1 ⊗ µ2(F) =

∫
X µ2({z ∈ Z : (x,z) ∈ F}) dµ1(x) =∫

X δx⊗µ2(F) dµ1(x) for every F ∈ X⊗A (see e.g. [7]), hence, with the notation above, Px := µ2, ∀x ∈ X .

23



By the transformation formula and the fact that y = π−1
ε (p1({y}×Z)), the right

hand side is∫
X×Z

δ
π
−1
ε (p1(πε×Z(x,z)))

⊗P
π
−1
ε (p1(πε×Z(x,z)))

(πε×Z(x,z)∩Q) dν(x,z) =

=
∫

X×Z
δx⊗Px(({x}×Z)∩Q) dν(x,z) =

∫
X×Z

δx⊗Px(Q) dν(x,z),

which by (2) is equal to∫
X

∫
Z

δy⊗Py(Q) dPy(y) dη(y) =
∫

X
δy⊗Py(Q) dη(y) = ν(Q),

since Py is a probability measure.

1.5 Some examples of infinite measure systems
There are well-studied ([6], [14], [21], [26] and many more) examples of dynamical
systems with infinite measure. In this section we will roughly introduce a few of them,
and turn back to them later on, when considering the entropy.

There is a wide class of dynamical systems, which turned out to behave quite nicely.
This class has been studied by Maximilian Thaler, [21], therefore, we will call them
just Thaler-maps.

Definition ([21]). A transformation T on [0,1] is called Thaler-map, if there exists a
countable λ -partition β = {Bi : i ∈ I} of [0,1], with |I| ≥ 2, such that:

1. For all i ∈ I, we have that T |Bi is twice differentiable, the closure of T Bi (w.r.t.
the usual metric in R) is equal to [0,1] and Bi contains one and only one fixed
point, denoted by yi. Moreover, |{y ∈ X : T ′(y) = 1}| is finite.

2. For every ε > 0 there exists a ρ(ε) > 1 in R such that T ′(x) ≥ ρ(ε) > 1 for all
x ∈

⋃
i∈I Bi \

⋃
i∈I(yi− ε,yi + ε). Further, there shall exist an η > 0 such that T ′

is increasing on Bi∩ (yi,yi +η) and decreasing on Bi∩ (yi−η ,yi) for i ∈ I.

3. There is a constant A < ∞ in R such that | T ′′(x)
(T ′(x))2 | ≤ A for all x ∈

⋃
i∈I Bi.

There is a strong result about this class of systems, namely, that every Thaler-
map has an invariant measure, which is equivalent to λ , and the system is ergodic and
conservative w.r.t. that measure. (See [21] for a proof.)

Example 1.2 (Boole’s Transformation). The map T x := x− 1
x on R is called Boole’s

transformation. The system (R,B(R),λ ,T ) is measure-preserving, conservative, er-
godic and λ (R) = ∞. (Ergodicity can be obtained by looking at the induced transfor-
mation TY with Y = [− 1√

2
, 1√

2
], confer [27].) Further, one can show that

(R,B(R),λ ,T )≈ ((0,1),B((0,1)),η ,S)

where

S(x) :=


x(1− x)

1− x− x2 for x ∈ (0, 1
2 ),

1−S(1− y) =
2x−1

3x− x2−1
for x ∈ ( 1

2 ,1),
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for x ∈ (0,1) and

η([a,b]) :=
∫ b

a

( 1
(1− x)2 +

1
x2

)
dx

for a < b in (0,1). Note, that η is S-invariant and, still, η((0,1)) = ∞, caused by the in-
different fixed points 0 and 1 with S′(0)= 1, S′(1)= 1. Moreover, ((0,1),B((0,1)),η ,S)
is a Thaler-map. (See [26] for more details.)

Example 1.3 (Markov shifts).

1. Markov shifts: Let (Yn)n∈N0 be a Markov chain with discrete time steps with
values in a countable state space Σ := {a1,a2, . . .}, defined on some probability
space (Ω,C,P) i.e. Yn : Ω −→ Σ is C-P(Σ)- measurable and P(Yn+1 = b|Yn =
a,Yn−1 = ain−1 , . . . ,Y0 = ai0) = P(Yn+1 = b|Yn = a) = pab for a,b,ain−1 , . . . ,ai0 ∈
Σ, ∀n ∈ N0. The probabilities pab of going from state a to state b (called tran-
sition probabilities) form a stochastic matrix (paia j)i, j∈N. Further, let uai be the
probability of starting at state ai such that uai = ∑a∈Σ ua paai for every i ∈N (sta-
tionary distribution).
Formally, let us consider (X ,C,µ,S) with X :=ΣN, A :=σ([ai1 . . .ain ] : ai1 . . . ,ain
∈ Σ,n∈N) for [ai1 . . .ain ] := {x = (x1,x2, . . .)∈ X : xi = aik ,∀k ∈ {1, . . . ,n}} and
µ([ai1 . . .ain ]) := uai1

pai1 ai2
. . . pain−1 ain

for all ai1 . . . ,ain ∈ Σ, n ∈ N (note that
this indeed defines a unique measure on (X ,B) since {[ai1 . . .ain ] : ai1 , . . . ,ain ∈
Σ,n ∈N} is an intersection-stable, σ -finite generator of B), and S the shift on X ,
i.e. S((ai1 ,ai2 ,ai3 , . . .)) := (ai2 ,ai3 , . . .).
This defines a Markov process: µ(Xn = b | X1 = a1, . . . ,Xn−2 = ain−2 ,Xn−1 =

a]) =
uai1

pai1
ai2

...pain−2
a pab

uai1
pai1

ai2
...pain−2

a
= pab = µ(Xn = b|Xn−1 = a), for Xn the random vari-

able assigning to each chain x = (x0,x1, . . .) ∈ X its nth entry xn.
Clearly, S is measure-preserving, since for i1, . . . , in ∈ N, n ∈ N,

µ(S−1[ai1 . . .ain ]) = µ

(⋃
a∈Σ

[aai1 . . .ain ]
)
= ∑

a∈Σ

µ([aai1 . . .ain ])) =

= ∑
a∈Σ

ua paai1
pai1 ai2

. . . pain−1 ain
= uai1

pai1 ai2
. . . pain−1 ain

= µ([ai1 . . .ain ]),

because uai = ∑a∈Σ ua paai .
Moreover, if the Markov chain is null-recurrent, then S is conservative (see e.g.
[14] and references given there). Further, if we assume that from every state one
can go to any other state, that is, the process is irreducible, then S is ergodic.

2. Renewal chains: Let us consider a renewal chain on N, in that, starting at state 1
the probability to go to state m ∈ N shall be positive, say fm, and ∑m∈N fm = 1.
Being at state m the probability to go to state m− 1 shall be 1 for every n ∈ N.
So we obtain the stochastic matrix

(pi j)i, j∈N =


f1 f2 f3 . . .
1 0 0 . . .
0 1 0 . . .
...

 ,

for pi j denoting the probability of going from state i to state j. Clearly, this
defines an irreducible and recurrent process.
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The starting probabilities (um)m∈N shall fulfill um = ∑i∈N ui pim for every m∈N,
hence in our setting,

um = ∑
i∈N

ui pim = u1 fm +um+1, ∀m ∈ N.

We want to start at state 1 with probability 1, therefore the above recursion is
um+1 = um − fm. So, for m ≥ 2, we have um+1 = um−1 − fm−1 − fm = . . . =
u1−∑

m
k=1 fk = 1−∑

m
k=1 fk = ∑

∞
l=1 fl−∑

m
k=1 fk = ∑

∞
l=m+1 fl , i.e.

um = ∑
l≥m

fl .

Let (X ,B,µ,S) be the corresponding shift space as in Example (1) above. We
have

µ(X) = µ

( ⋃
n∈N

[n]
)
= ∑

n∈N
µ([n]) = ∑

n∈N
un =

=
∞

∑
n=1

∑
k≥n

fk = ∑
k≥1

fk + ∑
k≥2

fk + ∑
k≥3

fk + . . .= f1 +2 f2 +3 f3 + . . .=
∞

∑
k=1

k fk.

We are interested in the case when µ(X) = ∞, hence we want ∑
∞
k=1 k fk to be

infinite. So, set, for example,

fk := ck−1−α for some α ∈ (0,1) and c ∈ (0,∞) constant.

(Of course, it would be enough to assume that fk is asymptotically equivalent to
ck−1−α .) Then, clearly, ∑

∞
k=1 k fk = c∑

∞
k=1

1
kα = ∞. Moreover, this process then

is null-recurrent, since fk is also the probability to return to 1 in exactly k steps,
thus if 1 is recurrent and ∑

∞
k=1 k fk = ∞, then 1 is null-recurrent by [8], hence the

system is null-recurrent, since 1 is recurrent and 1 is the only state to start with
(with positive probability). Thus, the shift S is conservative and ergodic.
Let us consider Y := [1] = {(1,a2,a3 . . .) ∈ X : ai ∈ N, i = 2,3 . . .}, the set of
all chains starting at the state 1. This set has positive finite measure: µ(Y ) =
µ([1]) = ∑a∈N u1 p1a = u1 = 1. Moreover, since the system is conservative and
ergodic, we get that Y is a sweep-out set (confer Remark 1.3). So, (Y,B∩
Y,µ|Y ,SY ) is a conservative and ergodic dynamical system with a probability
measure, by Proposition 1.1.

3. Random walk on Z: Let us now consider a Markov chain which behaves very
randomly, namely the random walk on Z with pii+1 =

1
2 = pii−1 and ui = 1 for

every state i in Z. (Then, obviously, the condition ui = ∑ j∈Z u j p ji =
1
2 ui−1 +

1
2 ui+1 is fulfilled.) This process is obviously irreducible. Moreover, it is well
known, that this process is null-recurrent. Hence the corresponding shift space is
conservative and ergodic with infinite measure. (Clearly, µ(X) = ∑i∈Z ui = ∞.)

1.6 Prerequisites from probability theory
Now let us consider a probability space (Ω,A,P). A family of real-valued random
variables (Xn)n∈N0 (i.e. Xn : Ω −→ R measurable) is called a (sub-)martingale w.r.t.
to a filtration (Fn)n∈N0

(i.e. Fn are sub-σ -algebras of A and Fn ⊆ Fn+1, ∀n ∈ N0),
if Xn is Fn-measurable for every n ∈ N0, E[|Xn|] < ∞, ∀n ∈ N0, and E[Xn|Fm] = Xm
(resp. E[Xn|Fm]≥ Xm), for all m < n, m∈N0. For such concepts we have the following
convergence result, proven e.g. in [12], Satz 11.4.
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Theorem 1.12 (Martingale convergence). For every sub-martingale (Xn)∈N0 w.r.t. a fil-
tration (Fn)n∈N0 , with supn∈N0

E[max(Xn,0)]< ∞, there is a σ
(⋃

n∈N0
Fn
)
-measurable

random variable X∞ with E[|X∞|]< ∞ and Xn −→ X∞ a.e. for n→ ∞.

1.6.1 Random measures

We will shortly introduce the concept of random measures which will be useful later
on. For a detailed elaboration we refer to [29] or [12].

Definition. Let (Ω,A,P) be a probability space and (X ,B) a measure space. A map

Z : Ω×B−→ R

is called a random measure on (X ,B), if

• for every fixed B ∈ B the map ω 7→ Z(ω,B) for ω ∈ Ω is measurable, i.e.
Z(·,A) =: Z(A) is a random variable, and

• for every fixed ω ∈Ω the map B 7→Z(ω,B) for B∈B defines a measure Z(ω, ·)=:
Zω on (X ,B).

Random measures on the real line can be identified with choosing points randomly
as the next Theorem (given e.g. in [29]) points out

Theorem 1.13. Let Z be a random measure on ([0,∞),B([0,∞))) which takes values
in N0 such that Z([0, t])< ∞ almost everywhere for t ∈ [0,∞), then there are countably
many random variables X1,X2, . . . taking values in ([0,∞],B([0,∞])) with

Z([0, t]) =
∞

∑
n=1

1[0,t] ◦Xn =
∞

∑
n=1

δXn(·)([0, t]) almost everywhere,

for t ∈ [0,∞).
(For a measure space (X ,B), let δx denote the Dirac measure for x ∈ X, as usual
defined as δx(B) := 1 if x ∈ B and equal to zero if x /∈ B, for B ∈B.)

The proof follows [29]:

Proof. Let (Ω,A,P) denote the underlying probability space of Z. For ω ∈Ω define

Xn(ω) := inf{s ∈ [0,∞] : Z(ω, [0,s])≥ n},

for each n ∈ N. We set inf /0 := ∞. The map Xn is a random variable on (Ω,A,P) since
for t ∈ [0,∞] we have

{Xn ∈ [0, t]}= {inf{s ∈ [0,∞] : Z([0,s])≥ n} ≤ t}= {∃s ∈ [0, t] : Z([0,s])≥ n}=

= {Z([0, t])≥ n} ∈ A

(since Z([0, t]) is a random variable), because Z([0,s]) ≤ Z([0, t]) for s ≤ t, as Zω is a
measure.
Further, Xn≤Xn+1, for every n∈N: This is obvious, since Z([0, t])≤ n+1⇒Z([0, t])≤
n.
Consider Ω′ := Ω \ {ω ∈ Ω|∃t ∈ [0,∞) : Z(ω, [0, t]) = ∞}. This set is measurable be-
cause, since {ω ∈ Ω|Z(ω, [0, t]) < ∞} ⊇ {ω ∈ Ω|Z(ω, [0,m]) < ∞} for m ∈ N with
m≥ t, we can write Ω′ =

⋂
m∈N{ω ∈Ω|Z(ω, [0,m])< ∞} ∈A. And by assumption we
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get Ω = Ω′ mod P. Since by assumption Z takes only values in N0, we have for ω ∈Ω′

that Z(ω, [0, t]) ∈ N, for fixed t ∈ [0,∞), thus for ω ∈Ω′ we can write

∞

∑
n=1

1{Xn≤t}(ω) =
∞

∑
n=1

1{Z([0,t])≥n}(ω) =

= 1{ω∈Ω:Z(ω,[0,t])≥1}(ω)+1{ω∈Ω:Z(ω,([0,t])≥2}(ω)+ . . .= Z(ω, [0, t]),

i.e. Zω = ∑
∞
n=1 δXn(ω) on {[0, t] : t ∈ [0,∞)}, which generates B([0,∞)) and is stable

under intersections and Zω is σ -finite on it. Hence by uniqueness of measures ([28],
Satz 2.4) we get Zω = ∑

∞
n=1 δXn(ω) on B([0,∞)) for ω ∈ Ω′, thus for almost every

ω ∈Ω we get Zω = ∑
∞
n=1 δXn(ω).

For random measures on R, we just need to extend the defining sequence of ran-
dom variables canonically: Let Z be an N0-valued random measure on (R,B(R)) with
Z([a,b])< ∞ almost surely for every a≤ b ∈ R, then

Z = ∑
k∈Z\{0}

δXk almost everywhere,

for countably many random variables Xk taking values in R := R∪{−∞}∪{∞}. In-
deed, if we additionally define

X−n(ω) := sup{r ∈ [−∞,0) : Z(ω, [r,0))≥ n}

for n∈N, ω ∈Ω, then, as above, we get for a≤ b in R and ω ∈Ω′ := {ω ∈Ω|Z(ω, [a,b])
< ∞, ∀a≤ b ∈R}=

⋂
m∈N{ω ∈Ω|Z(ω, [0,m])< ∞}∩

⋂
m∈N{ω ∈Ω|Z(ω, [−m,0])<

∞}

∑
k∈Z\{0}

δXk(ω)([a,b]) = ∑
n∈N

δXn(ω)([a,b]∩ [0,∞))+ ∑
n∈N

δX−n(ω)([a,b]∩ (−∞,0)) =

= Z(ω, [a,b]∩ [0,∞))+Z(ω, [a,b]∩ (−∞,0)) = Z(ω, [a,b]).

In fact, we get

Corollary 1.2. The above Theorem is still true for random measures on standard
spaces, i.e. let Z be an N0-valued random measure on some standard measurable space
(X ,B) such that

∫
Ω

Z(ω) dP(ω) - called the intensity of Z - is σ -finite, then there are
countably many random variables Xi for i ∈ Z, with values in (X ∪{χ},σ(B∪{χ})),
for some χ /∈ X, such that X ∪{χ} is contained in some separable complete space w.
r. t. the same metric as X, which determine Z, i.e.

Z = ∑
i∈Z

δXi .

Proposition 1.4. The distribution P◦Z−1 of a random measure Z on (X ,B) is uniquely
determined, if P ◦Z−1 is given on

{⋂l
i=1 N−1

Bi
(E) : E ∈ E, B1, . . .Bl ∈B disjoint , l ∈

N
}

, where E is an intersection-stable generator of B(R) and NB the evaluation map,
NB(ν) = ν(B) for every measure ν on (X ,B), NB : {ν measure on (X ,B)} −→ [0,∞].

This result is proven e.g. in [29].

Since Zω is a measure for ω ∈ Ω we can consider integrals w.r.t. Zω . Especially,
Zω(B) =

∫
1B dZω , for B ∈B. This leads to the notion of a random integral:
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Definition. Let Z be a random measure on (X ,B) and f : X −→ [0,∞] a measurable
function. The map

Z( f ) :=
∫

f dZ : ω 7→
∫

f dZω ,

for ω ∈Ω, is called the random integral of f w.r.t. Z.

One can show that the random integral is measurable.

With the above definition we can adapt the Laplace transform of measures to ran-
dom measures:

Definition. The Laplace functional of Z is defined by

ΨZ( f ) := E
[
e−

∫
f dM

]
=
∫

e−
∫

f dM dP,

for f : (X ,B)−→ [0,∞] measurable.

This definition is as useful as the usual one for (non-random) measures (for a proof
see e.g. [12], Satz 24.7):

Proposition 1.5. The Laplace functional of Z uniquely determines the distribution P◦
Z−1 of Z.

2 The Poisson suspension
In this chapter let (X ,B,µ) be a σ -finite standard measure space.
We will construct a standard probability space out of (X ,B,µ) together with a trans-
formation which will inherit important properties from T . The possibility to switch
from an infinite space to a special probability space bears some advantages (especially
for handling the notion of entropy).

2.1 Construction and basic properties
Let us consider the set

X? := {ν : B−→ N0|ν measure on X}.

For any fixed B ∈ B, we want the function NB : X? −→ N0, NB(ν) := ν(B), which
assigns to each measure ν ∈ X? its evaluation at B, to be measurable. So we equip X?

with the generated σ -algebra

B? := σ(NB : B ∈B).

The Poisson distribution with parameter λ will be denoted by Poiλ , i.e. Poiλ (n) =

e−λ
λ n

n!
for n ∈ N0. We set Poiλ (∞) := 0 and Poi∞ := δ∞.

The following proposition provides a special probability measure on (X?,B?).

Proposition 2.1. Let (X ,B,µ) be a σ -finite standard measure space and (X?,B?)
constructed as above. There exists a unique probability measure µ? on (X?,B?), such
that

29



• for any fixed l ∈N, if with B1, . . . ,Bl ∈B are pairwise disjoint, then the random
variables NB1 , . . . ,NBl are independent, and

• NB is Poisson distributed with parameter µ(B) for every B ∈B, i.e.

µ
?[NB = n] = Poiµ(B)(n) = e−µ(B) µ(B)n

n!
, ∀n ∈ N0.

Proof. To obtain a probability measure µ? on X? with the above properties, we will
use a construction by [12] (Satz 24.12) of a probability space (Ω,A,P) and a random
measure Z : Ω×B−→ N0, such that

P◦Z−1 = µ
?.

We first consider the case µ(X)< ∞. (As usual we will disregard the case µ(X) = 0.)
In this setting, we can define a probability measure η on (X ,B) by η(B) := µ(B)

µ(X) ,
for B ∈B. Roughly speaking, we want to consider randomly many randomly picked
points in (X ,B,µ). In order to do so we consider the infinite product space

(Ω,A,P) := (N0,P(N0),Poiµ(X))⊗ (X ,B,η)⊗ (X ,B,η)⊗ . . .

for η := µ(·)
µ(X) the normalized measure. (The set P(M) denotes the power set of a set

M.) By construction, the projections Yj of (Ω,A,P) to (N0,P(N0),Poiµ(X)) for j = 0,
respectively to (X ,B,η) for j = 1,2, . . ., are independent random variables, which
satisfy PY0 = Poiµ(X) and PY j = η , for j ≥ 1.
Now, we define

Z(B) :=
Y0

∑
j=1

1B ◦Yj

for B ∈B, where we define ∑
0
j=1 := 0 (and we set ∏

0
j=1 := 1 for later purposes). This

is an N0-valued random variable on (Ω,A,P) and Z(ω) = ∑
Y0(ω)
j=1 δY j(ω) is a measure

on (X ,B) for every ω ∈Ω.
We show that Z(B) is Poisson distributed for fixed B∈B. To this end, we can use char-
acteristic functions (since N0 can be embedded in R by mapping ∞ to a fixed real but
not natural number, hence we are allowed to treat Z(B) and Y0 like real valued random
variables). The random variables 1B ◦Y1,1B ◦Y2, . . . are independent and all Bernoulli
distributed with parameter η(B), because Y1,Y2, . . . are independent and P[1B ◦Yj =
1] = P[Yj ∈ B] = PY j(B) = η(B) and P[1B ◦Yj = 0] = P[Yj /∈ B] = η(Bc) = 1−η(B)
for j = 1,2, . . .. So by P[Y0 = ∞] = Poiµ(X)(∞) = 0 and the convention 0 ·∞ := 0, we
obtain

ϕZ(B)(t) := E[ei<t,Z(B)>] =
∞

∑
m=0

E[1[Y0=m]e
it(1B◦Y1+...+1B◦Ym)]+P[Y0 = ∞]E[e∞] =

=
∞

∑
m=0

P[Y0 = m]
m

∏
j=1

E[eit1B◦Y j ] =
∞

∑
m=0

Poiµ(X)(m)
m

∏
j=1

ϕ1B◦Y j(t) =

=
∞

∑
m=0

e−µ(X) µ(X)m

m!
(
ϕ1B◦Y1(t)

)m
= exp

(
µ(X)ϕ1B◦Y1(t)−µ(X)

)
=

= exp
(
µ(X)(1−η(B)+η(B)eit −1)

)
= exp

(
µ(B)(eit −1)

)
∀t ∈ R,
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which is the characteristic function of the Poisson distribution with parameter µ(B),
hence we get

PZ(B) = Poiµ(B),

since characteristic functions uniquely determine a distribution.
We claim that Z(B1), . . . ,Z(Bl) are independent, for pairwise disjoint sets B1, . . . ,Bl
∈B, for fixed l ∈N. Indeed, the tuples (1B1 ◦Y1, . . . ,1Bl ◦Y1),(1B1 ◦Y2, . . . ,1Bl ◦Y2), . . .
defined on Ω are independent, identically distributed and independent of Y0, so a similar
computation as above leads to

ϕ(Z(B1),...,Z(Bl))(t1, . . . , tl) = exp
(
µ(X)(ϕ(1B1◦Y1,...,1Bl ◦Y1)(t1, . . . , tl)−1)

)
=

= exp
(

µ(X)
(∫

Ω

exp
(

i
l

∑
k=1

tk1Bk ◦Y1

)
dP−1

))
=

= exp
(

µ(X)
( l

∑
k=1

eitk P(Y−1
1 (Bk))+P

(
Y−1

1

(( l⋃
k=1

Bk)
c
))
−1
))

=

= exp
(

µ(X)
( l

∑
k=1

η(Bk)(eitk −1)
))

= exp
( l

∑
k=1

µ(Bk)(eitk −1)
)
=

=
l

∏
k=1

ϕZ(Bk)(tk),

since Z(Bk) is Poisson distributed with parameter µ(Bk), for all k = 1, . . . , l. (In the
third equality disjointedness of B1, . . . ,Bl is used.) As a standard result of probability
theory (see for instance [2]), independence follows.

The map Z : Ω−→ X?, which assigns to each element ω of Ω the N0-valued mea-
sure Z(ω), is measurable, since Z−1(N−1

B ({n})) = {ω ∈ Ω|NB(Z(ω)) = n} = {ω ∈
Ω|Z(ω)(B) = n} = Z(B)−1({n}) ∈ A, for all n ∈ N0 and all B ∈ B (and preimages
respect set-operations). In particular, we have

(6) NB ◦Z = Z(B).

Now, we are finally ready to define a probability measure on (X?,B?) by

µ
? := PZ ,

i.e. µ? : X? Z−1
−−→Ω

P−−→ [0,1].
From what we have shown before we can easily deduce the claimed properties: For all
n ∈ N0 and B ∈B we see that

µ
?[NB = n] = P(Z−1(N−1

B ({n}))) = P(Z(B)−1({n})) = Poiµ(B)(n),

due to (1) and the construction of Z on (Ω,A,P), which also gives

µ
?[NB1 = n1, . . . ,NBl = nl ] = P

(
Z−1

( l⋂
k=1

N−1
Bk

({nk})
))

= P
( l⋂

k=1

Z(Bk)
−1({nk})

)
=

=
l

∏
k=1

P(Z(Bk)
−1({nk})) =

l

∏
k=1

P(Z−1(N−1
Bk

({nk}))) =
l

∏
k=1

µ
?[NBk = nk],
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for B1, . . . ,Bl pairwise disjoint sets in B and n1, . . . ,nl ∈ N0 with l ∈ N fixed.
We now consider the general case µ(X) ∈ (0,∞].

Since (X ,B,µ) is σ -finite, there exists an increasing sequence (Cm)m∈N in B, such
that µ(Cm)< ∞ and ∪∞

m=1Cm = X . Define

µ1(B) := µ(C1∩B) and µm(B) := µ((Cm \Cm−1)∩B),

for m≥ 2, B∈B. Applying the above construction to this finite measures on X , we ob-
tain for every m∈N a probability measure µ?

m on (X?,B?) such that µ?
m◦NB = Poiµm(B)

for all B ∈B and µ?
m[NB1 = n1, . . . ,NBl = nl ] = ∏

l
k=1 µ?

m[NBk = nk] for all disjoint sets
B1, . . . ,Bl ∈ B, l ∈ N and for all n1, . . . ,nk ∈ N0. Denote by Wm the projection of
(Ξ,C,Q) :=

⊗
n∈N(X

?,B?,µ?
n ) to (X?,B?,µ?

m), for all m = 1,2, . . .. Analogous to (1)
we have NB ◦Wm =Wm(B), when setting Wm(B)(x) :=Wm(x)(B) for x ∈ Ξ and B ∈B.
Define W := ∑

∞
m=1 Wm (again a random measure), then by

µ
? := QW ,

we get a probability measure on (X?,B?), which satisfies the postulated properties.
Indeed, independence of W1,W2, . . . yields independence of W1(B),W2(B), . . ., since
Wm(B) = NB ◦Wm, m ∈ N and NB is measurable, for fixed B ∈B. Therefore

µ
? ◦N−1

B = Q◦W−1 ◦N−1
B = QW (B) = Q∑

∞
m=1 Wm(B) = QW1(B) ∗QW2(B) ∗ . . .=

= µ
?
1 ◦N−1

B ∗µ
?
2 ◦N−1

B ∗ . . .= Poiµ1(B) ∗Poiµ2(B) ∗ . . .= Poi∑∞
m=1 µm(B) = Poiµ(B),

for all B ∈B.
Furthermore, Wm(B1), . . . ,Wm(Bl) are independent for disjoint sets B1, . . . ,Bl ∈B and
fixed m ∈ N, because

Q
( l⋂

k=1

W (Bk)
−1({nk})

)
= Q

(
W−1

m

( l⋂
k=1

N−1
Bk

({nk})
))

= µ
?
m

( l⋂
k=1

N−1
Bk

({nk})
)
=

=
l

∏
k=1

µ
?
m(N

−1
Bk

({nk})) =
l

∏
k=1

Q(Wm(Bk)
−1({nk})).

Thus ∑
∞
m=1 Wm(B1), . . . ,∑

∞
m=1 Wm(Bl) are independent for disjoint sets B1, . . . ,Bl ∈B,

since by definition W1(Bi1),W2(Bi2), . . . are independent for all i1, i2 . . . ∈ {1, . . . , l}. So
we compute

µ
?
( l⋂

k=1

N−1
Bk

({nk})
)
= Q

( l⋂
k=1

W (Bk)
−1({nk})

)
=

l

∏
k=1

Q(W (Bk)
−1({nk})) =

=
l

∏
k=1

µ
?(N−1

Bk
({nk})) ∀n1, . . . ,nl ∈ N0.

Hence, NB1 , . . . ,NBl are independent with respect to µ?.

The uniqueness of µ? follows by Proposition 1.4, since µ?
(⋂l

k=1 N−1
Bk

({nk})
)
=

∏
l
k=1 µ?(N−1

Bk
({nk})) = ∏

l
k=1 Poiµ(Bk)(nk) for all disjoint B1, . . . ,Bl ∈B, n1, . . . ,nl ∈

N0 with l ∈ N.

The above constructed measure space (X?,B?,µ?) will be called Poisson suspen-
sion of (X ,B,µ) in the following.

32



Remark 2.1.

1. Note, that the intensity of the random measure Z, respectively W in the proof
above is nothing else than the measure µ , since∫

Ω

Z(B)(ω) dP(ω) =
∫
N0

n d(P◦Z(B)−1)(n) = ∑
n∈N0

n ·Poiµ(B)(n) =

= e−µ(B)
∑

n∈N

µ(B)n

(n−1)!
= e−µ(B)

∑
n∈N0

µ(B)n

n!
µ(B) =

= e−µ(B)eµ(B)
µ(B) = µ(B),

if µ(B) 6= ∞, and
∫

Ω
Z(B)(ω) dP(ω) = ∞ ·Poiµ(B)(∞) = ∞, if µ(B) = ∞, for

B ∈B. The same is true for W (w.r.t. the space (Θ,C,Q) of the proof above).
From now on we will only write Z and (Ω,A,P), meaning both Z on (Ω,A,P)
and W on (Ξ,C,Q). Using the transformation formula and µ? := P◦Z−1, we can
rewrite the above integration as∫

X?
ν dµ

?(ν) =
∫

Ω

Z(ω) dP(ω) = µ.

Since µ is σ -finite, by Corollary 1.2, the random measure Z is given by

Z(ω) = ∑
i∈Z

δXi(ω)

for random variables Xi with values in (X ,B).
Note, that Z(A1), . . . ,Z(An) are independent random variables, for A1, . . . ,Al ∈B
disjoint and Z(A) is Poisson distributed with parameter µ(A) for A ∈B.

2. Further, µ?-a.e. element ν of X? is given by Z(ω) (respectively W (ω)) for some
ω ∈Ω, i.e. by (1) we get

ν = Z(ω) = ∑
j∈Z

δX j(ω).

Indeed, {Z(ω) : ω ∈ Ω} ⊆ X? and µ?({Z(ω) : ω ∈ Ω}) = P(Z−1({Z(ω) : ω ∈
Ω})) = P(Ω) = 1, hence X? = {Z(ω) : ω ∈Ω} mod µ?.

3. Observe, that for B ∈B

µ(B) = 0 ⇔ µ
?({ν ∈ X?|ν(B) = 0}) = 1,

i.e. µ(B) = 0 if and only if µ?-a.e. ν ∈X? fulfills ν(B) = 0. This follows directly
by the definition of µ?:

µ
?(N−1

B ({0})c) = µ
?
( ⋃

n∈N

N−1
B ({n})

)
= ∑

n∈N
e−µ(B) µ(B)n

n!
= 0 ⇔ µ(B) = 0

for B ∈ B with µ(B) 6= ∞. If µ(B) = ∞, then we obtain µ?(N−1
B ({0})c) =

∑n∈N Poi∞(n) = 1 6= 0.
This implies that for A,B ∈B we have A = B mod µ if and only if A = B mod ν

for µ?-a.e. ν ∈ X?.
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The following Lemma (given e.g. in [10], Lemma 2.1) guarantees that almost every
measure of X? assigns at most mass 1 to each point of X , provided the space bears no
atoms.

Lemma 2.1. Let (X ,B,µ) be a σ -finite standard space without atoms and (X?,B?,µ?)
its Poisson suspension, then

µ
?({ν ∈ X?|∃x ∈ X : ν({x})≥ 2}) = 0.

Remark 2.2. The above Lemma in particular implies, that in that case for µ?-a.e.
ν ∈ X? the above notation ν = ∑i∈Z δXi(ω) is unique, since ν({x}) ≤ 1 for all x ∈ X
implies that ν({Xi(ω)}) = 1, and therefore it cannot happen that Xi(ω) = X j(ω) for
i 6= j in Z, i.e. the random variables Xi are up to permutation of the indices uniquely
determined. The sets {Xi(ω)} are precisely the atoms of ν .
Since {Xi(ω)}i∈Z only depends on ν , we can also write xi(ν)∈ X instead of Xi(ω), i.e.

ν = ∑
i∈Z

δxi(ν).

Remark 2.3. Note that the Possion extension (X?,B?,µ?) of a standard measure
space (X ,B,µ) is again a standard measure space, according to [18].

Lemma 2.2. Let Z be a random measure corresponding to µ? (i.e. with the notation
of the proof of Proposition 2.1 we mean either Z or W), then the Laplace functional of
Z is given by

ΨZ( f ) = exp
(
−
∫
(1− e− f ) dµ

)
for every f : X −→ [0,∞].

For a proof we refer to [12], Satz 24.10.

Remark 2.4. Note that the Laplace functional

ΨZ( f ) =
∫

Ω

[
exp
(
−
∫

X
f (x) dZ(ω)(x)

)]
dP(ω)

of a random measure Z, corresponding to µ? = P◦Z−1 as above, can also be written as

Ψµ?( f ) := ΨZ( f ) =
∫

X?

[
exp
(
−
∫

X
f (x) dν(x)

)]
dµ

?(ν),

by using the transformation formula5 w.r.t. Z, and since by Remark 2.1 (2), Z(Ω) = X?

mod µ?. In this case we will call the Laplace functional of Z also the Laplace functional
of µ?.
Regarding this, the above Lemma can be stated as∫

X?

[
exp
(
−
∫

X
f (x) dν(x)

)]
dµ

?(ν) = exp
(∫

X

[
exp(− f (x))−1

]
dµ(x)

)
.

This identity will be very useful later on.

5Note that the map g : ν 7→
∫

f dν is measurable: For f = 1B with B ∈B we have g−1([a,b]) = {ν ∈
X? :

∫
1B dν ∈ [a,b]} =

⋃
n∈N0 ,n∈[a,b] N

−1
B ({n}) ∈B? and and if f = ∑i∈I ci · 1Bi , for Bi ∈B, i ∈ I count-

able, then g−1([a,b]) =
⋃

ni∈N0 ,∑i∈I ci·ni∈[a,b]
⋂

i∈I N−1
Bi

({ni}) ∈B?, and the general case follows by the usual
approximation argument for measurable functions.
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The Poisson suspension respects isomorphisms:

Remark 2.5. Let (X ,B,µ), (Z,A,η) be two σ -finite standard spaces, then

(X ,B,µ)≈ (Z,A,η) ⇒ (X?,B?,µ?)≈ (Z?,A?,η?),

where ≈ stands for (essential) isomorphic to. Indeed, let ψ : (X ,B,µ) −→ (Z,A,η)
be an (essential) isomorphism, then

ψ
? : X? −→ Y ?, ψ

?(ν) := ν ◦ψ
−1 for ν ∈ X?

provides an (essential) isomorphism: First note that, though ψ might be only up to a
null-set defined on Y and X , we can extend ν ◦ψ−1, for µ?-a.e. ν ∈ X? and η ◦ψ , for
η?-a.e. η ∈ Y ?, to measures on whole Y and X , respectively, since by Remark 2.1 (3)

µ(N) = 0 ⇔ ν(N) = 0 for µ
?-a.e. ν ∈ X?,

for N ∈ B and analogously for λ . Clearly, ψ? is bijective, because ψ is so, thus
for η ∈ Y ? we have ψ?−1(η) = ψ?−1(η ◦ψ ◦ψ−1) = η ◦ψ . Moreover, ψ? and
ψ?−1 are measurable, as ψ and ψ−1 are: for every R ∈ A and n ∈ N0, we compute
ψ?−1(N−1

R ({n})) = {ν ∈ X? : ψ?(ν)(R) = n}= N−1
ψ−1(R)({n}) ∈B?, since ψ−1(R) ∈

B, and for every B ∈ B we have (ψ?−1)−1(N−1
B ({n})) = {η ∈ Y ? : ψ?−1(η)(B) =

n}= N−1
ψ(B)({n}), since ψ(B) ∈A. Further, ψ? is measure-preserving: Let ni ∈N0 and

Ri ∈ A be disjoint for i in a countable index set I, then µ?
(
ψ?−1(⋂

i∈I N−1
Ri

({ni})
))

=

∏i∈I e−µ(ψ−1(Ri)) µ(ψ−1(Ri))
ni

ni!
= ∏i∈I e−λ (Ri) λ (Ri)

ni

ni!
= λ ?

(⋂
i∈I N−1

Ri
({ni})

)
, hence, by

Proposition 1.4, µ? ◦ψ?−1 = λ ?.

2.1.1 The corresponding transformation on X?

Let (X ,B,µ,T ) be a non-singular dynamical system.
A reasonable way of defining a transformation T ? on X? is by

T ?(ν) := ν ◦T−1, ∀ν ∈ X?.

So, T ? is measurable, since by

NB(T ?(ν)) = NB(ν ◦T−1) = ν(T−1(B)) = NT−1B(ν),

for all B ∈B, ν ∈ X?, we get T ?−1(N−1
B ({n})) = N−1

T−1B({n}) ∈B?, for every n ∈N0.
Moreover, we have the following crucial property: If T is measure-preserving, then

so is T ?. Indeed, for all B1, . . . ,Bl ∈B pairwise disjoint, n1, . . . ,nl ∈ N0 we have

µ
?
(

T ?−1
( l⋂

k=1

N−1
Bk

({nk})
))

= µ
?
( l⋂

k=1

T ?−1(N−1
Bk

({nk}))
)
=

= µ
?
( l⋂

k=1

N−1
T−1Bk

({nk}))
)
=

l

∏
k=1

µ
?(N−1

T−1Bk
({nk}))) =

l

∏
k=1

Poiµ(T−1Bk)
(nk) =

=
l

∏
k=1

Poiµ(Bk)(nk) =
l

∏
k=1

µ
?(N−1

Bk
({nk})) = µ

?
( l⋂

k=1

N−1
Bk

({nk})
)
,
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since T−1B1, . . . ,T−1Bl are pairwise disjoint, too. Thus by Proposition 1.4 we get

µ
? = µ

? ◦T ?−1.

(Trivially, this also shows non-singularity of T ? for measure-preserving T , and we will
only be concerned with such T .)

The above obtained dynamical system (X?,B?,µ?,T ?) is called the Poisson sus-
pension of (X ,B,µ,T ).

2.2 Ergodicity of the Poisson suspension
From now on we assume (X ,B,µ) to be a standard space. Our next goal is to prove
that ergodicity of (X ,B,µ,T ) carries over to (X?,B?,µ?,T ?). First we will establish
this in case of T being an automorphism, following [6] and then release this restriction,
which is done in [25].

Theorem 2.1 ([6]). Let (X ,B,µ) be a σ -finite standard measure space with µ(X) = ∞

and T a measure-preserving automorphism on X, which is ergodic and conservative.
Then the corresponding Poisson suspension (X?,B?,µ?,T ?) is weakly mixing (and
therefore in particular ergodic as well).

In order to prove this theorem, let us first introduce the following notation and a
Lemma of [6]: For every C ∈B with µ(C)< ∞ we consider the sub-σ -algebra

(B∩C)? := σ(NA : A ∈B∩C)

of B?, for C ∈B and following [6] we define

ρ((B∩C)?,(B∩D)?) :=

= sup{|µ?(M∩M′)−µ
?(M)µ?(M′)| : M ∈ (B∩C)?,M′ ∈ (B∩D)?},

for C,D ∈ B, µ(C) < ∞, µ(D) < ∞. For n going to infinity, |µ?(M ∩ T−nM′)−
µ?(M)µ?(M′)| characterizes ”how far” the sets M and M′ are ”away from mixing”,
roughly spoken.

Lemma 2.3. Under the assumption of the theorem above, for C,E ∈ B such that
µ(C) < ∞ and µ(E) < ∞, we obtain, that lim

n→∞
µ(C∩T−nE) = 0 implies lim

n→∞
ρ((B∩

C)?,(B∩T−nE)?) = 0.

Proof. The first step of the proof is to verify, that

(7) ρ((B∩D1)
?,(B∩ (C∪D2))

?) = ρ((B∩D1)
?,(B∩C)?) =

= ρ((B∩D1)
?,(B∩ (C \D2))

?)

for D1,D2 ∈B with µ(D1∩D2) = /0 and µ(D1)< ∞, µ(D2)< ∞.
Clearly, ρ((B∩D1)

?,(B∩(C∪D2))
?)≥ ρ((B∩D1)

?,(B∩C)?)≥ ρ((B∩D1)
?,(B∩

(C \D2))
?), hence it is sufficient to show that

(8) ρ((B∩D1)
?,(B∩ (C \D2))

?)≥ ρ((B∩D1)
?,(B∩ (C∪D2))

?).
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Define

M :=
{⋃

j∈J

M j∩Wj

∣∣∣M j ∈ (B∩D2)
? pairwise disjoint,Wj ∈ (B∩(C\D2))

?,J finite
}
.

This set is an algebra6. To see this, let Mi
j ∈ (B∩D2)

?, W i
j ∈ (B∩ (C \D2))

? for
j = 1, . . . ,k(i) for k(i) ∈ N, i = 1, . . . ,m for m ∈ N and Mi

1,M
i
2, . . . ,M

i
k(i) be pairwise

disjoint for fixed i ∈ {1, . . . ,m}. Then

m⋂
i=1

( k(i)⋃
n=1

Mi
n∩W i

n

)
=

= ((M1
1 ∩W 1

1 )∪ . . .∪ (M1
k(1)∩W 1

k(1)))∩ . . .∩ ((M
m
1 ∩W m

1 )∪ . . .∪ (Mm
k(m)∩W m

k(m))) =

=
⋃

n1∈{1,...,k(1)}
. . .

⋃
nm∈{1,...,k(m)}

M1
n1
∩ . . .∩Mm

nm ∩W 1
n1
∩ . . .∩W m

nm

which lies in M , since
⋂m

i=1 Mi
ni
∈ (B∩D2)

?,
⋂m

i=1 W i
ni
∈ (B∩(C\D2))

? and for fixed
ni,hi ∈ {1, . . . ,k(i)}, i = 1, . . . ,m, such that there is at least one l ∈ {1, . . . ,m} such that
hl 6= nl , we have

(⋂m
i=1 Mi

ni

)
∩
(⋂m

i=1 Mi
hi

)
= /0, because Ml

nl
∩Ml

hl
= /0 by assumption.

Using this finite intersection stability, we also obtain that the complement of every
element

⋃
j∈J M j ∩Wj of M is contained in M . This follows by writing(⋃
j∈J

M j ∩Wj

)c
=
⋂
j∈J

Mc
j ∪W c

j =
⋂
j∈J

Mc
j ∪ (Mc

j ∩W c
j )∪ (M j ∩W c

j ) =

=
⋂
j∈J

(Mc
j ∩X?)∪ (M j ∩W c

j ).

Clearly X? ∈M .
The algebra M satisfies σ(M ) = (B∩ (C∪D2))

?. Indeed, σ(M ) = σ(NB|B⊆ D2∨
B⊆C\D2,B∈B) = σ(NB|B⊆C∪D2,B∈B), since for B∩(C\D2) 6= /0 ∧ B∩D2 6=
/0, we can write N−1

B ({n}) =
⋃

k,m∈N0,k+m=n N−1
B∩(C\D2)

({k})∩N−1
B∩D2

({m}) for B ∈B,
n ∈ N.
Assume V ∈ (B∩D1)

? and V ′ ∈M to be given, i.e. V ′ =
⋃

j∈J M j ∩Wj, for certain
pairwise disjoint sets M j ∈ (B∩D2)

? and Wj ∈ (B∩ (C \D2))
?, where J is a finite

index set. By construction of the Poisson suspension M j and Wj are independent (w.r.t.
µ?), because D2∩ (C \D2) = /0. The same is true for M j and Wj ∩V , since D2∩ ((C \
D2)∪D1) = /0. So we see that

|µ?(V ∩V ′)−µ
?(V )µ?(V ′)| ≤∑

j∈J
|µ?(V ∩M j ∩Wj)−µ

?(V )µ?(M j ∩Wj)|=

= ∑
j∈J

µ
?(M j)|µ?(V ∩Wj)−µ

?(V )µ?(Wj)| ≤

≤∑
j∈J

µ
?(M j)ρ((B∩D1)

?,(B∩ (C \D2))
?) =

= µ
?
(⋃

j∈J

M j

)
ρ((B∩D1)

?,(B∩ (C \D2))
?)≤ ρ((B∩D1)

?,(B∩ (C \D2))
?).

6An algebra F is a family of subsets of X such that X ∈F , ∀D,E ∈F : D∩E ∈F and Dc ∈F .
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Since M is an algebra, every element of U ∈ σ(M ) = (B∩ (C∪D2))
? can be ap-

proximated by a (w.l.o.g. monotonically increasing) sequence (V ′n)n∈N in M , such that
lim
n→∞

µ?(V ′n) = µ?(U) (see e.g. [19], 5.4.2 Folgerung). Thus

|µ?(V ∩U)−µ
?(V )µ?(U)|= lim

n→∞
|µ?(V ∩V ′n)−µ

?(V )µ?(V ′n)| ≤

≤ ρ((B∩D1)
?,(B∩ (C \D2))

?).

Because this inequality holds for all V ∈ (B∩D1)
? and U ∈ (B∩ (C∪D2))

?, we can
take the supremum and get (8):

ρ((B∩D1)
?,(B∩ (C∪D2))

?) =

= sup{|µ?(V ∩U)−µ
?(V )µ?(U)| : V ∈ (B∩D1)

?,U ∈ (B∩ (C∪D2))
?} ≤

≤ ρ((B∩D1)
?,(B∩ (C \D2))

?),

hence (7) is proven.

Now applying (7) twice, we see, that

ρ((B∩C)?,(B∩T−nE)?) = ρ((B∩C)?,(B∩T−nE \Cc)?) =

= ρ((B∩C)?,(B∩T−nE ∩C)?) = ρ((B∩T−nE ∩C)?,(B∩C)?) =

= ρ((B∩T−nE∩C)?,(B∩C\(T−nE)c)?) = ρ((B∩T−nE∩C)?,(B∩T−nE∩C)?).

Thus it is left to show, that lim
n→∞

ρ((B∩T−nE∩C)?,(B∩T−nE∩C)?)= 0, if lim
n→∞

µ(C∩
T−nE) = 0.
For B ∈B with B ⊆ T−nE ∩C, we have N−1

T−nE∩C({0}) ⊆ N−1
B ({0}) and N−1

B ({n})∩
N−1

T−nE∩C({0}) = /0, if n 6= 0, n∈N, since NB(ν) = ν(B)≤ ν(T−nE∩C) = NT−nE∩C(ν)
for all ν ∈ X?. Every M ∈ (B ∩ T−nE ∩C)? is an (at most countable) combina-
tion of countable unions and intersections of elements N−1

B ({n}) with B ⊆ T−nE ∩C,
B ∈ B, n ∈ N0 , because (N−1

B ({n}))c =
⋃

m∈N0\{n}N−1
B ({m}). Therefore there are

only two possible cases for M ∈ (B∩T−nE ∩C)?, namely either N−1
T−nE∩C({0}) ⊆M

or M∩N−1
T−nE∩C({0}) = /0, i.e. M ⊆ (N−1

T−nE∩C({0}))
c. Let M1,M2 ∈ (B∩T−nE ∩C)?

be sets which attain the supremum of ρ((B∩T−nE ∩C)?,(B∩T−nE ∩C)?). In every
of the four cases µ?(Mi)≥ µ?(N−1

T−nE∩C({0})) or µ?(Mi)≤ 1−µ?(N−1
T−nE∩C({0})) for

i = 1,2, we obtain

ρ((B∩T−nE ∩C)?,(B∩T−nE ∩C)?)≤ 1−µ
?(N−1

T−nE∩C({0})) =

= 1− exp(−µ(T−nE ∩C)),

since µ?(M1 ∩M2)− µ?(M1)µ
?(M2) ≤ µ?(Mk)(1− µ?(Mh)) ≤

{
µ?(Mk)

1−µ?(Mh),
for

k,h∈ {1,2} such that k 6= h. (Respectively, if µ?(M1∩M2)−µ?(M1)µ
?(M2)< 0, then

the inequality follows by µ?(M1)µ
?(M2)−µ?(M1∩M2)≤ µ?(Mi), for i = 1,2, except

when both M1 ⊇ N−1
T−nE∩C({0}) and M2 ⊇ N−1

T−nE∩C({0}), but then µ?(M1)µ
?(M2)−

µ?(M1∩M2)≤ 1−µ?(M1∩M2)≤ 1−µ?(N−1
T−nE∩C({0})).)

Now since lim
n→∞

µ(T−nE ∩C) = 0 implies lim
n→∞

exp(−µ(T−nE ∩C)) = 1, we get

ρ((B∩T−nE ∩C)?,(B∩T−nE ∩C)?)→ 0 for n→ ∞.
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Proof of Theorem 2.1. Let C ∈B be such that µ(C) < ∞. By Corollary 1.1 we know
that

1
n

n−1

∑
k=0

µ(C∩T−kC)→ 0 for n→ ∞.

Moreover, the sequence {µ(C∩T−kC)}k∈N is bounded by µ(C) < ∞. Therefore, we
can apply a well-known result (see e.g. [22], Theorem 1.20), which states that the
above convergence is equivalent to the existence of a subsequence (kl)l∈N in NN such
that

µ(C∩T−klC)→ 0 for kl → ∞

with |{0,1,...,n−1}\{kl :l∈N}|
n → 0 for n→ ∞. Thus by Lemma 2.3,

ρ((B∩C)?,(B∩T−klC)?)→ 0 for kl → ∞

for (kl)l∈N with lim
n→∞

|{0,1,...,n−1}\{kl :l∈N}|
n = 0. So, again by Theorem 1.20 of [22], we

obtain

(9)
1
n

n−1

∑
k=0

ρ((B∩C)?,(B∩T−kC)?)→ 0 for n→ ∞.

Now, let M,W ∈ (B∩C)? be arbitrary fixed, then T ?−kW ∈ (B∩T−kC)?, because
T ?−kN−1

B ({n}) = {ν ∈ X? : ν(T−k(B)) = n} = N−1
T−kB

({n}) for every B ∈B, n ∈ N0,
hence

T ?−k{ND : D ∈B∩C}= {NT−kB∩T−kC : B ∈B} ⊆ σ(NE : E ∈B∩T−kC)

since T−kB⊆B, thus

T ?−k
σ({ND : D ∈B∩C}) = σ(T ?−k{ND : D ∈B∩C})⊆ σ(NE : E ∈B∩T−kC).

Therefore by T ?-invariance

1
n

n−1

∑
k=0
|µ?(M∩T ?−kW )−µ

?(M)µ?(W )|=

=
1
n

n−1

∑
k=0
|µ?(M∩T ?−kW )−µ

?(M)µ?(T ?−kW )| ≤

≤ 1
n

n−1

∑
k=0

ρ((B∩C)?,(B∩T−nC)?)→ 0 for n→ ∞,

by (9). Let Cn ∈ B be such that µ(Cn) < ∞, Cn ⊆ Cn+1, ∀n ∈ N and
⋃

n∈NCn = X .
If we have shown that {(B∩Cn)

?}n∈N is an increasing sequence of σ -algebras such
that the algebra

⋃
n∈N(B∩Cn)

? generates B?, i.e. σ(
⋃

n∈N(B∩Cn)
?) =B?, then the

proof is complete, since it is sufficient to verify the (weakly) mixing property only
on a generating (semi-)algebra (see [22], Theorem 1.17), which is done by replacing
C by Cn in the computation above. Clearly, (B∩Cn)

? ⊆ (B∩Cn+1)
? for every n ∈

N. Since σ(
⋃

n∈N(B∩Cn)
?) ⊆B? it is enough to show that every NB is measurable

w.r.t. σ(
⋃

n∈N(B∩Cn)
?), for B ∈B arbitrary fixed. By continuity of the measure we

have lim
n→∞

NB∩Cn(ν) = lim
n→∞

ν(B∩Cn) = ν(B) = NB(ν) for every ν ∈ X?, hence NB =
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lim
n→∞

NB∩Cn is σ((B∩Cn)
? : n ∈ N)-measurable, since NB∩Cn is for every n ∈ N. So,

it is left to show that
⋃

n∈N(B∩Cn)
? is an algebra. Obviously, X ∈

⋃
n∈N(B∩Cn)

?.
Given D,E ∈

⋃
n∈N(B∩Cn)

?, then there exists n,m ∈ N such that D ∈ (B∩Cn)
? and

E ∈ (B∩Cm)
?, hence D∩ E ∈ (B∩Cmax{n,m})

? ⊆
⋃

n∈N(B∩Cn)
? and Dc ∈ (B∩

Cn)
? ⊆

⋃
n∈N(B∩Cn)

?.

Theorem 2.2. Let (X ,B,µ) be as in Theorem 2.1 and T a measure-preserving trans-
formation on X which is conservative and ergodic. Then the Poisson suspension
(X?,B?,µ?,T ?) is ergodic.

Proof. Let (X̃ ,B̃, µ̃, T̃ ) be the natural extension of (X ,B,µ,T ). Since (X ,B,µ) is
conservative and ergodic, the same is true for (X̃ ,B̃, µ̃, T̃ ) (recall Theorem 1.9). By
Theorem 2.1 the Poisson suspension (X̃?,B̃?, µ̃?, T̃ ?) of (X̃ ,B̃, µ̃, T̃ ) is ergodic.
Following [25], we will show that the Poisson suspension of the natural extension is
the natural extension of the Poisson suspension, i.e.

(10) (X̃?,B̃?, µ̃?, T̃ ?)∼= (X̃?,B̃?, µ̃?, T̃ ?).

Note, that the Poisson suspension is a standard space, by Remark 2.3, so we can build
its natural extension. If we have verified (10), then the proof is complete because
ergodicity of an extension immediately implies ergodicity of the underlying system:
Suppose that T ? is not ergodic, but an extension T̃ ? of T ? is. Then there exists an
M ∈B? with µ?(M) ∈ (0,1) such that T ?−1M = M mod µ?. By the properties of the
factor map τ : X̃? −→ X? of the extension, we have M̃ := τ−1M ∈ B̃? and µ̃?(M̃) =

µ̃?(τ−1M) = µ?(M) ∈ (0,1) and T̃ ?
−1

M̃ = T̃ ?
−1

τ−1M = τ−1T ?−1M = τ−1M = M̃
modulo µ̃?, a contradiction.

Let us consider the map

τ : X̃? −→ X?, τ(ν̃) := ν̃ ◦π
−1, ∀ν̃ ∈ X̃?,

where π : X̃ −→ X is the factor map of the natural extension of (X ,B,µ,T ), i.e.
π−1B ⊆ B̃, µ̃ ◦π−1 = µ , π ◦ T̃ = T ◦π and σ(T̃ mπ−1B : B ∈B,m ∈ N) = B̃ (mod
µ̃).
We will show, that τ is a natural extension, then by uniqueness (up to isomorphic sys-
tems), we get (10). Hence we have to check that

1. τ−1B? ⊆ B̃?

2. µ̃? ◦ τ−1 = µ?

3. τ ◦ T̃ ? = T ? ◦ τ

4. σ((T̃ ?)mτ−1G : G ∈B?,m ∈ N) = B̃? (mod µ̃?).

The sets {N−1
B ({n})|B ∈B,n ∈ N0} and {Ñ−1

B̃
({n})|B̃ ∈ B̃,n ∈ N0} generate B? and

B̃?, respectively, where ÑB̃(ν̃) := ν̃(B̃), ∀ν̃ ∈ X̃?. Hence, (1) follows from τ−1N−1
B ({n})

= {ν̃ ∈ X̃?|τ(ν̃)(B) = n} = {ν̃ ∈ X̃?|ν̃(π−1B) = n} = Ñ−1
π−1B({n}) ∈ B̃?, because

π−1B ∈ B̃. For every B ∈ B, ν̃ ∈ X̃? we obtain τ(T̃ ?(ν̃))(B) = T̃ ?(ν̃)(π−1B) =
ν̃(T̃−1(π−1B)) = ν̃(π−1(T−1B)) = T ?(τ(ν̃)(B)), which establish (3). Again using
the properties of the extension π and of the Poisson suspension itself, we can deduce
that µ̃?(τ−1(

⋂l
k=1 N−1

Bk
({nk}))) = µ̃?(

⋂l
k=1 Ñ−1

π−1Bk
({nk})) = ∏

l
k=1 Poiµ̃(π−1Bk)

(nk) =
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∏
l
k=1 Poiµ(Bk)(nk)∏

l
k=1 µ?(N−1

Bk
(nk))= µ?(

⋂l
k=1 N−1

Bk
(nk)), for B1, . . . ,Bl ∈B pairwise

disjoint and n1, . . . ,nl ∈ N0. Thus, µ̃? ◦ τ−1 equals µ? on an intersection-stable gener-
ator of B?, which implies (2).

Using the definition of the Poisson suspension, we compute (T̃ ?)mτ−1N−1
B ({n}) =

(T̃ ?)mÑ−1
π−1B({n}) = {ν̃ ◦ T̃−m|ν̃ ∈ X̃?, ν̃(π−1B) = n} = {ρ̃ ∈ X̃?|ρ̃(T̃ m(π−1B)) =

n}= Ñ−1
T̃ m(π−1B)

({n}), for some m∈N, n∈N0 and B∈B, since T̃ is an automorphism.

Now because σ(T̃ mπ−1B : B ∈B,m ∈ N) = B̃ (mod µ̃), we can deduce (4).

Note, that the Poisson suspension is conservative by the Theorem of Poincaré, since
µ? is finite and T ?-invariant.

3 Entropy: Definition and basic properties
To quantify how chaotic and unpredictable a dynamical system behaves, the notion of
entropy is used.

First let us have a look at the entropy of a µ-partition.

3.1 Static entropy
We will try to provide the following definitions in a rather general setting. For the def-
inition of the information function we follow [10]. The concept of conditional entropy
for not necessarily countable partitions introduced in the following has already been
considered by Kornfeld and Sinai, [13], and by Rokhlin, [17], for probability spaces,
and by Parry, [15], for σ -finite standard measure spaces.

By log we will denote the natural logarithm with base e.

Definition. Let (X ,B,µ) be a σ -finite measure space and α a measurable µ-partition
of X . The so-called information function of α is defined by

Iµ(α)(x) :=


log
( 1

µ(αx)

)
=− log(µ(αx)) for µ(αx) ∈ (0,∞),

∞ for µ(αx) = 0,
0 for µ(αx) = ∞

for x∈ X (where we define αx := /0 , if x /∈
⋃

A∈α A). The (static) entropy of α is defined
as the expectation of the information function, if α is equal to a countable µ-partition
modulo µ:

Hµ(α) =


∫
X

Iµ(α)(x) dµ(x), if α = a countable µ-partition of X modulo µ

∞, else.

Note, that in the first case we actually obtain

Hµ(α) =
∫
X

Iµ(α)(x) dµ(x) = ∑
A∈α

µ(A)<∞

µ(A) log(µ(A)).

To exclude the possibility of having negative entropy, we will always require that α

is fine enough such that for every A ∈ α we either have µ(A) ≤ 1 or µ(A) = ∞ when
using the above definition.
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Note, that by the convention ∞ · 0 = 0 we get µ(αx)Iµ(α)(x) = 0 if µ(αx) = 0 or
µ(αx) = ∞.
The condition, that α is modulo µ equal to a countable µ-partition α ′ of X actually
means that α consists of countably many sets, which already build a µ-partition of X ,
and arbitrary many (possible uncountably many) null-sets whose union is a null-set7.
In this case we clearly have Hµ(α) = Hµ(α

′).
The integration in the first case of the definition makes sense, because if α is a count-
able µ-partition together with some (possibly uncountably many) null sets, then Iµ(α) :
X −→R∪{∞} is measurable: Given a≤ b ∈R, we have Iµ(α)−1((a,b)) is an at most
countable union of elements of α and therefore contained in B, and Iµ(α)−1({∞}) is
the union of all null-set in α and the null set X \ (

⋃
A∈α A), hence measurable.

Remark 3.1. The only way for a µ-partition α to be not countable modulo µ , is
that it bears uncountably many null-sets, whose union is no null set any more. This
is a consequence of the fact that in a σ -finite setting it cannot happen that there are
uncountably many disjoint measurable sets of positive measure: Consider D j ∈B dis-
joint with µ(D j) =: n j < ∞ for all j in a countable index set J and

⋃
j∈J D j = X mod

µ . Let j ∈ J be fixed. If there are uncountably many disjoint sets El ∈B∩D j, l ∈ L, in
(D j,B∩D j,µ|D j) with µ(El) > 0 for every l ∈ L (L an uncountable index set), then8

∞ = ∑l∈L µ(El) := sup
F⊆L, F finite

∑ f∈F µ(E f ) = sup
F⊆L, F finite

µ(
⋃
f∈F

E f )︸ ︷︷ ︸
≤n j

≤ n j, a contradic-

tion. Thus, (D j,B∩D j,µ|D j) cannot contain uncountably many disjoint measurable
sets of positive measure, for every j ∈ J, and since J is countable the same is true for
(X ,B,µ).
That there are only at most countably many elements in α of positive measure in par-
ticular implies that the union of all null-sets in α is measurable.

The Poisson distribution plays a crucial role in our consideration, so let us compute
its entropy:

Example 3.1. The entropy of the Poisson distribution is given by the entropy of an
arbitrary random variable which is Poisson distributed. Therefore, let (Ω,A,P) be a
probability space and Z an N0-valued random variable on it which is Poisson distributed
with parameter λ ∈ [0,∞). The entropy of a random variable taking values in an at most
countable set is defined as the entropy of the P-partition given by the random variable’s
preimages. So we consider the partition α := {Z−1({n})|n ∈ N0}. Then

H(Poiλ ) := HP(Z) := HP(α) =− ∑
n∈N0

P(Z−1({n})) log(P(Z−1({n}))) =

=− ∑
n∈N0

Poiλ (n) log(Poiλ (n)) =−
∞

∑
n=0

λ ne−λ

n!
log
(

λ ne−λ

n!

)
=

7Note that the union of all null-sets in such a µ-partition is always measurable, since it is the complement
of the at most countable union of sets of positive measure in the µ-partition (and maybe a null-set of elements,
which are not contained in elements of the µ-partition).

8Intuitively it is clear that a sum of uncountably many positive elements is infinite. Formally, this follows
from then revers direction oft the fact, that if ∑F∈α g(F)< ∞, for some non-negative function g, then {F ∈
α|g(F) 6= 0} is countable. Proof: Let m ∈ N be arbitrary fixed and set Lm := {F ∈ α|g(F) > 1

m}. Then
∑F∈α g(F) > 1

m |Lm|, thus |Lm| < m∑F∈α g(F) < ∞, hence {F ∈ α|g(F) > 0} =
⋃

m∈N Lm is a countable
union of finite sets, which is our claim.
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=−
∞

∑
n=0

λ ne−λ

n!
(n log(λ )−λ − log(n!)) =

=−
∞

∑
n=1

λ n

(n−1)!
e−λ log(λ )+

∞

∑
n=0

λ n+1

n!
e−λ +

∞

∑
n=0

λ ne−λ log(n!)
n!

=

=−λ log(λ )+λ +
∞

∑
n=0

λ ne−λ log(n!)
n!

.

Definition. Let α and γ be measurable µ-partitions of X and let γ be countable, then
the conditional information of α given γ is set to be

Iµ(α|γ)(x) :=

{
Iµ(·|γx)(α)(x) for µ(γx) 6= ∞,

Iµ(α ∨{γx,X \ γx})(x) else.

For formal reasons, if µ(γx) = 0, we define µ(·|γx) to be just some probability measure
with µ(γx|γx) = 1. If X is a standard space and σ̃(γ) is σ -finite, then we use canonical
measures and set µ(·|γx) := µγx . Actually, we do not have to care much about this
cases, since they vanish in the entropy as long as γ is countable: The conditional (static)
entropy of α given γ , for γ countable, is defined as

Hµ(α|γ) :=
∫
X

Iµ(α|γ)(x) dµ(x) =

= ∑
A∈α, C∈γ

µ(C)6=∞, µ(A|C)6=∞

−µ(A∩C) log(µ(A|C))+ ∑
A∈α, C∈γ

µ(C)=∞, µ(A∩C)6=∞

−µ(A∩C) log(µ(A∩C)),

if α is modulo µ equal to a countable µ-partition,

and as

Hµ(α|γ) := ∞, if α is not equal to a countable µ-partition modulo µ.

Analogous to the previous definition we require that α and β are such that for all A∈α ,
C ∈ γ we have that µ(A∩C)≤ 1 or µ(A∩C) = ∞.

For the case, when γ is not necessarily countable, we have to pay more attention to
null-sets, since their union need not be a null set anymore. We will use the previously
developed theory of canonical systems of measures. In order to do so, we now have
to restrict our considerations to the case when (X ,B,µ) is a standard measure space
and σ̃(γ) a σ -finite sub-σ -algebra (confer Proposition 1.3 (1)). Then, according to
Theorem 1.10, there exists a system of probability measures {µC}µγ -a.e. C∈γ and we can
define conditional entropy as follows:

Definition. Let (X ,B,µ) be a σ -finite standard measure space and α , γ measurable
µ-partitions of X such that σ̃(γ) is σ -finite, then the conditional (static) entropy of α

given γ is given by

Hµ(α|γ) :=
∫
Xγ

HµC(α ∩C) dµγ(C) =
∫
X

Hµπγ (x)
(α ∩πγ(x)) dµ(x).
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This definition makes sense (and we were allowed to use the transformation for-
mula for the second equality), since for µγ -a.e. C ∈ Xγ we have that α ∩C is a measur-
able µ-partition of (C,BC) (see Example 1.1 (4)) and C 7→ HµC(α ∩C) is measurable.
Indeed, let us denote

G : C 7→ HµC(α ∩C) =

=


∑

A∈α, µC(A∩C)6=0
µC(A∩C) log(µC(A∩C)), if α ∩C = a countable µ-partition of

C modulo µC

∞, else,

defined for µγ -a.e. C ∈ Xγ , then by Theorem 1.10 we know that the map

EA : C 7→ µC(A∩C)

is Bγ -measurable, for every A ∈ α (and µγ -almost all C ∈ γ), thus for every set U ∈
B(R), which does not contain ∞, we clearly have G−1(U) ∈Bγ (since the sum in the
first case is countable and the logarithm is continuous). While,

G−1({∞}) =

= {C ∈ γ
′|α ∩C = a countable µ-partition of C modulo µC and

∑
A∈α

µC(A∩C) log(µC(A∩C)) = ∞}∪{C ∈ γ
′| α ∩C is not equal to a countable µ-par-

tition of C modulo µC },
where γ ′ denotes the set of elements of γ for which µC exists. With the same argument
as above, we get that the first set of the above union is measurable w.r.t. Bγ , so let
us treat the second one. Let C ∈ γ ′ be such that α ∩C is not equal to a countable µ-
partition of C modulo µC, i.e. there are uncountably many Al ∈ α , l ∈ L, such that
µC(

⋃
l∈L\J Al ∩C)> 0 for every countable J ⊂ L with

⋃
l∈L\J Al ∩C ∈B∩C. Since by

Remark 3.1 there are at most countably many elements of positive measure in α , we
can neglect them in the above collection of Al ∈α , l ∈ L and further add all (remaining)
null-sets of α . Hence,

{C ∈ γ
′| α ∩C is not equal to a countable µ-partition of C modulo µC }=

=
{

C ∈ γ
′
∣∣∣µC

( ⋃
A∈α, µ(A)=0

A∩C
)
> 0
}
= E−1⋃

A∈α, µ(A)=0 A((0,1]) ∈Bγ .

The definition of conditional entropy for measurable µ-partitions coincides with
the one given before for countable µ-partitions: Assume α and γ to be countable, then∫

γ

HµC(α ∩C) d(µ ◦π
−1
γ )(C) = ∑

C∈γ

µ(π−1
γ ({C})) HµC(α ∩C) =

= ∑
C∈γ,µ(C)6=0

µ(C) Hµ(·|C)(α),

due to Proposition 1.3 (2), which by (4) of the next Proposition 3.1 is exactly the con-
ditional entropy for countable µ-partitions.

The following example illustrates the idea of defining the conditional entropy that
way and shows that even for uncountable µ-partitions whose elements are all null sets,
the conditional entropy turns out to be finite.
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Example 3.2. Let X = [0,1]× [0,1], B = B([0,1])⊗B([0,1]), µ = λ ⊗ λ , where
λ denotes the one-dimensional Lebesgue measure and set I := [0,1]. We are con-
sidering the partition γ := {{x}× I : x ∈ I,} of X . This partition is uncountable
and every element has measure zero. But γ is measurable, since e.g. ∆ := {J× I :
J subinterval of I with rational endpoints} generates γ countably. Further, we take the
measurable µ-partition α := {{x}×(0,x] : x∈ I}∪{{x}×(x,1] : x∈ I} of X . This µ-
partition is finer than γ , and for every fixed x ∈ I the set {{x}× (0,x] , {x}× (x,1]}=:
Ax is a µ-partition of γx.
We are going to show that Hµ(α|γ) is finite, though Hµ(α) = Hµ(γ) = ∞.
Using the Theorem of Fubini, the fact that πγ(x,y) = {x}× I =: γx does not depend on
y and that λ (I) = 1, we compute

Hµ(α|γ) =
∫

I×I
Hµγx (α ∩ γx) d(λ ⊗λ )(x,y) =

∫
I
Hµγx (Ax) dλ (x) =

=
∫

I
(−µγx({x}× (0,x]) log(µγx({x}× (0,x]))

−µγx({x}× (x,1]) log(µγx({x}× (x,1]))) d(λ )(γx).

Now, by Remark 1.5 (3), we know that µγx = (λ ⊗λ ){x}×I = δx⊗λ , thus the above is
equal to ∫

I
(−λ ((0,x]) log(λ ((0,x]))−λ ((x,1]) log(λ ((x,1]))) dλ (x) =

=
∫

I
(−x log(x)− (1− x) log(1− x)) dλ (x) =

∫
I
H(Ber(x,1−x)) dλ (x),

where H(Ber(x,1−x)) shall denote the entropy of the Bernoulli distribution with param-
eter x, i.e. H(Ber(x,1−x)) := HP({Z−1({0}),Z−1({0})}) for Z a Bernoulli distributed
random variable (with parameter x).
In particular

∫
I H(Ber(x,1−x)) dλ (x)≤ λ (I) ·max

x∈I
(H(Ber(x,1−x))) = H(Ber( 1

2 ,
1
2 )
) =

− log( 1
2 ) = log(2)< ∞ (see e.g. [4] for the maximum result).

Remark 3.2. There is one more way of defining the conditional information, namely,
if α is a countable µ-partition of a standard space (X ,B) and σ̃(γ) is σ -finite, then the
conditional entropy of α given σ̃(γ) is defined by

Iµ(α|σ̃(γ))(x) := ∑
A∈α

1A(x)(− log(µ(A|σ̃(γ))(x)))

for x ∈ X . This definition has been considered by Krengel, [14].
This definition clearly coincides with the previous one modulo µ , since for almost
every x ∈ A we have Iµ(α|σ̃(γ))(x) = − log(µ(A|σ̃(γ))(x)) = − log(µγx(A∩ γx)) =
− log(µγx(αx∩γx)) = Iµ(α|γ)(x), using Proposition 1.3 (3) and the fact that µ(γx)< ∞

due to σ -finiteness of σ̃(γ).
Moreover, ∫

X
Iµ(α|σ̃(γ))(x) dµ(x) = Hµ(α|γ)

for α countable. Indeed, by definition of the conditional expectation,∫
X

1A log(µ(A|σ̃(γ))(x)) dµ(x) =
∫

X
Eµ [1A log(µ(A|σ̃(γ))(x))|σ̃(γ)] dµ(x) =
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∫
X

Eµ [1A|σ̃(γ)](x) log(µ(A|σ̃(γ))(x)) dµ(x) =
∫

X
µγx(A∩γx) log(µγx(A∩γx)) dµ(x) =

= Hµ(α|γ),

since log◦µ(A|σ̃(γ)) is σ̃(γ)-measurable.

3.1.1 Properties of static entropy

For the rest of the thesis, when considering the conditional entropy given a µ-partition
γ of X and γ is not equal to a countable µ-partition of X mod µ , then we will always
assume that (X ,B,µ) is a standard measure space and σ̃(γ) is σ -finite.

Remark 3.3. The above definitions are robust w.r.t. the measure in that, if α , α ′, γ , γ ′

are measurable µ-partitions, such that α = α ′ mod µ and γ = γ ′ mod µ , then

Iµ(α)(x) = Iµ(α
′)(x) and Iµ(α|γ)(x) = Iµ(α

′|γ ′)(x) for almost every x ∈ X ,

and
Hµ(α) = Hµ(α

′), Hµ(α|γ) = Hµ(α
′|γ ′).

If γ is countable, then the claim follows by robustness of the canonical system of mea-
sures (Proposition 1.3 (1) ,(4), (5)) :

Hµ(α|γ)=
∫

γ

HµC(α∩C) dµγ(C)=
∫

X
∑

A∈α

µπγ (x)(A∩πγ(x)) log(µπγ (x)(A∩πγ(x))) dµ(x)=

=
∫

X
∑

A′∈α ′
µπ

γ ′ (x)
(A′∩πγ ′(x)) log(µπ

γ ′ (x)
(A′∩πγ ′(x))) dµ(x) = Hµ(α

′|γ ′),

if α ∩C is mod µC equal to a countable µ-partition for µγ -a.e. C ∈ γ . If this is not the
case, then

Hµ(α|γ) = ∞ = Hµ(α
′|γ ′),

since if there is a C ∈ γ not contained in a µγ -null-set such that α ∩C is not equal to a
countable µ-partition mod µC, then for C′ ∈ γ ′ with C′ =C mod µ , we get that C′ is not
contained in a µγ ′ -null-set (since 0 6= µγ(C) = µ(π−1

γ (C)) = µ(C) = µ(C′) = µγ ′(C′))
and α ∩C′ is not equal to a countable µ-partition modulo µC′ , because µC, µ ′C are just
the conditional measure w.r.t C, rep. C′ (Proposition 1.3 (2)), since µ(C) = µ(C′) 6= 0,
which gives µC = µC′ .

Due to this Remark, we do not have to distinguish µ-partitions, which differ only
on a null-set, when considering the entropy. Thus, we will e.g. write Hµ(α) instead of
being precise and writing Hµ(α ∩X0) for X = X0 mod µ in some cases.

Notation. For σ -finite sub-σ -algebras A, C of B one can always find generating
measurable µ-partitions α , γ of X which are unique mod µ (ref. Lemma 1.2) and
thus by the remark above the following notation is (almost everywhere) well-defined:
We will write Iµ(A) := Iµ(α), Iµ(A|C) := Iµ(α|γ), Hµ(A) := Hµ(α) and Hµ(A|C) :=
Hµ(α|γ).

Remark 3.4. Let (X ,B,µ), (Y,D,ν) be two σ -finite standard measure spaces and
φ : X0 −→ Y0 a measure-preserving map with X = X0 mod µ and Y = Y0 mod ν . Then
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for σ -finite sub-σ -algebras G, H of D such9 that G⊇ H, we get that ”φ preserves the
entropy”:

Hµ(φ
−1(G)|φ−1(H)) = Hν(G|H).

In particular, if we are in the situation of Theorem 1.4, i.e. we have σ -finite sub-σ -
algebras A, C of B, A ⊇ C, then we already know that there is a σ -finite standard
measure space (Y,A′,ν) and a measure-preserving map φ : X0 −→ Y0, with Y0 = Y
mod ν , X0 = X mod µ such that φ−1(A′) =A mod µ . Thus by the claim above, we get

Hµ(A|C) = Hν(A
′|C′),

where C′ := {C′ ∈ A′|φ−1(C′) ∈ C mod µ}, which is a σ -finite sub-σ -algebra10 of A′

with φ−1(C′) = C mod µ (since every element of C can be written mod µ as preimage
of an element of A′).
Indeed, let α be the measurable ν-partition which generates G and γ those of H. By
Remark 3.3 we can w.l.o.g. assume that X0 = X and Y0 = Y . Clearly, φ−1(α) and
φ−1(γ) are measurable µ-partitions which generate φ−1(G) and φ−1(H), respectively.
Thus, using the transformation formula, we see that

Hν(α|γ) =
∫

Y
Hνπγ (y)

(α ∩πγ(y)) d(µ ◦φ
−1)(y) =

∫
X

Hνπγ (φ(x))
(α ∩πγ(φ(x))) dµ(x).

Now, because for µ-almost every x ∈ X we know that νπγ (φ(x)) = µπ
φ−1(γ)(x)

◦φ−1 and

φ−1(πγ(φ(x))) = πφ−1(γ)(x) due to Proposition 1.3 (6), the above is equal to∫
X

Hµπ
φ−1(γ)

(x)(φ
−1(α)∩φ

−1(πγ(φ(x))) dµ(x) =

=
∫

X
Hµπ

φ−1(γ)
(x)(φ

−1(α)∩πφ−1(γ)(x)) dµ(x) = Hµ(φ
−1(α)|φ−1(γ)).

I.e. Hν(G|H) = Hµ(φ
−1(G)|φ−1(H)).

Let us list some basic properties of static entropy:

Proposition 3.1. Let (X ,B,µ,T ) be a σ -finite dynamical system and α , β , γ measur-
able µ-partitions of X.

1. If α is finite then so is Hµ(α).

2. Iµ(α|{X , /0}) = Iµ(α) and Hµ(α|{X , /0}) = Hµ(α), if µ is a probability measure
or µ(X) = ∞.

3. Hµ(α|β ) = Hµ(α ∨β |β ).

4. Hµ(α|β ) = ∑B∈β µ(B) Hµ(·|B)(α), if β is equal to a countable µ-partition mod-
ulo µ and µ(B)< ∞, ∀B ∈ β .

9Actually, the condition G ⊇ H is no restriction, since by Proposition 3.1 Hµ (G|H) = Hµ (G∨H|H),
where we denote G∨H := σ({G∩H : G ∈G,H ∈ H}), thus we could just replace G by G∨H.

10Clearly, C′ is a σ -algebra, since C is one and set-operations are respected by preimages. Moreover, C′

is σ -finite: By σ -finiteness of C there are Cn ∈ C with µ(Cn) < ∞ (n ∈ N) and
⋃

n∈NCn = X mod µ , then
because φ−1(A′) = A ⊇ C mod µ , for every n ∈ N, there is a C′n ∈ A′ with φ−1(C′n) = Cn mod µ . Clearly,
C′n ∈ C′, further ν(C′n) = µ(φ−1(C′n)) = µ(Cn) < ∞ for all n ∈ N, and ν(Y \ (

⋃
n∈NC′n)) = µ(φ−1(Y )∩

(
⋃

n∈N φ−1(C′n))
c) = µ(X \ (

⋃
n∈NCn)) = 0.
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5. Iµ(α ∨β ) = Iµ(α|β )+ Iµ(β ), Hµ(α ∨β ) = Hµ(α|β )+Hµ(β ) and
Iµ(α∨β |γ)(x) = Iµ(β |γ)(x)+Iµ(α|β ∨γ)(x), for x∈X such that µ(γx) 6= 0, and
Hµ(α∨β |γ) = Hµ(β |γ)+Hµ(α|β ∨γ), where we assume that µ is a probability
measure in case γ is not equal to a countable µ-partition modulo µ .

6. α � γ ⇔ Hµ(α|γ) = 0, i.e. roughly speaking, if we have already the whole (or
even more) information of what we want to know, there is no uncertainty (or
chaos) left, hence the entropy is zero, and vice-versa.
Moreover, if µ is a probability measure, then Hµ(α) = 0⇔ α = {X , /0} mod µ .

7. If µ is a probability measure, then, clearly, Hµ(α) ≥ 0 and Hµ(α|γ) ≥ 0. For
σ -finite µ , we still have Hµ(α|γ)≥ 0, as long as σ̃(γ) is σ -finite.
Moreover, α � β ⇒ Hµ(α)≤ Hµ(β ) for µ σ -finite.
If γ is mod µ equal to a countable µ-partition or µ is a probability measure,
then α � β ⇒ Hµ(α|γ)≤ Hµ(β |γ).
If µ(X) = 1, then we can deduce that β � γ ⇒ Hµ(α|β )≥ Hµ(α|γ) and, espe-
cially, Hµ(α) = Hµ(α|{X , /0})≥ Hµ(α|γ).

8. If T is measure-preserving, then

Iµ(
n−1∨
k=0

T−k
α)(x) = Iµ(α)(T n−1x)+

n−1

∑
m=1

Iµ(α|
m∨

k=1

T−k
α)(T n−1−mx)

for x ∈ X such that µ((
∨n−1

k=1 T−kα)x) 6= 0. If µ is a probability or µ(X) = ∞, we
set α0

1 := {X , /0} and write ∑
n−1
m=0 Iµ(α|

∨m
k=1 T−kα)◦T n−1−m for the right hand

side above.
If T is a measure-preserving automorphism, then almost everywhere we have

Iµ(
n−1∨
k=0

T k
α) = Iµ(α)◦T−(n−1)+

n−1

∑
m=1

Iµ(α|
m∨

k=1

T k
α)◦T m−(n−1),

respectively

Iµ(
n−1∨
k=0

T k
α) =

n−1

∑
m=0

Iµ(α|
m∨

k=1

T k
α)◦T m−(n−1)

for
∨0

k=1 T kα := {X , /0} in case µ(X) = 1 or µ(X) = ∞.
If α is countable, then

∫
X

Iµ(
n−1∨
k=0

T−k
α) dµ =

∫
X

Iµ(α) dµ +
n−1

∑
m=1

∫
X

Iµ(α|
m∨

k=1

T−k
α) dµ.

Before proving this Proposition, let us remark a simple property about refinements
of µ-partitions:

Remark 3.5. Note, that α ∨ β is equal to a countable µ-partition modulo µ if and
only if α and β are equal to countable µ-partitions mod µ .

Proof of Proposition 3.1. 1. This is obvious by just noting that if µ(αx) = ∞ then
Iµ(α)(x)= 0 by definition, and if Iµ(α)(x)=∞ then µ(αx)= 0, and by definition
∞ ·0 = 0.

48



2. By definition, if µ(X) = ∞, then we get Iµ(α|{X , /0}) = Iµ(α ∩X) = Iµ(α). If
µ(X) = 1, then µ(·|X) = µ and therefore Iµ(α|{X , /0}) = Iµ(·|X)(α) = Iµ(α).
For α equal to a countable µ-partition mod µ and µ(X) 6= ∞, we compute

Hµ(α|{X , /0}) =− ∑
A∈α

µ(A∩X) log
(

µ(A∩X)

µ(X)

)
=

=− ∑
A∈α

(µ(A) log(µ(A))−µ(A) log(µ(X))) = Hµ(α)+µ(X) log(µ(X)),

and the second term of this sum is equal to zero for µ(X) = 1. (Note, that we
always assume that µ(X) 6= 0.) If α is not equal to a countable µ-partition mod
µ , then we get Hµ(α|{X , /0}) = ∞ = Hµ(α).
Now, if µ(X) = ∞, then by definition,

Hµ(α|{X , /0}) =− ∑
A∈α, µ(A)6=∞

µ(A∩X) log(µ(A∩X)) = Hµ(α),

if α is mod µ equal to a countable µ-partition, and Hµ(α|{X , /0}) = ∞ = Hµ(α),
if not.

3. If σ̃(β ) is σ -finite, then

Hµ(α ∨β |β ) =
∫

β

HµB(α ∨β ) dµβ (B) =

=−
∫

β
∑

A∈α, D∈β

µB(A∩D∩B) log(µB(A∩D∩B) dµβ (B) =

=−
∫

β
∑

A∈α

µB(A∩B) log(µB(A∩B) dµβ (B) = Hµ(α|β ),

if α ∩B is equal to a countable µ-partition modulo µB for µβ -a.e. B ∈ β , and if
this is not the case, then Hµ(α ∨β |β ) = ∞ = Hµ(α|β ).
If β is equal to a countable µ-partition modulo µ and σ̃(β ) not necessary σ -
finite, then

Hµ(α ∨β |β ) =− ∑
B∈β ,µ(B)6=∞

∑
A∈α,D∈β

µ(A∩D|B) log(µ(A∩D|B))

− ∑
B∈β ,µ(B)=∞

µ(A∩B)6=∞

∑
A∈α,D∈β

µ(A∩D∩B) log(µ(A∩D∩B)) =

=− ∑
B∈β ,µ(B)6=∞

∑
A∈α

µ(A|B) log(µ(A|B))

− ∑
B∈β ,µ(B)=∞

µ(A∩B)6=∞

∑
A∈α

µ(A∩B) log(µ(A∩B)) = Hµ(α|β ),

if α is modulo µ equal to a countable µ-partition, and else again Hµ(α∨β |β ) =
∞ = Hµ(α|β ).
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4. If α is equal to a countable µ-partition modulo µ , then

Hµ(α|β ) =− ∑
B∈β ,

∑
A∈α

µ(A∩B) log(µ(A|B)) =

=− ∑
B∈β

∑
A∈α

µ(B)µ(A|B) log(µ(A|B)) = ∑
B∈β

µ(B)Hµ(·|B)(α).

If α is not equal to a countable µ-partition modulo µ , then we have by definition
Hµ(α|β ) = ∞ and also due to countability of β there has to be an B ∈ β with
µ(B)> 0 such that B∩α is not countable modulo µ (else α would be a countable
union of mod µ countable µ-partitions, a contradiction). Hence, Hµ(·|B)(α) = ∞

by definition.

5. First, let x ∈ X such that µ(αx ∩βx) 6= 0 and µ(αx ∩βx) 6= ∞. (Note that this in
particular implies that µ(βx) 6= 0.) If µ(βx) 6= ∞, then

Iµ(α ∨β )(x) =− log(µ(αx∩βx)) =− log
(

µ(αx∩βx)

µ(βx)
µ(βx)

)
=

=− log
(

µ(αx∩βx)

µ(βx)

)
− log(µ(βx)) = Iµ(α|β )(x)+ Iµ(β )(x).

If µ(βx) =∞, we get by definition Iµ(α|β )(x) = Iµ(α∨β )(x) and since Iµ(β )(x)
= 0, the claimed equality follows. (Recall that the information function cannot
take the value −∞ by definition.)
Now, if x∈X is such that µ(αx∩βx) = 0, then Iµ(α∨β )(x) =∞, and Iµ(α|β )(x)
= ∞, if µ(βx) 6= 0, or, if this is not the case, then Iµ(β )(x) = ∞, hence Iµ(α ∨
β )(x) = ∞ = Iµ(α|β )(x)+ Iµ(β )(x).
If µ(αx ∩βx) = ∞ for x ∈ X , then clearly µ(αx) = ∞ and µ(βx) = ∞. Thus, by
definition Iµ(α ∨β )(x) = 0, Iµ(β )(x) = 0 and Iµ(α|β )(x) = Iµ(α ∨β )(x) = 0.
Hence, we have verified that

Iµ(α ∨β )(x) = Iµ(α|β )(x)+ Iµ(β )(x) for all x ∈ X .

If α ∨β is modulo µ equal to a countable µ-partition, then so are α and β , by
Remark 3.5, and we obtain

Hµ(α ∨β ) =
∫

X
Iµ(α ∨β )(x) dµ(x) =

=
∫

X
Iµ(α|β )(x) dµ(x)+

∫
X

Iµ(β )(x) dµ(x) = Hµ(α|β )+Hµ(β ).

Let us consider the case when α ∨ β is not equal to a countable µ-partition
modulo µ , then α or β have to be unequal to a countable µ-partition modulo
µ . If β is not equal to a countable µ-partition modulo µ , then we immedi-
ately get Hµ(α ∨β ) = ∞ = Hµ(α|β )+Hµ(β ). So, let α be uncountable modulo
µ and β be equal to a countable µ-partition modulo µ , but then by definition
Hµ(α|β ) = ∞ and we get the same equality as above.
The equation Iµ(α∨β |γ) = Iµ(β |γ)+ Iµ(α|β ∨γ) follows by the first part of the
proof:

Iµ(α ∨β ∨ γ) = Iµ(α|β ∨ γ)+ Iµ(β ∨ γ) = Iµ(α|β ∨ γ)+ Iµ(β |γ)+ Iµ(γ),
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and if x ∈ X is such that µ(γx) 6= 0 which is equivalent to Iµ(γ)(x)< ∞, then this
gives

Iµ(α ∨β ∨ γ)(x)− Iµ(γ)(x) = Iµ(α|β ∨ γ)(x)+ Iµ(β |γ)(x),

which is exactly

Iµ(α ∨β |γ)(x) = Iµ(α|β ∨ γ)(x)+ Iµ(β |γ)(x),

again by the first part of the proof.
Hence, if γ is equal to a countable µ-partition modulo µ , we can neglect the
null-sets in γ and obtain∫

X
Iµ(α ∨β |γ)(x) dµ(x) =

∫
X

Iµ(α|β ∨ γ)(x) dµ(x)+
∫

X
Iµ(β |γ)(x) dµ(x).

If additionally β is equal to a countable µ-partition modulo µ , too, then we
have shown that Hµ(α ∨β |γ) = Hµ(α|β ∨ γ)+Hµ(β |γ). If β is not equal to a
countable µ-partition modulo µ , but γ is, then Hµ(α ∨β |γ) = ∞ and Hµ(β |γ) =
∞.
Now, let us consider the case when γ is not countable modulo µ . We assume that
σ̃(γ) and σ(γ ∨β ) are σ -finite. Then, by the first part of the proof,

Hµ(α ∨β |γ) =
∫

γ

HµC(α ∨β ) dµγ(C) =
∫

γ

(HµC(α|β )+HµC(β )) dµγ(C) =

=
∫

γ

HµC(α|β ) dµγ(C)+Hµ(β |γ).

If β ∩Cl is not countable modulo µCl for some (non-negligible) sets Cl ∈ γ , l ∈ L
with µ(

⋃
l∈L Cl) 6= 0, then HµCl

(α ∨β ) = ∞ and HµCl
(β ) = ∞ and

Hµ(α∨β |γ)=
∫

γ

HµC(α∨β ) dµγ(C)=∞=Hµ(α|β ∨γ)+
∫

γ

HµC(β ) dµγ(C)=

= Hµ(α|β ∨ γ)+Hµ(β |γ).

If α ∩C is not equal to a countable µ-partition modulo µCl for some Cl ∈ γ

with µ(
⋃

l∈L Cl) > 0, then, since β is countable, there has to be a B ∈ β with
µ(B)> 0 such that α ∩Cl ∩B is equal to a not countable µ-partition mod µCl∩B
for some Cl ∈ γ with µ(

⋃
l∈L Cl) > 0. (Recall, that by Proposition 1.3 (4) mod

µC for µγ -a.e. C ∈ γ ⇔ mod µ ⇔ µC∩B for µγ∨β -a.e. C∩B ∈ γ ∨ β .) Thus
Hµ(α|β ∨ γ) = ∞ =

∫
γ

HµC(α|β ) dµγ(C).
For proof of the case when α ∩C and β ∩C are equal to countable µ-partitions
modulo µC for almost all C ∈ γ , but γ is uncountable, we refer the reader to [15],
Theorem 5.6. where this case is treated in probability spaces.

6. For µ a probability measure, we clearly have Hµ({X , /0}) =−µ(X) log(µ(X))−
0 ·∞ =− log(1) = 0. Moreover, if Hµ(α) = 0, then, by definition, α is equal to a
countable µ-partition mod µ , hence Hµ(α)=−∑A∈α,µ(A)6=∞,0 µ(A) log(µ(A))=
0, thus µ(A) = 1 for all A ∈ α , but this implies that A = X modulo µ , ∀A ∈ α .
Let µ be arbitrary now. By definition, Hµ(α|γ) =

∫
γ

HµC(α ∩C) dµγ(C) and
µC is a probability measure on C. Hence by the above HµC(α ∩C) = 0 ⇔
α ∩C = {C, /0} mod µ ⇔ α � γ .

51



7. Note that if µ is a probability measure, then Hµ(α) = ∑A∈α−µ(A) log(µ(A)︸ ︷︷ ︸
≤1

)

︸ ︷︷ ︸
≤0

≥

0 or Hµ(α) = ∞≥ 0. Thus, if σ̃(γ) is σ -finite, then

Hµ(α|γ) =
∫

HµC(α)︸ ︷︷ ︸
≥0

dµγ(C)≥ 0,

since µC is a probability measure for (a.e.) C ∈ γ .
Let α � β . If α is not equal to a countable µ-partition modulo µ , then β is not
equal to a countable µ-partition mod µ , and we get Hµ(β ) = ∞ = Hµ(α). If α

is equal to a countable µ-partition modulo µ , then, due to (5), Hµ(β ) = Hµ(β ∨
α) = Hµ(α)+Hµ(β |α), and by the above Hµ(β |α) ≥ 0 since being equal to
a countable µ-partition modulo µ , σ̃(α) is clearly σ -finite, hence Hµ(β ) ≥
Hµ(α).
If γ is countable or µ is a probability measure, then again by (5), Hµ(α ∨β |γ) =
Hµ(α|γ)+Hµ(β |α ∨ γ). If α � β , then α ∨β = β , thus

Hµ(β |γ) = Hµ(α ∨β |γ) = Hµ(α|γ)+Hµ(β |α ∨ γ),

hence Hµ(β |γ)≤ Hµ(α|γ), since Hµ(β |α ∨ γ)> 0.
For the proof of β � γ ⇒ Hµ(α|β )≥ Hµ(α|γ) we refer to [15], Theorem 5.1.

8. Let n ∈ N be fixed and x ∈ X such that µ((
∨n−1

k=1 T−kα)x) 6= 0. By repeated
application of (5) we get

Iµ(
n−1∨
k=0

T−k
α)(x) = Iµ

(
T−n+1

α ∨
n−2∨
k=0

T−k
α

)
(x) =

= Iµ(T−n+1
α)(x)+ Iµ

(n−2∨
k=0

T−k
α|T−n+1

α

)
(x) =

= Iµ(α)(T n−1x)+ Iµ

(
T−n+2

α ∨
n−3∨
k=0

T−k
α|T−n+1

α

)
(x) =

= Iµ(α)(T n−1x)+ Iµ(T−n+2
α|T−n+1

α)(x)+

Iµ(
n−3∨
k=0

T−k
α|T−n+1

α ∨T−n+2
α)(x) =

= Iµ(α)(T n−1x)+ Iµ(α|T−1
α)(T n−2x)+

Iµ

(
T−n+3

α ∨
n−4∨
k=0

T−k
α|T−n+1

α ∨T−n+2
α

)
(x) =

= . . .=

= Iµ(α)(T n−1x)+ Iµ(α|T−1
α)(T n−2x)+ Iµ(α|T−1

α ∨T−2
α)(T n−3x)+

. . .+ Iµ

(
α|

n−1∨
k=1

T−k
α

)
(x) =
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= Iµ(α)(T n−1x)+
n−1

∑
m=1

Iµ

(
α|

m∨
k=1

T−m
α

)
(T n−1−mx),

where we have used that, due to T -invariance, Iµ(T−n+1α)(x) = Iµ(α)(T n−1x)
and similar for the conditional information. To verify this, set αT n−1x =: A.
Clearly, T n−1x ∈ A ⇔ x ∈ T−n+1A, hence T−n+1A = (T−n+1α)x. Now, the
information function only depends on µ(A), but µ(A) = µ(T−n+1A), therefore

Iµ(T−n+1
α)(x) = Iµ(α)(T n−1x).

This also implies that

Iµ(T−n+2
α|T−n+1

α)(x) = Iµ(·|(T−n+1α)x)
(T−n+2

α)(x) =

= Iµ(·|(T−1α)T n−2x)
(α)(T n−2x) = Iµ(α|T−1

α)(T n−2x)

for µ((T−n+1α)x) 6= ∞, because

µ((T−n+2
α)x|(T−n+1

α)x) =
µ(T−n+2(αT n−2x)∩T−n+2((T−1α)T n−2x))

µ(T−n+2((T−1α)T n−2x)))
=

=
µ(αT n−2x∩ (T−1α)T n−2x))

µ((T−1α)T n−2x)
= µ(αT n−2x|(T

−1
α)T n−2x)),

and for µ((T−n+1α)x) = ∞, we have

Iµ(T−n+2
α|T−n+1

α)(x) = Iµ((T−n+1
α)x∩T−n+2

α)(x) =

= Iµ((T−1
α)T n−2x∩α)(T n−2x) = Iµ(α|T−1

α)(T n−2x).

If α is countable, then so is
∨n−1

k=1 T−kα , and we can neglect all null-sets of it.
Thus, by integrating and using the transformation formula and T -invariance, the
last claim follows.

The following Lemma provides us with convergence in information.

Lemma 3.1. Let (Ω,A,P) be a probability space, α a P-partition of Ω with HP(α)<∞

and An sub-σ -algebras of A, such that An⊆An+1 for all n∈N0 and A=σ(
⋃

n∈N0
An).

Then
IP(α|An)→ IP(α|A) in L1(P) and P-a.e.

as n→ ∞.
In particular,

lim
n→∞

∫
Ω

IP(α|An)(ω) dP(ω) =
∫

Ω

IP(α|A)(ω) dP(ω).

Proof. By the assumption HP(α)<∞ we know that α is modulo P equal to a countable
P-partition, so by Remark 3.3 we can w.l.o.g. assume that α is countable.
For fixed A ∈ α the process Xn := E[1A|An] = P(A|A) is a martingal w.r.t. An, for
n∈N0, because conditional expectation is adapted by definition and for every k ∈N we
have E[Xn+k|An] = E[E[1A|An+k]|An] = E[1A|An] = Xn. Since sup{E[Xn] : n ∈ N0}<
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∞, we can use the martingale convergence theorem 1.12 and obtain a σ(
⋃

n∈N0
An)-

measurable random variable X∞, such that Xn → X∞ a.e. for n→ ∞. Clearly, X∞ =
E[1A|A], because for every B ∈ σ(

⋃
n∈N0

An) = A, we have E[X∞1B] = lim
n→∞

E[Xn1B] =

lim
n→∞

E[E[1A|An]1B] = lim
n→∞

E[1A1B] = E[1A1B]. Thus

P(A|An)→ P(A|A) P-a.e.

For every x ∈ A, P(αx|Anx) = P(A|An)(x), where Anx denotes the element of the corre-
sponding P-partition which contains x, hence IP(α|An)=− log◦P(A|An) and therefore

IP(α|An)→ IP(α|A) P-a.e.

Convergence in L1(P) then follows by dominated convergence, if we show

(11)
∫

sup
n∈N0

IP(α|An) dP≤ HP(α)+1,

since by assumption HP(α) < ∞, hence the function supn∈N0
IP(α|An) dominates the

map IP(α|An) for every n ∈ N0 and satisfies
∫

supn∈N0
IP(α|An) dP < ∞.

To prove (11), we define f (x) := supn∈N0
IP(α|An)(x) for x ∈ Ω and F(a) := P({x ∈

Ω : f (x)> a}) = P( f−1((a,∞])) for a ∈ [0,∞). Then∫
Ω

f dP =
∫

∞

0
F(a) da.

Indeed,
∫

∞

0 F(a) da =
∫

∞

0
∫

Ω
1 f−1(a,∞] dP da=

∫
Ω

∫
∞

0 1(a,∞] ◦ f da dP and 1(a,∞]( f (x)) ={
1, f (x)> a
0, f (x)≤ a

= 1[0, f (x))(a) for x ∈ Ω because a ≥ 0, thus
∫

∞

0 1(a,∞]( f (x)) da =∫
∞

0 1[0, f (x))(a) da = f (x).
Furthermore,

F(a) = P({x ∈Ω| sup
n∈N0

[− log(P(αx|Anx))]> a}) =

= ∑
A∈α

P({x ∈ A| inf
n∈N0

P(αx|Anx)< e−a}) =

= ∑
A∈α

∞

∑
n=0

P(A∩{x ∈Ω|P(αx|Anx)< e−a, P(αx|Akx)≥ e−a ∀k < n}) =

= ∑
A∈α

∞

∑
n=0

∫
Ω

1A1Cn dP = ∑
A∈α

∞

∑
n=0

∫
Cn

P(A|An) dP

by definition of the conditional expectation, where we set Cn := {x ∈ Ω|P(αx|Anx) <
e−a, P(αx|Akx) ≥ e−a ∀k < n}, which is An-measurable. Now, by definition of Cn,
∑

∞
n=0

∫
Cn

P(A|An) dP≤ ∑
∞
n=0 e−aP(Cn) = e−aP(

⋃
∞
n=0 Cn)≤ e−a and therefore

F(a)≤ ∑
A∈α

min(P(A),e−a).

Combining the above (in)equations, we finally get∫
Ω

f dP =
∫

∞

0
F(a) da≤

∫
∞

0
∑

A∈α

min(P(A),e−a) da = ∑
A∈α

∫
∞

0
min(P(A),e−a) da =
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= ∑
A∈α

∫ − log(P(A))

0
P(A)da+

∫
∞

− log(P(A))
e−ada = ∑

A∈α

(−P(A) log(P(A))+P(A)) =

= HP(α)+1,

since HP(α) =
∫

Ω
IP(α) dP=∑A∈α

∫
A− log(P(A)) dP=∑A∈α−P(A) log(P(A)). Thus

(4) is shown and therefore the proof is complete.

3.2 Entropy of dynamical systems with a probability measure
Now, let us define the entropy of a dynamical system in the sense of Kolmogorv and
Sinaj. For this end we have to restrict our considerations to measure spaces with a finite
measure. For simplicity, let us take a probability measure. But before doing so, let us
introduce the following notation:

Notation. Let T be a non-singular transformation on (X ,B,µ) and α a µ-partition of
X . The common refinement of the preimages of α under T will be denoted as follows:

α
n
m :=

n∨
k=m

T−k
α

for m,n ∈ N0, m≤ n.

Definition. Let T be a measure-preserving transformation on a measure space (X ,B,
µ) with µ(X) = 1. The (dynamical) entropy of the system (X ,B,µ,T ) with respect to
α is given by

h(X ,B,µ,T,α) := lim
n→∞

1
n

Hµ(α
n−1
0 )

If α is countable then

h(X ,B,µ,T,α) = lim
n→∞

1
n

Hµ(α
n−1
0 ) = inf

n∈N

1
n

Hµ(α
n−1
0 ),

by the next Corollary 3.1.
Finally, the (Kolmogorov-Sinai) entropy of the dynamical system is defined by

h(X ,B,µ,T ) := sup{h(X ,B,µ,T,α) : α a µ-partition of X with Hµ(α)< ∞}.

Note, that in fact we always can take a countable µ-partition α in the definition
above, since the condition Hµ(α)< ∞ implies that α is modulo µ equal to a countable
µ-partition α ′ of X , and h(X ,B,µ,T,α) = h(X ,B,µ,T,α) by Remark 3.3.

Lemma 3.2. Let (an)n∈N be a sequence of real numbers. If (an)n∈N is subadditive, that
is an+m ≤ an +am for all n,m ∈ N, then lim

n→∞

1
n an = inf

n∈N
1
n an.

If an ∈ [0,∞), ∀n ∈N, such that an+1−an ≥ an+2−an−1, ∀n ∈N and a1 ≥ a2−a1, i.e.
the sequence has decreasing increments, then the sequence is subadditive and fulfills
lim
n→∞

1
n an = inf

n∈N
1
n an = lim

n→∞
(an+1−an).

For proofs of these well-known statements we refer to [4], Fact 2.1.1, respectively
to [11], Lemma 9.13, for the first claim.

Corollary 3.1. Let (X ,B,µ) be a probability space, T a measure-preserving trans-
formation on it and α a countable µ-partition of X, then H(αm+n−1

0 ) ≤ H(αm−1
0 )+

H(αn−1
0 ) and lim

n→∞

1
n H(αn−1

0 ) = infn∈N
1
n H(αn−1

0 ).
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Proof. Using Proposition 3.1 (5) and (7), we compute

Hµ(α
m+n−1
0 ) = Hµ(α

m−1
0 ∨α

m+n−1
m ) = Hµ(α

m−1
0 )+Hµ(α

m+n−1
m |αm−1

0 )≤

≤ Hµ(α
m−1
0 )+Hµ(α

m+n−1
m ) = Hµ(α

m−1
0 )+Hµ(T−m

α
n−1
0 ) =

= Hµ(α
m−1
0 )+Hµ(T−m

α
n−1
0 ),

due to T -invariance.
If Hµ(α) = ∞, then Hµ(α

n−1
0 )≥ Hµ(α) = ∞ for all n ∈ N, hence

lim
n→∞

1
n

H(αn−1
0 ) = ∞ = inf

n∈N

1
n

H(αn−1
0 ).

If Hµ(α) < ∞, then we also have Hµ(α
n−1
0 ) < ∞ for every n ∈ N, since otherwise we

could choose a minimal n ∈ N such that Hµ(α
n−1
0 ) = ∞, but by subadditivity we know

that Hµ(α
n−1
0 ) = Hµ(α

n−2
0 )+Hµ(α) < ∞, a contradiction. Therefore, if Hµ(α) < ∞,

then an := Hµ(α
n−1
0 ), n ∈ N, defines a subadditive sequence in [0,∞)N and by applying

Lemma 3.2 we obtain lim
n→∞

1
n H(αn−1

0 ) = infn∈N
1
n H(αn−1

0 ).

Remark 3.6. If µ is a T -invariant probability measure, and α is a measurable µ-
partition of X such that Hµ(α)< ∞, then we can rewrite the entropy as

h(X ,B,µ,T,α) = Hµ

(
α|

∞∨
k=1

T−k
α

)
= Hµ

( ∞∨
k=0

T−k
α|

∞∨
k=1

T−k
α

)
.

Indeed, applying Proposition 3.1 (5) and using the fact that Hµ ◦ T−1 = Hµ , due to
T -invariance of µ , we compute

h(X ,B,µ,T,α) = lim
n→∞

1
n

Hµ

(
α ∨

n−1∨
k=1

T−k
α

)
=

= lim
n→∞

1
n

(
Hµ

(
α|

n−1∨
k=1

T−k
α

)
+Hµ

(
T−1

(n−2∨
k=0

T−k
α

)))
=

= lim
n→∞

1
n

(
Hµ

(
α|

n−1∨
k=1

T−k
α

)
+Hµ

(n−2∨
k=0

T−k
α

))
=

= lim
n→∞

1
n

(
Hµ

(
α|

n−1∨
k=1

T−k
α

)
+Hµ

(
α|

n−2∨
k=1

T−k
α

)
+Hµ

(
T−1

(n−3∨
k=0

T−k
α

)))
=

= . . .= lim
n→∞

1
n

(n−1

∑
j=0

Hµ

(
α|

j∨
k=1

T−k
α

))
,

where we define
∨0

k=1 T−kα := {X , /0}. If Hµ(α)< ∞ (which in particular implies that
Hµ(α|

∨ j
k=1 T−kα) ≤ Hµ(α) < ∞), then the sequence An := ∑

n−1
j=0 Hµ(α|

∨ j
k=1 T−kα)

has decreasing increments: Clearly, by Proposition 3.1 (7), we get that An+1−An =
Hµ(α|

∨n
k=1 T−kα)≥Hµ(α|

∨n+1
k=1 T−kα)=An+2−An+1, and we see that A1 =Hµ(α)≥
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Hµ(α|T−1α) =Hµ(α)+Hµ(α|T−1α)−Hµ(α) =A2−A1. So, by Lemma 3.2, we ob-
tain lim

n→∞

1
n An = lim

n→∞
(An−An−1), hence

lim
n→∞

1
n

(n−1

∑
j=0

Hµ(α|
j∨

k=1

T−k
α)
)
= lim

n→∞
Hµ(α|

n−1∨
k=1

T−k
α) = Hµ(α|

∞∨
k=1

T−k
α),

where the convergence is a consequence of the fact, that (Hµ(α|
∨n−1

k=1 T−kα))n∈N is
a decreasing sequence in the (extended) real line, which is bounded from below by
Hµ(α|

∨
∞
k=1 T−kα).

By Proposition 3.1 (3) we can write Hµ(α|
∨

∞
k=1 T−kα) as Hµ(

∨
∞
k=0 T−kα|

∨
∞
k=1 T−kα).

Proposition 3.2. Let (X ,B,µ,T ) be a measure-preserving dynamical system with
µ(X) = 1 and α , β be measurable µ-partitions of X.

1. α � β implies h(X ,B,µ,T,α)≤ h(X ,B,µ,T,β ).

2. We always have h(X , σ̃(α),µ,T )≤ h(X , σ̃(α),µ,T,α) = h(X ,B,µ,T,α).
If Hµ(α)< ∞ then we obtain equality: h(X , σ̃(α),µ,T ) = h(X ,B,µ,T,α).

3. If B1 ⊆B2 are two σ -finite sub-σ -algebras of B, then we get h(X ,B1,µ,T )≤
h(X ,B1,µ,T )≤ h(X ,B,µ,T,α). Especially, if there is an increasing sequence
of σ -finite sub-σ -algebras Bn of B with n ∈N such that σ(

⋃
n∈NBn) =B mod

µ , then lim
n→∞

h(X ,Bn,µ,T ) = h(X ,B,µ,T ).

Proof. 1. Clearly, α � β implies that α
n−1
0 � β

n−1
0 for every n∈N, hence the claim

follows by Proposition 3.1 (7).

2. Since
h(X ,B,µ,T,α) = lim

n→∞

1
n

Hµ(α) =

=

limn→∞

1
n

(
∑

A∈α

µ(A) log(µ(A))
)
, if α = a countable µ-partition mod µ

∞, else

depends only11 on those elements of B, which also lie in α , it is no restriction
to consider σ̃(α) instead of B, i.e.

h(X , σ̃(α),µ,T,α) = h(X ,B,µ,T,α).

By definition, h(X , σ̃(α),µ,T ) = sup
β µ-partition of (X , σ̃(α),µ)

Hµ (β )<∞

h(X , σ̃(α),µ,T,β ), but

for every countable µ-partition β ⊆ σ̃(α) we obviously have β � α , hence by
(1), we obtain h(X , σ̃(α),µ,T,β )≤ h(X , σ̃(α),µ,T,α), for every countable µ-
partition β of (X , σ̃(α),µ), and therefore

h(X , σ̃(α),µ,T ) = sup
β µ-partition of (X , σ̃(α),µ)

Hµ (β )<∞

h(X , σ̃(α),µ,T,β )≤

≤ h(X , σ̃(α),µ,T,α).

11Recall, that the condition that α is equal to a countable µ-partition, whose elements are almost those of
α , can in fact be reduces to α having countably many elements, which already build a µ-partition of X .
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Thus, if Hµ(α)< ∞, we immediately get

h(X , σ̃(α),µ,T ) = h(X , σ̃(α),µ,T,α).

3. Using (2), we see that

h(X ,B1,µ,T ) = sup
β⊆B1, Hµ (β )<∞

h(X ,B1,µ,T,β ) =

= sup
β⊆B1, Hµ (β )<∞

h(X ,B,µ,T,β )≤ sup
β⊆B2, Hµ (β )<∞

h(X ,B,µ,T,β ) =

= h(X ,B1,µ,T ),

since, trivially, every β1 ⊆B1 is also a subset of B2.
Now, since (h(X ,Bn,µ,T ))n∈N is a monotonously increasing sequence of posi-
tive extended real numbers, which is bounded from above by h(X ,B,µ,T ), the
sequence converges (or is equal to infinity but in this case also h(X ,B,µ,T ) =
∞).

One of the main reasons, why entropy is of such big interest is, that it is an invariant
for isomorphic systems. This will be stated in the next proposition, together with other
useful properties.

Proposition 3.3. Let (X ,B,µ,T ) and (Y,D,η ,S) be two σ -finite measure-preserving
dynamical systems.

1. If (X ,B) is a standard measurable space and (X ,B,µ,T ) and (Y,D,η ,S) are
isomorphic, then every measurable µ-partition γ of X, with σ̃(γ) being σ -finite,
satisfies

Hµ(γ|T−1
γ) = Hη( f (γ)|S−1 f (γ)),

where f : X −→Y denotes an isomorphism between (X ,B,µ,T ) and(Y,D,η ,S).

2. Let µ and η be probability measures. If (X ,B,µ,T ) is a factor of (Y,D,η ,S),
then

h(X ,B,µ,T )≤ h(Y,D,η ,S).

If the two systems are isomorphic, then

h(X ,B,µ,T ) = h(Y,D,η ,S).

3. If µ(X) = 1 and β is a measurable µ-partition of X such that β ,T−1β , . . .T−nβ

are independent, then 1
n Hµ(

∨n−1
k=0 T−kβ ) = Hµ(β ), in particular for Hµ(β )< ∞,

we get
h(X ,B,µ,T,β ) = Hµ(β ).

4. If β is a measurable µ-partition such that σ̃(
∨

∞
k=0 T−kβ ) = B modulo µ with

Hµ(β )< ∞, and µ is a probability measure, then

h(X ,B,µ,T ) = h(X ,B,µ,T,β ).

We will only prove the first statement, the other facts are well-know and simple to
prove (see e.g. [4]).
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Proof. With the notation as above, due to Proposition 1.3 (6) we get, by using the
transformation formula,

Hµ(γ|T−1
γ) =

∫
X

HπT−1γ
(x)(γ ∩πT−1γ(x)) dµ(x) =

=
∫

Y
Hµ

π
T−1γ

( f−1(y))
(γ ∩πT−1γ( f−1(y))) dη(y) =

=
∫

Y
Hηπ

f (T−1γ)
(y)(γ ∩π f (T−1γ)(y)) dη(y) =

=
∫

Y
Hηπ

S−1 f (γ)
(y)(γ ∩πS−1 f (γ)(y)) dη(y) = Hη( f (γ)|S−1 f (γ)),

if γ ∩ πT−1γ(x) is equal to a countable partition of πT−1γ(x) modulo µ (according to
Proposition 1.3 (4). If this is not the case, then f (γ∩πT−1γ(x) is not equal to a countable
partition mod µ , neither, so we obtain Hµ(γ|T−1γ) = ∞ = Hη( f (γ)|S−1 f (γ)).

3.3 Tools for infinite measure systems
Let (X ,B,µ,T ) be a σ -finite measure-preserving, conservative dynamical system.
We define a special kind of µ-partitions of X (also considered in [10] and [15]), which
allows us to reduce the static entropy of an infinite space to a finite one:

Definition. A µ-partition α of X is called local with core A ∈B, 0 < µ(A) < ∞, if
Ac ∈ α and Hµ(α)< ∞.

Note that Hµ(α) < ∞ implies that α is mod µ equal to a countable µ-partition,
hence by Remark 3.3 we may w.l.o.g. assume that α is countable, when studying prop-
erties of the entropy of α . The advantage of this definition is that, if µ(Ac) = ∞, then
Hµ(α) = ∑B∈α,µ(B)<∞−µ(B) log(µ(B)) = Hµ|A(α \ {A

c}), i.e. we are actually left
with treating the entropy of the finite-measure space (A,B∩A,µ|A).
Be aware, that if µ(X) = ∞ and α is a local µ-partition with core A, then σ̃(α) is not
σ -finite unless we restrict it to A.
Local µ-partitions always exist in σ -finite measure spaces (not empty modulo mea-
sure), because, as long as there is an A ∈B with positive finite measure, we can con-
struct a local µ-partition with core A: As a trivial example, just take α := {A,Ac}, then
Hµ(α) = µ(A) log(µ(A)) < ∞, if µ(X) = ∞ and, clearly, Hµ(α) = µ(A) log(µ(A))+
µ(Ac) log(µ(Ac))< ∞, if µ(X)< ∞.

Of course, the (abstract) concept of a local µ-partition is primarily of interest in
infinite measure systems. Therefore, when dealing with local µ-partitions, we will
mostly restrict our considerations to infinite measure systems.

By conservativity every measurable set A of positive measure is recurrent, and so
we can partition A by the time steps which are needed to take the elements of A again
back to A the original set (considered also in [10] and [15]):

Definition. For A ∈ B with 0 < µ(A) < ∞ the first return time µ-partition of A is
defined as

ρT,A :=
{

A∩T−nA∩
n−1⋂
j=1

T− jAc : n ∈ N
}
= {{ϕT,A = n} : n ∈ N},

where we set
⋂0

j=1 := X . (By ϕT,A we denote the first return map w.r.t. T , confer
section 1.3.2.)
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If T is an automorphism, we obtain also the last visit time µ-partition of A

ρT−1,A :=
{

A∩T nA∩
n−1⋂
j=1

T jAc : n ∈ N
}
.

Note that these µ-partitions are countable.

The following definition of [10] (similar in [15] and [14]) will be a crucial condition
for the equality of the different notions of entropy.

Definition. Let (X ,B,µ,T ) be as in the definition above. A set A ∈B with µ(A) ∈
(0,∞) is called quasi finite if

Hµ|A(ρT,A)< ∞.

And the whole system (X ,B,µ,T ) is called quasi finite if it contains a quasi finite
sweep-out set of positive finite measure. Further, we say that a local µ-partition α of
X with core A ∈B is quasi finite, if A is a quasi finite set and ρT,A � α \{Ac}.
If T is an automorphism, we call the local µ-partition α with core A inverse quasi
finite, if A is a quasi finite set and ρT−1,A � α \{Ac}.

Remark 3.7. Note, that if T is an automorphism, then

Hµ|A(ρT,A)< ∞ ⇔ Hµ|A(ρT−1,A)< ∞,

since T n({ϕT,A = n}) = T n(A∩T−nA∩T−1Ac∩ . . .∩T−n+1Ac = T nA∩A∩T n−1Ac∩
T 1Ac = {ϕT−1,A = n}, hence by using T -invariance we see that µ({ϕT,A = n}) =
µ(T−n(T n{ϕT,A = n})) = µ(T n{ϕT,A = n}) = µ({ϕT−1,A = n}).

Similar to the case of probability measures, we consider the quantity

ĥ(X ,B,µ,T,α) := liminf
n→∞

1
n

Hµ

(n−1∨
k=0

T k
α

)
,

following [10].
Note that if α is countable and T is a measure-preserving automorphism, then

Hµ

(n−1∨
k=0

T−k
α

)
= Hµ

(n−1∨
k=0

T k
α

)
for every n ∈ N, because

Hµ

(n−1∨
k=0

T−k
α

)
=

=− ∑
Ak∈α,k=0,...,n−1

µ(A0∩...∩T−n+1An−1)6=∞

µ(A0∩ . . .∩T−n+1An−1) log(µ(A0∩ . . .∩T−n+1An−1)) =

=− ∑
Ak∈α,k=0,...,n−1

(µ◦T n−1)(A0∩...∩T−n+1An−1)6=∞

(µ ◦T n−1)(A0∩ . . .∩T−n+1An−1)·

log((µ ◦T n−1)(A0∩ . . .∩T−n+1An−1)) =
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=− ∑
Ak∈α,k=0,...,n−1

µ(T n−1A0∩...∩An−1)6=∞

µ(T n−1A0∩ . . .∩An−1) log(µ(T n−1A0∩ . . .∩An−1)) =

= Hµ

(n−1∨
k=0

T k
α

)
.

If we additionally require that µ is a probability measure, then ĥ(X ,B,µ,T,α) is noth-
ing else than the dynamical entropy h(X ,B,µ,T,α), since in that case

ĥ(X ,B,µ,T,α) = liminf
n→∞

1
n

Hµ

(n−1∨
k=0

T k
α

)
= liminf

n→∞

1
n

Hµ

(n−1∨
k=0

T−k
α

)
=

= lim
n→∞

1
n

Hµ

(n−1∨
k=0

T−k
α

)
= h(X ,B,µ,T,α),

because by Lemma 3.2 we know that the series converges for µ ≤ 1.

We can deduce the same identity for ĥ(X ,B,µ,T,α) as for h(X ,B,µ,T,α) in
Remark 3.6 in the following case:

Lemma 3.3. Let (X ,B,µ,T ) be a σ -finite dynamical system with µ(X) = ∞ such that
T is a measure-preserving automorphism and let α be a quasi finite local µ-partition
of X, whose core A ∈B is a sweep-out set w.r.t. the inverse of T , i.e. X =

⋃
n∈N0

T nA
mod µ , then

ĥ(X ,B,µ,T,α) = Hµ

(
α|

∞∨
k=1

T k
α

)
= Hµ

( ∞∨
k=0

T k
α|

∞∨
k=1

T k
α

)
.

Moreover,

Hµ

(
α|

∞∨
k=1

T k
α

)
= Hµ|A

(
α ∩A|

( ∞∨
k=1

T k
α

)
∩A
)
.

If we assume that α is an inverse quasi finite local µ-partition whose core is a
sweep-out set (w.r.t. T ), then we get

ĥ(X ,B,µ,T,α) = ĥ(X ,B,µ,T−1,α) = Hµ

( ∞∨
k=0

T−k
α|

∞∨
k=1

T−k
α

)
.

The proof follows [10].

Proof. By Proposition 3.1 (8) we know that

Iµ

(n−1∨
k=0

T k
α

)
=

n−1

∑
m=0

Iµ

(
α|

m∨
k=1

T k
α

)
◦T m−(n−1),

where
∨0

k=1 T kα := {X , /0}. Hence,

ĥ(X ,B,µ,T,α) = liminf
n→∞

1
n

∫
X

Iµ

(n−1∨
k=0

T k
α

)
(x) dµ(x) =
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= liminf
n→∞

1
n

( n−1

∑
m=0

∫
X

Iµ

(
α|

m∨
k=1

T k
α

)
(T m−(n−1)x) dµ(x)

)
=

= liminf
n→∞

1
n

( n−1

∑
m=0

∫
X

Iµ

(
α|

m∨
k=1

T k
α

)
(x) dµ(x)

)
,

by the transformation formula and T -invariance.
We will show that∫

X
Iµ

(
α|

n−1∨
k=1

T k
α

)
(x) dµ(x)→

∫
X

Iµ

(
α|

∞∨
k=1

T k
α

)
(x) dµ(x) for n→ ∞,

which implies that

liminf
n→∞

1
n

n−1

∑
m=0

∫
X

Iµ

(
α|

m∨
k=1

T k
α

)
(x) dµ(x) =

∫
X

Iµ

(
α|

∞∨
k=1

T k
α

)
(x) dµ(x),

and this is precisely the desired equality.
We will compute that

Iµ

(
α|

n∨
k=1

T k
α

)
(x) = 0 for every x ∈ Ac with µ

(
αx∩

( n∨
k=1

T k
α

)
x

)
6= 0.

Clearly, elements for which µ
(
αx ∩

(∨n
k=1 T kα

)
x

)
= 0 vanish in the entropy (since

α and
∨n

k=1 T kα are countable, so the definition of conditional entropy uses just set-
theoretical conditional measures).
Let x∈ Ac be fixed such that

(∨n
k=1 T kα

)
x 6= /0 mod µ , and let us write

(∨n
k=1 T kα

)
x =

T 1A1∩ . . .∩T nAn for A1, . . . ,An ∈ α . Since this set is not a null-set, it is a subset (mod
µ) of

⋃
j∈N0

T jA, because A is a sweep out set w.r.t. T−1. Hence, there has to be an
i ∈N with (T 1A1∩ . . .∩T nAn)∩T iA 6= /0 mod µ . (Note, that we can assume that i≥ 1,
since T 1A1∩ . . .∩T nAn cannot be covered by A, since by assumption, Ac∩T 1A1∩ . . .∩
T nAn 6= /0 mod µ .) If n is large enough, then i≤ n, thus Ai∩A 6= /0 mod µ , i.e. Ai ⊆ A,
because α is a local µ-partition with core A. In particular, for n large enough,

µ(T 1A1∩ . . .∩T nAn)≤ µ(T iAi) = µ(Ai)≤ µ(A)< ∞,

thus by definition

Iµ

(
α|

n∨
k=1

T k
α

)
(x) = Iµ(·|(T 1A1∩...T nAn)

(α)(x).

Moreover, by assumption ρT,A �α|A, hence if Ai∩T−iAc 6= /0 mod µ , then all elements
of Ai have to lie in Ac after i (time) steps of T , i.e. Ai ⊆ T−iAc mod µ . In particular, if
µ(Ac∩ (T 1A1∩ . . .T nAn)) 6= 0, then Ai ⊆ T−iAc mod µ , which is equivalent to T iAi ⊆
Ac. Hence, in that case we obtain

Ac∩ (T 1A1∩ . . .∩T iAi∩ . . .∩T nAn) = T 1A1∩ . . .∩T iAi∩ . . .∩T nAn

modulo µ , which implies

µ(Ac|T 1A1∩ . . .∩T nAn) =
µ(Ac∩ (T 1A1∩ . . .∩T nAn))

µ(T 1A1∩ . . .∩T nAn)
= 1,
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and therefore

Iµ

(
α|

n∨
k=1

T k
α

)
(x) = Iµ(·|(T 1A1∩...T nAn)

(α)(x) =

=− log(µ(Ac∩ (T 1A1∩ . . .∩T nAn)|T 1A1∩ . . .∩T nAn)) = 0.

Analogously, we deduce that

Iµ

(
α|

∞∨
k=1

T k
α

)
(x) = 0

for x ∈ Ac such that
(
α ∨

∨
∞
k=1 T kα

)
x 6= /0 mod µ . (Note, that we use the definition of

conditional entropy given in Remark 3.2 here, since
∨

∞
k=1 T kα could be uncountable

modulo µ .)
Now, the case µ(Ac ∩ (T 1A1 ∩ . . .∩T nAn)) = 0 (and in particular the case µ(T 1A1 ∩
. . .∩T nAn) = 0) vanishes in the definition of the static conditional entropy. Thus, all
in all we have shown that ∫

Ac
Iµ

(
α|

n∨
k=1

T k
α

)
(x) dµ(x) = 0

for n sufficiently large. Analogously,
∫

Ac Iµ

(
α|
∨

∞
k=1 T kα

)
(x) dµ(x) = 0. Therefore,

Hµ

(
α|

n∨
k=1

T k
α

)
=
∫

X
Iµ

(
α|

n∨
k=1

T k
α

)
(x) dµ(x) =

∫
A

Iµ

(
α|

n∨
k=1

T k
α

)
(x) dµ(x) =

= Hµ|A

(
α ∩A|

( n∨
k=1

T k
α

)
∩A
)
,

and

Hµ

(
α|

∞∨
k=1

T k
α

)
=
∫

X
Iµ

(
α|

∞∨
k=1

T k
α

)
(x) dµ(x) =

∫
A

Iµ

(
α|

∞∨
k=1

T k
α

)
(x) dµ(x) =

= Hµ|A

(
α ∩A|

( ∞∨
k=1

T k
α

)
∩A
)
.

Now, by µ(A)< ∞ we can use Lemma 3.1 on (A,B∩A,
µ

µ(A)
), because

H µ

µ(A)
(α|A) =− ∑

D∈α|A

µ(D)

µ(A)
log
(

µ(D)

µ(A)

)
=

=
1

µ(A)
Hµ(α|A)+ ∑

D∈α|A

µ(D)

µ(A)
log(µ(A)) =

1
µ(A)

Hµ(α)+ log(µ(A))< ∞,

since α is a local µ-partition. So, Lemma 3.1 gives

lim
n→∞

H µ

µ(A)

(
A∩α|

(
A∩

n∨
k=1

T k
α

))
= H µ

µ(A)

(
A∩α|

(
A∩

∞∨
k=1

T k
α

))
.
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Further, ∫
A

I µ

µ(A)

(
α|
(

A∩
n∨

k=1

T k
α

))
(x) d

µ

µ(A)
(x) =

= ∑
D∈α|A

Ak∈α, k=1,...,n

−µ(D∩T 1A1∩ . . .∩T nAn)

µ(A)
log
( µ(D∩T 1A1∩...∩T nAn)

µ(A)
µ(T 1A1∩...∩T nAn)

µ(A)

)
=

=
1

µ(A)

∫
A

Iµ

(
α|

n∨
k=1

T k
α

)
(x) dµ(x)

Analogous for the infinite refinement:∫
A

I µ

µ(A)

(
α|
(

A∩
∞∨

k=1

T k
α

))
d

µ

µ(A)
=

1
µ(A)

∫
A

Iµ

(
α|

∞∨
k=1

T k
α

)
dµ.

Putting those things together, we obtain

lim
n→∞

∫
X

Iµ

(
α|

n∨
k=1

T k
α

)
(x) dµ(x) = lim

n→∞

∫
A

Iµ

(
α|

n∨
k=1

T k
α

)
(x) dµ(x) =

= lim
n→∞

µ(A)
∫

A
I µ

µ(A)

(
α|
(

A∩
n∨

k=1

T k
α

))
(x) d

µ

µ(A)
(x) =

= µ(A)
∫

A
I µ

µ(A)

(
α|
(

A∩
∞∨

k=1

T k
α

))
(x) d

µ

µ(A)
(x) =

∫
A

Iµ

(
α|

∞∨
k=1

T k
α

)
(x) dµ(x) =

=
∫

X
Iµ

(
α|

∞∨
k=1

T k
α

)
(x) dµ(x).

Replacing T by T−1 we obtain the claim for inverse quasi finite local µ-partitions.

4 Concepts of entropy for infinite measure systems
From now on let us assume that (X ,B,µ) is a σ -finite standard measure space with a
measure-preserving, conservative and ergodic transformation T .

There are different concepts of entropy of a dynamical system with infinite mea-
sure. We will now introduce Krengel’s, Parry’s and Poisson entropy. Let us start with
the most recent one, introduced 2005 by Emmanuel Roy:

4.1 Poisson entropy
In section 2 we have construed a probability space from an infinite measure space.
For this probability system we can use the Kolmogorov Sinai entropy and obtain the
following
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Definition. Let (X?,B?,µ?,T ?) be the Poisson suspension of (X ,B,µ,T ) with µ(X)=
∞. Then the entropy of (X?,B?,µ?,T ?) is called the Poisson entropy of (X ,B,µ,T ),
i.e.

hPoi(X ,B,µ,T ) := h(X?,B?,µ?,T ?).

Notation. Corresponding to a given countable µ-partition α of X one can construct a
µ?-partition α? of X?, by using the evaluation map:

α
? :=

{ ⋂
A∈α

N−1
A ({nA}) : (nA)A∈α ∈ N|α|0

}
.

The static entropy of the µ?-partition α? as above is strongly related to the entropy
of the underlying system in the following sense:

Lemma 4.1. Let (X ,B,µ) be a σ -finite measure space with µ(X) = ∞ and α a local
µ-partition of X, then α? is equal to a countable µ?-partition modulo µ?, and

Hµ?(α?) = ∑
A∈α

H(Poiµ(A)).

More precisely,

Hµ?(α?) = Hµ(α)+
∞

∑
i=1

µ(Ai)+
∞

∑
i=1

∞

∑
n=0

µ(Ai)
ne−µ(Ai) log(n!)

n!
,

where A1,A2, . . . shall denote all elements of α beside the complement of the core of α .
In particular, Hµ?(α?)< ∞.

Proof. By the assumption of being local, we know that α is mod µ equal to a countable
µ-partition. So w.l.o.g. let α be countable. Let A denote the core of α , i.e. A is
a positive finite measure set with Ac ∈ α , µ(Ac) = ∞, and let Ai, i = 1,2, . . ., denote
those elements of α which are subsets of A. Now, µ?-a.e. element of α? is of the form

∞⋂
i=1

N−1
Ai

({ni})∩N−1
Ac ({∞}), for n1,n2, . . . in N0 such that

∞

∑
i=1

ni < ∞,

since all elements in α? different from the above form are contained in the µ?-null
set N−1

A ({∞})∪
⋃

n∈N0
N−1

Ac ({n}). Now, the condition, that ∑
∞
i=1 ni < ∞ actually means

that only finitely many elements among n1,n2, . . . can be non-zero. And the set of all
countably infinite sequences of natural numbers, with at most finitely many non-zero
entries, is countable:

|{(ni)
∞
i=1 ∈ NN

0 :
∞

∑
i=1

ni < ∞}|= |
∞⋃

k=0

⋃
Jk⊂N,|Jk|=k

{(ni)
∞
i=1 ∈ NN

0 : nl = 0,∀l /∈ Jk}|=

= |
∞⋃

k=0

{Jk ⊂ N, |Jk|= k}|= |
∞⋃

k=0

Nk|.

Hence α? is modulo µ? equal to the countable µ?-partition {
⋂

∞
i=1 N−1

Ai
({ni})∩N−1

Ac ({∞}) :
(ni)

∞
i=1 ∈ NN

0 such that ∑
∞
i=1 ni < ∞}.
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Now, we can compute the entropy of α? as follows: Let us set A0 := Ac. Using
independence of NA0 ,NA1 , . . . w.r.t. µ?, we get

Hµ?(α?) = ∑
(ni)

∞
i=0∈N0

N0

µ
?
( ∞⋂

k=0

N−1
Ak

({nk})
)(
− log

(
µ
?
( ∞⋂

j=0

N−1
A j

({n j})
)))

=

= ∑
(ni)

∞
i=0∈N0

N0

∞

∏
k=0

µ
?(N−1

Ak
({nk}))

( ∞

∑
j=0

(− log(µ?(N−1
A j

({n j}))))
)
=

=
∞

∑
j=0

∑
n j∈N0

(− log(µ?(N−1
A j

({n j}))))µ?(N−1
A j

({n j}))·

∑
(ni)i∈N0\{ j}∈N

N
0

∏
k∈N0\{ j}

µ
?(N−1

Ak
({nk})),

where we were allowed to reorder the summations, since we clearly have that
µ?(N−1

Ak
({nk}))(− log(µ?(N−1

A j
({n j}))))≥ 0, hence if the sum converges, then it con-

verges absolutely. Now, ∑
(ni)i∈N0\{ j}∈N

N
0

∏k∈N0\{ j} µ?(N−1
Ak

({nk})) = 1, because

∑ni∈N0
µ?(N−1

Ai
({ni})) = 1 for all i ∈ N0 \{ j}, thus

Hµ?(α?) =
∞

∑
j=0

∑
n j∈N0

(− log(µ?(N−1
A j

({n j}))))µ?(N−1
A j

({n j})) =

= ∑
n0∈N0

µ
?(N−1

A0
({n0}))(− log(µ?(N−1

A0
({n0}))))+

∑
n1∈N0

µ
?(N−1

A1
({n1}))(− log(µ?(N−1

A1
({n1}))))+ . . .=

= ∑
B∈α

∑
n∈N0

Poiµ(B)(n)(− log(Poiµ(B)(n))) = ∑
B∈α

H(Poiµ(B)).

More precisely, since ∑n∈N0
−Poi∞(n) log(Poi∞(n)) = 0, we have

Hµ?(α?) = ∑
B∈α,µ(B)6=∞

H(Poiµ(B)) = ∑
B∈α\{Ac}

H(Poiµ(B)).

Further, by Example 3.2, we get

Hµ?(α?) = ∑
A∈α,µ(A)6=∞

(
−µ(A) log(µ(A))+µ(A)+

∞

∑
n=0

µ(A)ne−µ(A) log(n!)
n!

)
=

= Hµ(α)+
∞

∑
i=1

µ(Ai)+
∞

∑
i=1

∞

∑
n=0

µ(Ai)
ne−µ(Ai) log(n!)

n!
.

Clearly, Hµ(α) < ∞ by definition of a local µ-partition, and ∑
∞
i=1 µ(Ai) = µ(A) < ∞.

Further, for n ∈ N, n ≥ 2, we have log(n!)
n! =

∑
n
j=1 log( j)

n! ≤ (n−1) log(n)
n! ≤ (n−1)n

n! = 1
(n−2)! ,

and therefore
∞

∑
i=1

∞

∑
n=0

µ(Ai)
ne−µ(Ai) log(n!)

n!
≤

∞

∑
i=1

∞

∑
n=2

µ(Ai)
ne−µ(Ai)

(n−2)!
=

66



=
∞

∑
i=1

µ(Ai)
2

∞

∑
n=0

µ(Ai)
n

n!
e−µ(Ai) =

∞

∑
i=1

µ(Ai)
2 ≤

( ∞

∑
i=1

µ(Ai)
)2

= (µ(A))2 < ∞.

Hence, all in all, we get Hµ?(α?)< ∞.

Remark 4.1. For countable µ-partitions α we have

σ̃(α?)⊇ (σ̃(α))?,

where, as before, (σ̃(α))? = σ(NE : E ∈ σ̃(α)) and σ̃(α?) = {
⋃

Ml∈α?,l∈L Ml ∈B? :
L arbitrary index set}. If α is a local µ-partition, then

σ̃(α?) = (σ̃(α))? mod µ
?.

(Note that actually σ̃(α) = σ(α) since α is countable.)

Proof. To see that (σ(α))? ⊆ σ̃(α?), let E =
⋃

l∈L Al ∈ σ(α) for Al ∈ α and n ∈ N0
be arbitrary. Then

N−1
E ({n}) =

⋃
ml∈N0,l∈L
∑l∈L ml=n

⋂
l∈L

N−1
Al

({ml}) =

=
⋃

ml∈N0,l∈L∪Lc

∑l∈L ml=n

⋂
l∈L

N−1
Al

({ml})∩
⋂

l∈Lc

N−1
Al

({ml})︸ ︷︷ ︸
∈α?

,

where Lc shall denote the index set of the remaining elements of α when taking away
those with index in L. So, N−1

E ({n}) is a union of elements of α? and N−1
E ({n}) ∈B?,

thus N−1
E ({n}) ∈ σ̃(α?). Thus σ(NE : E ∈ σ(α))⊆ σ̃(α?).

If α is a local µ-partition, then α? is equal to a countable µ?-partition α?′ of X?

mod µ?, by Lemma 4.1. W.l.o.g. let α?′ ⊆ α?. Thus, σ̃(α?) = σ̃(α?′) = σ(α?′)
modulo µ?. Now, since α is countable we clearly have α?⊆σ(NE : E ∈σ(α)). Hence,
σ(α?′)⊆ σ(NE : E ∈ σ(α)), for α?′ ⊆ α?. Therefore,

σ̃(α?) = σ(α?′)⊆ σ(NE : E ∈ σ(α)) mod µ
?.

Thus, with the above, σ̃(α?) = σ(NE : E ∈ σ(α)) mod µ?.

The following Lemma of [10] (Lemma 4.2) provides equality of the conditional
static entropy for the Poisson suspension and its underlying system.

Lemma 4.2. Let (X ,B,µ) be a complete standard measure space and µ σ -finite with-
out atoms such that µ(X) =∞. Then, for σ -finite sub-σ -algebras A and C of B, C⊆A,
both without atoms, we obtain

Hµ?(A?|C?) = Hµ(A|C),

where A? := σ(NA : A ∈ A), C? := σ(NC : C ∈ C) and µ? is the probability measure of
the Poisson suspension (X?,B?) of (X ,B,µ).

(Note, that A having no atoms implies that all elements of the generating µ-partition
are null sets and therefore the µ-partition cannot be equal to a countable µ-partition
modulo µ , hence Hµ(A) = ∞. And analogously, Hµ(C) = ∞.)

We are following the proof of [10]:
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Proof. W.l.o.g. we can assume, that A =B, since by Theorem 1.4 there is a σ -finite
standard measure space (Y,A′,ν) and a σ -finite sub-σ -algebra C′ of A′ such that by
Remark 3.4, Hµ(A|C) = Hν(A

′|C′), i.e. it is sufficient to show the claim for the Borel-
σ -algebra A′ on this standard space, but for simplicity we just use the notation of the
original standard space (X ,B,µ). Note that we do not lose generality by the assump-
tion of completeness, since adding null-sets which are contained in null-sets already
taken into account does not change the entropy12. So let us assume that C is complete.
Then by Theorem 1.11 there is a standard measurable space (Y,D) and a family of
(measurable) measures {mt}t∈R on this space, such that there is an essential isomor-
phism

θ = (ψ, f ) : (X ,B,µ)−→ (R×Y,B(R)⊗D,µ) with µ(E×D) :=
∫

E
mt(D) dλ (t)

for E ∈B(R), D ∈D and

θ
−1(B(R)×Y ) = ψ

−1(B(R)) = C.

Clearly, (R×Y,B(R)⊗D,µ) is a standard measure space, so we can consider its
Poisson suspension ((R×Y )?,(B(R)⊗D)?,µ?). Due to Remark 2.2 µ

?-a.e. element
ν of (R×Y )? can be written as

ν = ∑
i∈Z

δ(ti(ν),yi(ν)),

for ti(ν) ∈ R and yi(ν) ∈ Y , moreover let (ti)i∈Z be ordered such that ti < ti+1 for all
i∈Z (unless both are equal to +∞ or−∞) and ti ≤ 0 for i≤ 0 and ti > 0 for i≥ 1. Note,
that choosing an ordering guarantees uniqueness of the sequence of tuples ((ti,yi))i∈Z
for fixed ν , confer Remark 2.2.
We will show that

((R×Y )?,(B(R)⊗D)?,µ?)≈ (R?×YZ,B(R)?⊗D⊗Z,P)

with

P(M×N) :=
∫

M

⊗
i∈Z

mti(η)(N) dλ
?(η), ∀M ∈B(R)?, N ∈D⊗Z.

Note that mti(η) is defined for λ ?-a.e. η ∈ R?, because ti(η) 6= ±∞ for λ ?-a.e. η ∈
R?: Those η ∈ R?, which are represented by a finite sum, form a null set: λ ?({η ∈
R? : η = ∑i∈Z δti(η) < ∞}) = ∑n∈N0

λ ?(N−1
R ({n})) = ∑n∈N0

Poi∞(n) = 0 as λ (R) = ∞.
(Obviously, P is a probability, as mti and λ ? are probabilities.)
To this end, let us consider the map

Φ : ν = ∑
i∈Z

δ(ti,yi) 7→ (∑
i∈Z

δti ,(yi)i∈Z)

12Let ζ be the measurable µ-partition which generates a sub-σ -algebra E of a complete σ -finite standard
measure space (X ,B,µ) and let ζ be the measurable µ-partition which generates the completion E of E.
Hence ζ is obtained by replacing all null sets in ζ by all one-element subsets of it, thus ζ = ζ mod µ , since
for every Z ∈ ζ either µ(Z) 6= 0 which implies Z ∈ ζ or µ(Z) = 0, but then {x} ∈ ζ for x ∈ Z and {x} = Z
mod µ , i.e. ζ ⊇ ζ mod µ , and analogously ζ ⊆ ζ mod µ . Therefore, we get Hµ (ζ ) = Hµ (ζ ). Further
for another measurable µ-partition ξ and ξ the µ-partition which generates the completion of σ̃(ξ ) (again
ξ = ξ mod µ) by Proposition 1.3 (5) we see Hµ (ξ |ζ ) =

∫
Hµ

ζ x
(ξ ∩ ζ x) dµ(x) =

∫
Hµζx

(ξ ∩ ζx) dµ(x) =∫
Hµζx

(ξ ∩ ζx) dµ(x) = Hµ (ξ |ζ ), since for every E ∈ ξ , either µ(E) = 0, but then µζx (E ∩ ζx) = 0 by

Proposition 1.3 (4), or µ(E) 6= 0 which implies E ∈ ξ .
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for ti ∈ R and yi ∈ Y depending on ν ∈ X?. By the above,

Φ : (R×Y )? \G−→ R?×YZ

for some µ
?-null set G. For every M ∈B(R)? we have

P(M×YZ) =
∫

M

⊗
i∈Z

mti(η)(Y
Z) dλ

?(η) = λ
?(M).

In particular, this implies that if M is a λ ?-null set, then M×N is a P-null set for every
N ∈D⊗Z, since

0 = λ
?(M) = P(M×YZ)≥ P(M×N) for every N ∈D⊗Z.

Now, (R,B(R),λ ) is a σ -finite standard space without atoms, thus by Remark 2.2,
λ ?-almost every element η ∈ R? is uniquely determined by a sequence (ti)i∈Z in RZ

,
ordered as above, with η = ∑i∈Z δti . (From now on we will only consider sequences
ordered as above, without stating it again.) So, by the above, P-a.e. (η ,(yi)i∈Z) ∈
R?×YZ is of the form (∑i∈Z δti ,(yi)i∈Z), for a uniquely determined sequence (ti)i∈Z
with ti ∈ R.
This immediately implies (a.e.-) injectivity of the map Φ: If(

∑
i∈Z

δti ,(yi)i∈Z

)
=
(

∑
i∈Z

δsi ,(zi)i∈Z

)
for (ordered) sequences (ti)i∈Z,(si)i∈Z ∈ RZ

, yi,zi ∈ Y , then yi = zi ∀i ∈ Z and, by
uniqueness of the sequence, ti = si for all i ∈ Z, hence Φ is injective everywhere beside
on a P-null set of (R?×YZ,B(R)?⊗D⊗Z) .
Clearly, Φ is a.e. surjective: Given two sequences (ti)i∈Z ∈ RZ and (yi)i∈Z ∈ YZ, then
ν := ∑i∈Z δ(ti,yi) defines an N0-valued measure on R×Y . Hence, since P-a.e. element
of R?×YZ is given by such sequences, Φ reaches P-a.e. element.
Moreover, given B ∈B, nl ∈ N0, l in some countable index set L and Di ∈D, i ∈ Z,
then

Φ
−1
(⋃

l∈L

NB
−1({nl})×∏

i∈Z
Di

)
=

=
{

∑
i∈Z

δ(ti,yi) ∈ (R×Y )? \G
∣∣∣∃l ∈ L : ∑

i∈Z
δti(B) = nl ,yi ∈ Di,∀i ∈ Z

}
=

=
{

∑
i∈Z

δ(ti,yi) ∈ (R×Y )? \G
∣∣∣∃l ∈ L : ∑

i∈Z
δ(ti,yi)(B×Y ) = nl ,

∑
i∈Z

δ(ti,yi)({t j}×D j) = 1,∀ j ∈ Z
}
=

=
⋃
l∈L

(
N−1

B×Y ({nl})∩
⋂
j∈Z

N−1
{t j}×D j

({1})
)
∈ σ(NC : C ∈B(R)⊗D) = (B(R)⊗D)?

This shows measurablility of Φ, because preimages respect set operations and the set
{
⋃

n∈L N−1
B ({n})×∏i∈Z Di : Di ∈D,B ∈B,L⊆ N0} generates B(R)?⊗D⊗Z, since

there is a sequence (An)n∈N0 of element of this set such that An ⊆ An+1 for all n ∈ N0

and
⋃

∞
n=0 An =B(R)?, e.g. A0 := N−1

B ({∞}), An :=
⋃n−1

k=0 N−1
B ({k})∪N−1

B ({∞}) (see
e.g. Bemerkung 6.1 of [28]).
Similarly, we see that Φ−1 is measurable.
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To prove that Φ is measure-preserving, we will use the Laplace functional of µ
?,

which, by Lemma 1.5, uniquely determines µ
?, i.e. if we can show, that

ΨP◦Φ( f ) = Ψµ
?( f ),

for every non-negative measurable function f of (R×Y,B(R)⊗D), then

P◦Φ = µ
?.

Recall, that by Remark 2.4 the Laplace functional of the Poisson suspension of a stan-
dard measure space (Z,A,Q) fulfills the following identity:
(12)

ΨQ?(h)=
∫

Z?

[
exp
(
−
∫

Z
h(ω) dν(ω)

)]
dQ?(ν)= exp

(∫
Z

[
exp(−h(ω))−1

]
dQ(ω)

)
,

for every measurable function h : Z −→ [0,∞].
Let f be a non-negative measurable function of (R×Y,B(R)⊗D,µ), then, again by
Remark 2.4, and using the transformation formula w.r.t. Φ−1, we get

ΨP◦Φ( f ) =
∫
(R×Y )?

exp
[
−
∫
R×Y

f (x,y) dν(x,y)
]

d(P◦Φ)(ν) =

=
∫
R?×YZ

exp
[
−
∫
R×Y

f (x,y) d(Φ−1(η ,(yi)i∈Z))(x,y)
]

dP(η ,(yi)i∈Z) =

=
∫
R?×YZ

exp
[
−
∫
R×Y

f (x,y) d(∑
i∈Z

δ(ti(η),yi))(x,y)
]

dP(η ,(yi)i∈Z) =

=
∫
R?×YZ

exp
[
−∑

i∈Z
f (ti(η),yi)

]
dP(η ,(yi)i∈Z).

By definition P =
∫
R? δη ⊗

⊗
mti(η) dλ ?(η). Due to this form, we can split the inte-

gration (confer Remark 1.5 (2)), and pursue the computation (using the Theorem of
Fubini):

ΨP◦Φ( f ) =
∫
R?

∫
YZ

exp
[
−∑

i∈Z
f (ti(η),yi)

]
d
⊗
i∈Z

mti(η)((yi)i∈Z) dλ
?(η) =

=
∫
R?

. . .
∫

Y

∫
Y
. . .∏

i∈Z
exp[− f (ti(η),yi)] . . . dmt0(y0) dmt1(y1) . . . dλ

?(η) =

=
∫
R?

∏
i∈Z

(∫
Y

exp
[
− f (ti(η),y)

]
dmti(η)(y)

)
dλ

?(η) =

=
∫
R?

exp
(

∑
i∈Z

(
log
(∫

Y
exp[− f (ti(η),y)] dmti(η)(y)

)))
dλ

?(η) =

=
∫
R?

exp
(∫

R

(
log
(∫

Y
exp[− f (t,y)] dmt(y)

))
d(∑

i∈Z
δti(η))(t)

)
dλ

?(η)

=
∫
R?

exp
(∫

R

(
log
(∫

Y
exp[− f (t,y)] dmt(y)

))
dη)(t)

)
dλ

?(η),

where we used the Theorem of Fubini, and by (12) this is equal to

exp
(∫

R

(
exp
[

log
[∫

Y
exp[− f (t,y)] dmt(y)

]]
−1
)

dλ (t) =
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= exp
(∫

R

(∫
Y

exp[− f (t,y)] dmt(y)
)
−1
)

dλ (t) =

= exp
(∫

R

(∫
Y
(exp[− f (t,y)]−1) dmt(y)

)
dλ (t) =

= exp
(∫

R×Y
(exp[− f (t,y)]−1) dµ(t,y)

)
= Ψµ

?( f ),

again by (12). (Recall that µ =
∫
R δt ⊗mt dλ (t), so we could glue the integration

together like in Remark 1.5 (2).)
Thus we finally have verified that Φ is an essential isomorphism, hence

((R×Y )?,(B(R)⊗D)?,µ?)≈ (R?×YZ,B(R)?⊗D⊗Z,P).

Now, Remark 2.5 states that

(X ,B,µ)≈ (R×Y,B(R)⊗D,µ) ⇒ (X?,B?,µ?)≈ ((R×Y )?,(B(R)⊗D)?,µ?),

thus combining this with the above, we gain

(X?,B?,µ?)≈ (R?×YZ,B(R)?⊗D⊗Z,P),

with corresponding isomorphism

Θ := Φ◦θ
?, where θ

?(γ) := γ ◦θ
−1, ∀γ ∈ X?.

Recall that θ−1(B(R)×Y ) = C, thus we can deduce that

Θ
−1(B(R)?×YZ) = C?.

Indeed,

Θ
−1(B(R)?×YZ) = θ

?−1(Φ−1({E×YZ : E ∈ σ(NB : B ∈B(R))})) = 13

= θ
?−1(Φ−1(σ(NB×YZ : B ∈B(R)))) = θ

?−1(σ(Φ−1(NB×YZ : B ∈B(R)))) = 14

=σ(θ ?−1(NB×Y : B∈B(R)))=σ(NB×Y ◦θ : B∈B(R))=σ(Nθ−1(B×Y ) : B∈B(R))=

= σ(NC : C ∈ C) = C?.

So, using Remark 3.4, we obtain

Hµ?(B?|C?) = Hµ?(Θ−1(B(R)?⊗D⊗Z)|Θ−1(B(R)?×YZ)) =

= HP(B(R)?⊗D⊗Z|B(R)?×YZ).

Because εR = {{t} : t ∈ R} generates B(R), we get that

σ̃(εR?) =B(R)?,
13(This quality holds since, clearly, (NBi ×YZ)c = (R?× /0)∪ (Nc

B×YZ) = Nc
B×YZ,

⋂
j∈J(NB j ×YZ) =

(
⋂

j∈J NB j )×YZ and
⋃

j∈J(NB j ×YZ) = (
⋃

j∈J NB j )×YZ for B j ∈B(R), j in a countable index set J.)
14Note, that Φ−1(N−1

B ({n})×YZ) = {∑i∈Z δ(ti ,yi) ∈ (R×Y )? : ∑i∈Z δti (B) = n} = {∑i∈Z δ(ti ,yi) ∈ (R×
Y )? : ∑i∈Z δ(ti ,yi)(B×Y ) = n}= N−1

B×Y ({n}), for every B ∈B(R), n ∈ N0.
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where εR? := {{η} : η ∈ R?}: A.e. element η of R? is of the form η = ∑i∈Z δti for
some ti ∈ R, thus

{η}=
⋂

i∈Z,ti 6=∞

N−1
{ti}({1})∩N−1

R\
⋃

i∈Z ti
({0}) ∈B(R)?,

hence εR? builds a µ?-partition of R? (with σ̃(ε?) ⊆B(R)?) and since it is the finest
µ?-partition, we see σ̃(εR?) =B(R)?. Thus, using Remark 1.5, we compute

HP(B(R)?⊗D⊗Z|B(R)?×YZ) =

=
∫
R?×YZ

HPπ
εR?×YZ (η ,(yi)i∈Z)

((B(R)?⊗D⊗Z)∩π
εR?×YZ(η ,(yi)i∈Z)) dP(η ,(yi)i∈Z) =

=
∫
R?

∫
YZ

Hδη⊗
⊗

i∈Z mti(η)
((B(R)?⊗D⊗Z)∩({η}×YZ)) d

⊗
i∈Z

mti(η)((yi)i∈Z) dλ
?(η)= 15

=
∫
R?

∫
YZ

H⊗i∈Z mti(η)
(D⊗Z) d

⊗
i∈Z

mti(η)((yi)i∈Z) dλ
?(η)=

∫
R?

H⊗i∈Z mti(η)
(D⊗Z) dλ

?(η),

since the map under the integral does no longer depend on (yi)i∈Z and
⊗

i∈Z mti(η)(YZ)=
1.
Let η = ∑i∈Z δti ∈ R? be fixed for the moment, and let for each i ∈ Z, ζi denote the
measurable mti -partition of (Y,D,mti) which generates D, then

Λ := {. . .×A j0 ×A j1 × . . . : A ji ∈ ζi, j ∈ Z}

is a measurable
⊗

i∈Z mti -partition of YZ which generates DZ.
We first consider the case that every mti -partition ζi is equal to a countable mti -partition
modulo mti . Then, w.l.o.g., we can assume that ζi contains no mti -null sets for every
i∈Z, which implies that Λ is equal to a countable

⊗
i∈Z mti -partition modulo

⊗
i∈Z mti .

Indeed, if Λ contains uncountably many sets, then by Remark 3.1 they - up to countably
many - have to be

⊗
i∈Z mti -null sets, but there are none, since

⊗
i∈Z mti(∏i∈Z A ji) = 0

if and only if there is an i∈Z such that mt ji
(A ji) = 0, which is forbidden. Thus, similar

to the proof of Lemma 4.1,

H⊗i∈Z mti
(D⊗Z) =− ∑

F∈Λ

⊗
k∈Z

mtk(F) log(
⊗
i∈Z

mti(F)) =

= . . . ∑
A j0∈ζ0

∑
A j1∈ζ1

. . .
(
−∏

k∈Z
mtk(A jk)

(
∑
i∈Z

log(mti(A ji))
))

=

. . . ∑
A j0∈ζ0

∑
A j1∈ζ1

. . .
(
. . .−∏

k∈Z
mtk(A jk) log(mt0(A j0))−∏

k∈Z
mtk(A jk) log(mt1(A j1))−. . .

)
=

= . . . ∑
A j0∈ζ0

∑
A j2∈ζ2

. . .
(
. . .− ∑

A j1∈ζ1

mt1(A j1)︸ ︷︷ ︸
=1

∏
k∈Z\{1}

mtk(A jk) log(mt0(A j0))

15Clearly, Hδ{η}⊗Q({η} × ζ ) = ∑F∈ζ δ{η} ⊗ Q({η} × F) · log(δ{η} ⊗ Q({η} × F)) = ∑F∈ζ Q(F) ·
log(Q(F)) = HQ(ζ ) or Hδ{η}⊗Q({η}× ζ ) = ∞ = HQ(ζ ), for Q some σ -finite measure on σ̃(ζ ) with ζ

a measurable Q-partition.
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− ∑
A j1∈ζ1

mt1(A j1)∏
i∈Z

mti(A ji) log(mt1(A j1))− . . .
)
=

= . . .= ∑
i∈Z

∑
A ji∈ζi

−mti(A ji) log(mti(A ji)) = ∑
i∈Z

Hmti
(D).

In case, there is an l ∈ Z such that ζl is not equal to a countable mtl -partition modulo
mtl , then16 Λ is not equal to a countable

⊗
i∈Z mti -partition modulo

⊗
i∈Z mti , hence

H⊗i∈Z mti
(D⊗Z) = ∞ = ∑i∈Z Hmti

(D).
With the above, we get

HP(B(R)?⊗D⊗Z|B(R)?×YZ) =
∫
R?

H⊗i∈Z mti(η)
(D⊗Z) dλ

?(η) =

=
∫
R?

∑
i∈Z

Hmti(η)
(D) dλ

?(η) =
∫
R?

∫
R

Hmt (D) d
(

∑
i∈Z

δti(η)

)
(t) dλ

?(η) =

=
∫
R?

∫
R

Hmt (D) dη(t) dλ
?(η) =

∫
R

Hmt (D) dλ (t),

since by Remark 2.1 (1)

λ =
∫
R?

η dλ
?(η),

and similar to Remark 1.5 (2), we get
∫
R f (t) dλ (t) =

∫
R?

∫
R f (t) dη(t) dλ ?(η), for

any measurable non-negative map f on R.
While, analogous to a previous computation, we have

Hµ(B|C) = Hµ(θ
−1(B(R)⊗D)|θ−1(B(R)×Y )) = Hµ(B(R)⊗D|B(R)×Y ) =

=
∫
R×Y

Hµ{t}×Y
({t}×D) dµ(t,y) =

∫
R

Hmt (D) dλ (t),

which is exactly the expression above. Hence, we finally obtain

Hµ?(B?|C?) = HP(B(R)?⊗D⊗Z|B(R)?×YZ) =
∫
R

Hmt (D) dλ (t) = Hµ(B|C).

Lemma 4.3 ([10]). Given an ergodic, conservative, measure-preserving, σ -finite dy-
namical system (X ,B,µ,T ) such that µ(X) = ∞ and T is an automorphism, then

lim
n→∞

sup
{

µ(B)
∣∣∣B ∈ n−1∨

k=0

T−k
α, µ(B) ∈ (0,∞)

}
= 0,

for every local µ-partition α of X.

Proof. Let α be a local µ-partition of X with core A ∈ B, µ(A) < ∞. We already
know (see Remark 1.3) that under the stated assumptions every set of positive mea-
sure is a sweep-out set, i.e. X =

⋃
n≥0 T−nA mod µ . Since T is an automorphism, we

can adapt this result to the system (X ,B,µ,T−1) (note that T−1B = B mod µ) and

16To see this, let {A ju}u∈U , A ju ∈ ζl , be an uncountable family of mtl -null-sets with mtl (
⋃

u∈U A ju ) 6= 0,
and let A ji ∈ ζi be such that mi(A ji ) 6= 0 (such sets clearly exist, since ζi is a mti -partition and mi(Y ) 6= 0 by
definition) for i ∈ Z\{l}, then Lu := ∏i<l A ji ×A ju ×∏i>l A ji ∈ Λ with

⊗
i∈Z mti (Lu) = 0 for all u ∈U , but⊗

i∈Z mti (
⋃

u∈U Lu) = ∏i∈Z\{l}mti (A ji ) ·mtl (
⋃

u∈U A ju ) 6= 0.
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get X =
⋃

n≥0 T nA mod µ . Therefore, the first return time map ϕT,A(x) := min{n ≥
1|T n(x) ∈ A} and ψA(x) := {n ≥ 1|T−nx ∈ A} are both finite for almost every x ∈ A.
By µ(A)<∞, we get lim

n→∞
µ(A∩{ϕT,A > n})= µ(A∩{ϕT,A =∞})= 0 and analogously

for ψA. Thus, given ε > 0, we can choose N ∈N such that µ(A∩{ϕT,A > N})< ε and
µ(A∩{ψA > N})< ε .
Now, let B ∈

∨Nn
k=0 T−kα for arbitrary fixed n ∈ N with 0 < µ(B) < ∞, i.e. B =⋂Nn

k=0 T−kAk, for some Ak ∈α . (Such an element exists, as long as
∨Nn

k=0 T−kAk contains
elements of positive measure, since µ(B) ≤ µ(T−kAk) = µ(Ak), and α contains ele-
ments of finite measure by assumption. If there are only null sets in

∨Nn
k=0 T−kAk, then

we immediately get sup{µ(B)|B∈
∨Nn

k=0 T−kAk,µ(B)∈ (0,∞)}= supx∈[0,∞]( /0)= 0 and
the proof is done.) Denote by k1 ≤ . . . ≤ kl (with l ∈ N) those indices of the intersec-
tion, for which Ak1 , . . .Akl are subsets of A. (Since A is a sweep-out set, there exist
such indices, if only n is large enough.) By definition of a local µ-partition, all other
elements Ak with k /∈ {k1, . . . ,kl} are equal to Ac:

B = Ac∩T−1Ac∩ . . .∩T−k1+1Ac∩T k1Ak1 ∩ . . . . . .∩T−NnAc,

for example if 1 < k1 and kl 6= Nn.
We will distinguish three cases. If k1 > N or if ki+1−ki > N for some i∈ {1, . . . , l−1},
then B ⊆ T−k1 [A∩{ψA > N}], and B ⊆ T−ki+1 [A∩{ψA > N}], respectively, since for
any element in B after k1 (resp. ki+1) time steps forward, it takes more than k1 (resp.
ki+1), and especially more than N, time steps backwards to reach A. Hence by T -
invariance, we get µ(B)≤ (A∩{ψA > N})< ε , in this case.
If Nn− kl > N, then we have B ⊆ T−kl [A∩{ϕT,A > N}] and therefore µ(B) ≤ (A∩
{ϕT,A > N})< ε , too.
The remaining case is that every of the above distances is less than or equal to N, which
implies B⊆ T−k1 [A∩{ϕT,A ≤ N}∩{ϕT,A ◦TA ≤ N}∩ . . .∩{ϕT,A ◦T n

A ≤ N}], since in
this case we have l ≥ n. We will show that

lim
n→∞

µ(Cn) = 0 for Cn := A∩{ϕT,A ≤ N}∩{ϕT,A ◦TA ≤ N}∩ . . .∩{ϕT,A ◦T n
A ≤ N}],

which gives µ(B)< ε for n large enough and completes the proof. Note that lim
n→∞

(Cn) =

µ(C∞) for C∞ :=
⋂

∞
n=1 Cn, since (Cn)n∈N is a decreasing sequence and µ(C1)≤ µ(A)<

∞. To obtain a contradiction, let us suppose that µ(C∞) > 0. Since A is a finite mea-
sure sweep-out set, TA is conservative, ergodic and measure-preserving ([27]). So, by
Remark 1.3, C∞ is a sweep-out set w.r.t. TA, i.e.

⋃
∞
m=0 T−m

A C∞ = A mod µ , hence

∞⋃
m=0

A∩{ϕT,A ◦T m
A ≤ N}∩{ϕT,A ◦T m+1

A ≤ N}∩ . . .= A mod µ.

But µ(A∩ {ϕT,A > N}) > 0, because by Lemma 1.1 µ(A∩ {ϕT,A > l}) = µ(Ac ∩
{ϕT,A = l}) for all l ∈ N, and ∑l∈N µ(Ac ∩{ϕT,A = l}) = µ(Ac) = ∞, thus infinitely
many elements Ac ∩{ϕT,A = l} have to have positive measure, so in particular there
has to be an l ≥ N such that µ(Ac∩{ϕT,A = l})> 0, hence 0 < µ(Ac∩{ϕT,A = l}) =
µ(A∩{ϕT,A > l})≤ µ(A∩{ϕT,A > N}). So, since

A∩{ϕT,A > N} ⊆
∞⋃

m=0

A∩{ϕT,A ◦T m
A ≤ N}∩{ϕT,A ◦T m+1

A ≤ N}∩ . . . mod µ,

there has to be a k ∈ N such that

(A∩{ϕT,A > N})∩ (A∩{ϕT,A ◦T k
A ≤ N}∩{ϕT,A ◦T k+1

A ≤ N}∩ . . .) 6= /0 mod µ.
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Let k be minimal with that property, i.e. let A∩{ϕT,A > N}∩{ϕT,A ◦T m
A ≤N}= /0 mod

µ for all m < k. We claim that

W := A∩{ϕT,A > N}∩{ϕT,A ◦T k
A ≤ N}∩{ϕT,A ◦T k+1

A ≤ N}∩ . . .

is a wandering set w.r.t. TA. This would yield a contradiction, since µ(W )> 0 and TA is
conservative. By minimality of k, A∩{ϕT,A > N}∩{ϕT,A ◦T m

A > N}= A∩{ϕT,A > N}
mod µ for all m < k. Hence, we can rewrite W in particular as

W = A∩{ϕT,A > N}∩{ϕT,A ◦T k−1
A > N}∩{ϕT,A ◦T k

A ≤ N}∩ . . . mod µ.

Thus,

W ∩T−1
A W =W ∩(A∩{ϕT,A◦T−1

A >N}∩{ϕT,A◦T k
A >N}∩{ϕT,A◦T k+1

A ≤N}∩ . . .)=

= /0

modulo µ . Similar, for j < i in N, we get

T−i
A W ∩T− j

A W =

= (A∩{ϕT,A ◦T i
A > N}∩{ϕT,A ◦T i+k

A ≤ N}∩ . . .∩{ϕT,A ◦T j+k−1
A ≤ N}∩ . . .)

∩(A∩{ϕT,A ◦T j+k−1
A > N}∩{ϕT,A ◦T j+k

A ≤ N}∩ . . .) =

= /0,

since by i < j we have i+ k < j+ k, hence i+ k ≤ j+ k−1. So, we have shown that
W is a wandering set of positive measure, a contradiction.

Proposition 4.1 ([10]). Given a measure-preserving, conservative and ergodic auto-
morphism T of (X ,B,µ), where µ(X) = ∞, and let α be a local µ-partition of X,
then

h(X?,(σ̃(α0
∞))?,µ?,T ?)≤ ĥ(X ,B,µ,T−1,α).

Proof. Let p,n ∈ N be arbitrary fixed. First note that ((α p
0 )

?)n−1
0 � (αn−1+p

0 )?, since

for every given sequence ( jA0∩...∩T−n−p+1An+p−1
)A0,...,An+p−1∈α ∈ N|α

n+p−1
0 |

0 , we have

⋂
Ai∈α

i=0,...,p

N−1
A0∩...∩T−n+1−pAn−1+p

({ jA0∩...∩T−n+1−pAn−1+p
})⊆

⋂
Ai∈α

i=0,...,p

N−1
A0∩...∩T−pAp

({k0})∩
⋂

Ai∈α

i=1,...,p+1

N−1
T−1A1∩...∩T−p−1Ap+1

({k1})∩ . . .

. . .∩
⋂

Ai∈α

i=n−1,...,n−1+p

N−1
T−n+1An−1∩...∩T−n+1−pAn−1+p

({kn−1}),

for k0 := ∑
Bi∈α

i=1,...,n−1

jA0∩...∩T−pAp∩T−p−1B1∩...∩T−p−n+1Bn−1
and

kl := ∑
Bi∈α

i=0,...,n−2

jB0∩...∩T−l+1Bl−1∩T−lAl∩...∩T−l−pAl+p∩T−l−p−1Bl∩...∩T−n+1−pBn−1
for every l ∈
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{1, . . . ,n−1}.
Thus by Proposition 3.1 (7) we get

(13) Hµ?(((α p
0 )

?)n−1
0 )≤ Hµ?((αn−1+p

0 )?).

And by Lemma 4.1 we know that

Hµ?((αn−1+p
0 )?) = ∑

D∈α
n−1+p
0

H(Poiµ(D)) = ∑
D∈α

n−1+p
0

µ(D)6=∞

H(Poiµ(D)),

since H(Poi∞) = ∑k∈N0
Poi∞(k) log(Poi∞(k)) = 0. We have already computed, that

H(Poiλ ) =−λ log(λ )+λ +
∞

∑
k=0

e−λ log(k!)
k!

λ
k,

for λ ∈R+
0 . Therefore, H(Poiλ ) is asymptotically equivalent to−λ log(λ ) for λ → 0+,

denoted by
H(Poiλ )∼−λ log(λ ) for λ → 0+,

where λ → 0+ denotes the approach to 0 from the right (positive) hand side. Indeed,

H(Poiλ )
−λ log(λ )

= 1+
1

− log(λ )
+

∞

∑
k=0

log(k!)λ k−1

k!
e−λ 1
− log(λ )

→ 1 for λ → 0+,

since17
∑

∞
k=0

log(k!)λ k−1

k! e−λ 1
− log(λ ) ≤ ∑

∞
k=2

λ k−1

(k−2)! e−λ 1
− log(λ ) = λ

1
− log(λ ) → 0 for λ →

0+ (confer proof of Lemma 4.1), hence ∑
∞
k=0

log(k!)λ k−1

k! e−λ 1
− log(λ ) → 0 for λ → 0+,

since log(k!)λ k−1

k! e−λ 1
− log(λ ) ≥ 0. Further, H(Poiλ )

−λ log(λ ) → 1 for λ → 0+, can (by definition)
be formulated as ∀ε > 0 there is an λ0(ε) ∈ R+ such that ∀λ ≤ λ0(ε) with λ > 0:
| H(Poiλ )
−λ log(λ ) −1|< ε , i.e.18

(1− ε)(−λ log(λ ))< H(Poiλ )< (1+ ε)(−λ log(λ )).

Now, by Lemma 4.3, we can choose n so large, that µ(D)≤ λ0(ε) for all D ∈ α
n−1+p
0

with µ(D) 6= ∞,0. (Clearly, µ(D) approaches 0 from the right hand side.) Hence,

(1− ε) ∑
D∈α

n−1+p
0

µ(D)6=∞,0

−µ(D) log(µ(D))≤ ∑
D∈α

n−1+p
0

µ(D)6=∞,0

H(Poiµ(D))≤

≤ (1+ ε) ∑
D∈α

n−1+p
0

µ(D)6=∞,0

−µ(D) log(µ(D)))

17Note, that we are allowed to interchange the limit in λ with the infinite sum: The power series
∑

∞
k=0

log(k!)
k! λ k converges for λ < 1, since log(k!)

k! ≤ 1, and thus converges uniformly on compact subsets
of [0,1), to which we can restrict our computation, since we are only interested in λ close to zero, anyway.

18If H(Poiλ )
−λ log(λ ) − 1 > 0, then | H(Poiλ )

−λ log(λ ) − 1| < ε gives H(Poiλ ) < (1+ ε)(−λ log(λ )), since −λ log(λ ) 6=

0. For H(Poiλ )
−λ log(λ ) − 1 ≤ 0 we immediately have H(Poiλ ) ≤ −λ log(λ ) < (1+ ε)(−λ log(λ )). The other

inequality follows analogously.
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for n large enough. Thus, for n→ ∞,

Hµ?((αn−1+p
0 )?)= ∑

D∈α
n−1+p
0

µ(D)6=∞,0

H(Poiµ(D)) ∼ ∑
D∈α

n−1+p
0

µ(D)6=∞,0

−µ(D) log(µ(D))=Hµ(α
n−1+p
0 ).

So,

lim
n→∞

1
n

Hµ?((αn−1+p
0 )?) = liminf

n→∞

1
n

Hµ?((αn−1+p
0 )?) = liminf

n→∞

1
n

Hµ(α
n−1+p
0 ) =

= liminf
n→∞

n+ p
n

1
n+ p

Hµ(α
n+p−1
0 ) = ĥ(X ,B,µ,T,α).

Putting this together with inequality (13), we get

lim
n→∞

1
n

Hµ?(((α p
0 )

?)n−1
0 )≤ ĥ(X ,B,µ,T,α).

Now we want to take p to infinity: We just have shown, that there is an N ∈N, such
that for all n ∈ N with n≥ N, we obtain

ĥ(X ,B,µ,T,α)≥ liminf
p→∞

1
n

∫
X?

Iµ?(((α p
0 )

?)n−1
0 )(z) dµ

?(z)≥

≥ 1
n

∫
X?

liminf
p→∞

Iµ?(((α p
0 )

?)n−1
0 )(z) dµ

?(z) =
1
n

∫
X?

Iµ?(((α∞
0 )

?)n−1
0 )(z) dµ

?(z),

where we used countability of (α p
0 )

? (and thus of ((α p
0 )

?)n−1
0 ), to write the entropy

as integral, and the Lemma of Fatou (see e.g. [7]), since (Iµ?((α p
0 )

?)n−1
0 ))p∈N are

non-negative measurable functions, because µ? is a probability measure, and the last
equality follows by continuity of the measure from above and continuity of the loga-
rithm.
Hence

ĥ(X ,B,µ,T,α)≥ lim
n→∞

1
n

Hµ?(((α∞
0 )

?)n−1
0 ) = h(X?,B?,µ?,T ?,(α∞

0 )
?).

If (α∞
0 )

? is equal to a countable µ?-partition (w.l.o.g. is countable itself), then σ̃((α∞
0 )

?)
⊇ (σ̃(α∞

0 ))
? by Remark 4.1, thus using Proposition 3.2 (2), (3) we obtain

ĥ(X ,B,µ,T,α)≥ h(X?,B?,µ?,T ?,(α∞
0 )

?)≥ h(X?, σ̃((α∞
0 )

?),µ?,T ?)≥

≥ h(X?,(σ̃(α∞
0 ))

?,µ?,T ?).

If (α∞
0 )

? cannot be written as a countable µ?-partition of X? by neglecting a null-set,
then by definition h(X?,B?,µ?,T ?,(α∞

0 )
?) = ∞, which trivially implies that

h(X?,B?,µ?,T ?,(α∞
0 )

?)≥ h(X?,(σ̃(α∞
0 ))

?,µ?,T ?),

hence we get the same inequality as above.
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4.2 Parry’s entropy
In [15] Parry used the concept of conditional entropies and a well-known identity for
the entropy of a probability space to extend the notion of entropy to infinite measure-
preserving dynamical systems.

Definition. The Parry entropy is defined as

hPa(X ,B,µ,T ) := sup
T−1C⊆C,

C σ -finite sub-σ -algebra of B

Hµ(C|T−1C) =

= sup
T−1γ�γ,

γ measurable µ-partition of X , σ̃(γ) σ -finite

Hµ(γ|T−1
γ).

Descriptively spoken, one may view this value as the entropy of the present, con-
ditioned by knowing the past. Hence, actually, we consider only one time step in our
dynamical system. In this context, one could interpret the condition T−1C ⊆ C in the
following way: Whenever we go one time step further we gain more information about
the system, which seems rather natural.

Remark 4.2. This definition coincides with the previous definition of entropy, if µ is
a T -invariant probability measure. Indeed, given a measurable µ-partition γ of X with
Hµ(γ)< ∞, then by Remark 3.6 we know that

h(X ,B,µ,T,γ) = Hµ(
∞∨

k=0

T−k
γ|

∞∨
k=1

T−k
γ) = Hµ(

∞∨
k=0

T−k
γ|T−1(

∞∨
k=0

T−k
γ)),

hence

h(X ,B,µ,T ) = sup
γ : Hµ (γ)<∞

h(X ,B,µ,T,γ) = sup
γ : Hµ (γ)<∞

Hµ(
∞∨

k=0

T−k
γ|T−1(

∞∨
k=0

T−k
γ))

Now, setting C := σ̃(
∨

∞
k=0 T−kγ), we obtain T−1C= σ̃(

∨
∞
k=1 T−kγ)⊆ C, thus

h(X ,B,µ,T,γ) = Hµ(C|T−1C)≤ sup
D⊇T−1D

Hµ(D|T−1D) = hPa(X ,B,µ,T ),

hence

h(X ,B,µ,T ) = sup{h(X ,B,µ,T,γ) : γ such that Hµ(γ)< ∞} ≤ hPa(X ,B,µ,T ).

On the other hand, let γ be such that T−1γ � γ and for the moment assume that Hµ(γ)<
∞. Since T−1γ � γ ⇔ T−1γ ∨ γ = γ ⇔

∨
∞
k=0 T−kγ = γ , we have

Hµ(γ|T−1
γ)=Hµ(

∞∨
k=0

T−k
γ|

∞∨
k=1

T−k
γ)= h(X ,B,µ,T,γ)≤ sup

γ : Hµ (γ)<∞

h(X ,B,µ,T,γ)=

= h(X ,B,µ,T ).

Now, we follow [15], Theorem 5.14, and consider19 a refining sequence of countable
µ-partitions γn, n ∈N, with Hµ(γ)< ∞ such that

∨
∞
n=1 γn = γ . Then, using Proposition

19Such a sequence always exists: Let ∆ := {E1,E2, . . .} be a generating set of γ , like in the definition of a
measurable µ-partition. Then, we can e.g. define γ1 := {E1,Ec

1}, γ2 := {E1∩E2,Ec
1 ∩E2,E1∩Ec

2 ,E
c
1 ∩Ec

2},
and so on. Clearly, all this µ-partitions have finite static entropy, since they are finite itself. And

∨
∞
n=0 γn =

{
⋂

∞
n=1 Rn : Rn = En or Rn = Ec

n}= γ.
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3.1 (7),

Hµ(γn|T−1
γ)=Hµ(γn|

∞∨
k=1

T−k
γ)≤Hµ(γn|

∞∨
k=1

T−k
γn)= h(X ,B,µ,T,γn)≤ h(X ,B,µ,T )

for every n∈N. Now, also by Proposition 3.1 (7), we see Hµ(γn|T−1γ)≤Hµ(γn+1|T−1γ)
≤ Hµ(γ|T−1γ), thus

lim
n→∞

Hµ(γn|T−1
γ) = Hµ(γ|T−1

γ).

Combing this with the above, we get

Hµ(γ|T−1
γ) = lim

n→∞
Hµ(γn|T−1

γ)≤ h(X ,B,µ,T ).

Since γ was an arbitrary measurable µ-partition with T−1γ � γ , we finally get

hPa(X ,B,µ,T ) = sup
γ : T−1γ�γ

Hµ(γ|T−1
γ)≤ h(X ,B,µ,T ).

Remark 4.3. Analogous to Remark 3.2 (3) we have

hPa(X ,B1,µ,T )≤ hPa(X ,B2,µ,T )≤ hPa(X ,B,µ,T )

for σ -finite sub-σ -algebras B1 ⊆B2 of B and

lim
n→∞

hPa(X ,Bn,µ,T ) = hPa(X ,B,µ,T )

for a monotonously increasing sequence of σ -finite sub-σ -algebras (Bn)n∈N with
σ(
⋃

n∈NBn) =B mod µ . This is obvious, since

hPa(X ,B1,µ,T ) = sup
Cσ -finite sub-σ -algabra of B1

T−1C⊆C

Hµ(C|T−1C)≤

≤ sup
C σ -finite sub-σ -algabra of B2

T−1C⊆C

Hµ(C|T−1C) = hPa(X ,B2,µ,T ).

Theorem 4.1. If T is a conservative, ergodic, measure-preserving transformation on
a σ -finite standard measure space (X ,B,µ) with µ(X) = ∞, then

hPa(X ,B,µ,T )≤ h(X?,B?,µ?,T ?).

Proof. Given a σ -finite sub-invariant σ -algebra C of B, i.e. T−1C ⊆ C, we know by
Remark 1.3, that it has no atoms. Since null-sets (which are contained in a null-set)
do not have any impact on the entropy20, we may w.l.o.g. assume that B is complete.
Thus Lemma 4.2 gives

Hµ(C|T−1C) = Hµ?(C?|T ?−1C?),

since (T−1C)?=σ(NA : A∈T−1C)=σ(NT−1C :C∈C)=σ(T ?−1NCC∈C)=T ?−1C?,
because N−1

T−1C({n}) = {ν ∈ X? : ν(T−1C) = n} = {ν ∈ X? : (T ?(ν))(C) = n} =

20Confer footnote in proof of Lemma 4.2
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T ?−1(N−1
C ({n})) for C ∈ C, n ∈ N0.

Thus,
Hµ(C|T−1C)≤ sup

T ?−1D?⊆D?

Hµ?(D?|T ?−1D?),

where D? shall be a sub-σ -algebra of B?. Therefore,

hPa(X ,B,µ,T ) = sup
T−1C⊆C

Hµ(C|T−1C)≤ sup
T ?−1D?⊆D?

Hµ?(D?|T ?−1D?).

And since µ? is a T ?-invariant probability measure, we obtain by Remark 4.2, that
sup

T ?−1D?⊆D?

Hµ?(D?|T ?−1D?) = h(X?,B?,µ?,T ?).

4.3 Krengel’s entropy
Krengel’s idea ([14]) was to fix measurable set and to look at the dynamics of the set
given by the first return map of that set.

Definition. Krengel’s entropy is defined by

hKr(X ,B,µ,T ) := sup
A∈B, 0<µ(A)<∞

µ(A) ·h(A,B∩A,
µ|A

µ(A)
,TA),

where TA is the first return map of T on A (see section 1.3.2).

A proof of the following well-known Proposition can be found in [14] and refer-
ences given there.

Proposition 4.2. In fact, we have

hKr(X ,B,µ,T ) = µ(A) ·h(A,B∩A,
µ|A

µ(A)
,TA)

for every arbitrary A ∈B of positive finite measure.

In particular, this Proposition shows that Krengel’s entropy indeed extends the
Kolmogorov-Sinai entropy: For µ(X)= 1 the above identity holds for the positive finite
measure set X , i.e. hKr(X ,B,µ,T ) = µ(X) ·h(X ,B∩X , µ|X

µ(X) ,TX ) = h(X ,B,µ,T ).
Note, that the Krengel entropy of two isomorphic dynamical systems is equal (see

[14]).

4.3.1 Computing Krengel’s entropy: Some examples

Due to the following theorem of [21], the well-known Rokhlin-formular for the entropy
of probability systems carries over to the infinite case, at least for a large class of
systems:

Theorem 4.2. Let T be a Thaler-map on [0,1] and µ be a T -invariant measure on
([0,1],B([0,1])), then

hKr([0,1],B([0,1]),µ,T ) =
∫
[0,1]

log(T ′(x)) dµ(x).

For a proof we refer to [21].
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Example 4.1 (Boole’s transformation). Let us consider Boole’s transformation T x =
x− 1

x on R and its isomorphic system ((0,1),B((0,1)),η ,S) with

η([a,b]) =
∫ b

a

( 1
(1− x)2 +

1
x2

)
dx, S(x) =


x(1− x)

1− x− x2 for x ∈ (0, 1
2 ),

2x−1
3x− x2−1

for x ∈ ( 1
2 ,1)

.

Since η is S-invariant and S is a Thaler-map we can use the theorem above and obtain

hKr((R,B(R),λ ,T ) = hKr((0,1),B((0,1)),η ,S) =
∫
(0,1)

log(S′(x)) dη(x) =

=
∫
(0, 1

2 )
log
( 1−2x+2x2

(1− x− x2)2

)( 1
(1− x)2 +

1
x2

)
dx+

∫
( 1

2 ,1)
log
( 1−2x+2x2

(3x− x2−1)2

)( 1
(1− x)2 +

1
x2

)
dx =

= 2π.

Example 4.2 (Renewal chains). Let us consider an irreducible null-recurrent renewal
chain on N with p1m = fm,pmm−1 = 1 for m ≥ 2 and um = ∑l≥m fl for every m ∈ N.
Further, let S be the shift of the corresponding space (X ,B,µ) (confer Example 1.3).
The cylinder set Y := [1] is a sweep-out set with µ(Y ) = 1, thus

hKr(X ,B,µ,S) = µ(Y ) ·h(Y,B∩Y,
µ

µ(Y )
,SY ) = h(Y,B∩Y,µ,SY ).

Let us consider the countable partition β := {[1m] : m ∈N} of Y . In fact, β is (modulo
µ) the first return time partition ρS,[1] of the set [1]. This will be useful later on. Now,

σ(
∞∨

k=0

S−k
Y β ) =B∩Y = σ([1a2 . . .an] : a2, . . .an ∈ N,n ∈ N) mod µ,

because for a2, . . .an ∈ N,n ∈ N with µ([1a2 . . .an]) 6= 0 there exist m1,m2, . . . ,ml ∈
N, l ∈ N such that modulo µ we get the following equality

[1a2 . . .an] = [1m1m1−1 . . .1m2m2−1 . . .1m3 . . .ml ] =

= [1m1]∩S−1
Y [1m2]∩S−2

Y [1m3]∩ . . .∩S−l+1
Y [1ml ].

(Note that we could assume that the cylinder ends at ml because [. . .ml ] = [. . .mlml −
1 . . .ml− k] = [. . .ml . . .1] modulo µ for every k < ml .)
Further,

β ,S−1
Y β , . . . ,S−n

Y β are independent.

Indeed, let k < l ∈ N and mk+1,ml+1 ∈ N be fixed, then

S−k
Y [1mk+1]∩S−l

Y [1ml+1] =

=
∞⋃

i=1

⋃
∑

k
j=1 ñ j=i

[1ñ1 . . .1ñ2 . . .1ñk . . .1mk+1]∩
∞⋃

i=1

⋃
∑

l
j=1 n j=i

[1n1 . . .1n2 . . .1nl . . .1ml+1] =

81



=
∞⋃

i=1

⋃
∑

l
j=1 n j=i

[1n1 . . .1n2 . . .1mk+1 . . .1nl . . .1ml+1] =

=
⋃

n1,...,nl∈N
[1n1 . . .1n2 . . .1mk+1 . . .1nl . . .1ml+1]

(since the intersection is only not empty if ni = ñi, ∀i≤ k), hence

µ(S−k
Y [1mk+1]∩S−l

Y [1ml+1]) = ∑
n1,...,nl∈N

µ([1n1 . . .1n2 . . .1mk+1 . . .1nl . . .1ml+1]) =

= ∑
n1,...,nl∈N

u1 p1n11 . . .1p1n2 . . . p1mk+1 . . . p1nl . . . p1ml+1 = p1mk+1 p1ml+1 =

= µ(S−k
Y [1mk+1])µ(S−l

Y [1ml+1]),

because ∑n∈N p1n = 1.
Now, since β is a generator of B∩Y and β ,S−1

Y β , . . .S−n
Y β are independent for every

n ∈ N, we can use Theorem 3.3 and obtain

h(Y,B∩Y,µ,SY ) = h(Y,B∩Y,µ,SY ,β ) = Hµ(β ).

And
Hµ(β ) =− ∑

m∈N
p1m log(p1m) =− ∑

m∈N
fm log( fm),

so if we choose fm such that fm = c 1
m1+α for α ∈ (0,1), c ∈ (0,∞) fixed, we get

Hµ(β ) =− ∑
m∈N

c
1

m1+α
log
(

c
1

m1+α

)
=

= c
(
− ∑

m∈N

1
m1+α

log(c)+ ∑
m∈N

1
m1+α

(1+α) log(m)
)
.

To ensure that ∑n∈N fn = 1, one can just take c =
(

∑n∈N
1

n1+α

)−1, then

Hµ(β ) =
(

∑
n∈N

1
n1+α

)−1(
∑

m∈N

1
m1+α

log
(

∑
n∈N

1
n1+α

)
+ ∑

m∈N

1
m1+α

(1+α) log(m)
)
=

= log
(

∑
n∈N

1
n1+α

)
+
(

∑
n∈N

1
n1+α

)−1
∑

m∈N

1
m1+α

(1+α) log(m).

Thus,

hKr(X ,B,µ,S) = Hµ(β ) = log
(

∑
n∈N

1
n1+α

)
+(1+α)

(
∑

n∈N

1
n1+α

)−1
∑

m∈N

log(m)

m1+α
.

In general, Krengel’s entropy of any null-recurrent Markov-chain is given by an
explicit formula, proven in [14]:

Theorem 4.3. Let S be the Markov shift, as in Example 1.3, corresponding to a null-
recurrent Markov chain on the countable state space Σ = {a1,a2, . . .}, defined by
the transition matrix (paia j)i, j∈N and the stationary distribution (uai)i∈N with uai =

∑ j∈N ua j pa jai , ∀i ∈ N. Then,

hKr(X ,B,µ,S) =−∑
a∈Σ

ua ∑
b∈Σ

pab log(pab),
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where X :=ΣN, B is the σ -algebra generated by the cylinders [ai1 . . .ain ] := {(x1,x2, . . .)∈
ΣN : xk = aik ,∀k ∈ {1, . . . ,n}} for i1, . . . in ∈ N, n ∈ N, and µ the measure given by
µ([ai1 . . .ain ]) := uai1

pai1 ai2
. . . pain−1 ain

, and S is the shift on X.

Example 4.3 (Renewal chain). With the notation of Example 4.2, the above Theorem
gives

hKr(X ,B,µ,S) =−∑
a∈N

ua ∑
b∈N

pab log(pab) =

=−∑
b∈N

p1b log(p1b)− ∑
a∈N,a>1

∑
l≥a

fl paa−1 log(paa−1)︸ ︷︷ ︸
=0

=−∑
b∈N

fb log( fb),

which was exactly the entropy of the induced system in Example 4.2.

Example 4.4 (Random walk on Z). Let paa+1 =
1
2 = paa−1 and ua = 1 for all a ∈ Z.

By Theorem 4.3,

hKr(X ,B,µ,S) =−∑
a∈Z

ua ∑
b∈Z

pab log(pab) =

=−∑
a∈Z

(paa−1 log(paa−1)+ paa+1 log(paa+1)) = ∞ · log(2) = ∞.

Remark 4.4. The entropy of a Thaler-map and the entropy of an irreducible null-
recurrent Markov chain are always positive. Indeed, since the image of a Thaler-
map T is equal to [0,1] when taking the closure, its slope must be at least as big as
the slope of the map x 7→ x on almost every point, hence T ′ ≥ 1, thus log(T ′) ≥ 0.
Moreover, since a Thaler-map has at most finitely many points with slope 1, we get∫
[0,1] log(T ′(x)) dµ(x)> 0.

For an irreducible null-recurrent Markov chain, we have ∑a∈Σ ua ∑b∈Σ pab(− log(pab))
> 0 if there is an a∈Σ and an b∈Σ such that pab ∈ (0,1). If for every a,b∈Σ we would
have pab = 0 or pab = 1, then the process cannot be21 null-recurrent and irreducible.

4.4 Equality of Poisson entropy, Krengel’s entropy and Parry’s en-
tropy

Now we are finally able to formulate and prove the main result about the relations of
the different notions of entropy, which is due to [10] and [15].

In [15] Parry has proven that his notion of entropy and Krengel’s coincide in the
following case (see [15], Theorem 10.10, for a proof)

Theorem 4.4. Let T be an ergodic, conservative, measure-preserving automorphism
on a σ -finite standard measure space (X ,B,µ). If there exists a set A ∈B such that
0 < µ(A)< ∞ which is quasi finite, then

hPa(X ,B,µ,T ) = hKr(X ,B,µ,T ).

Due to [10] (Theorem 9.1) we obtain equality of all three definitions of entropy
under these assumptions:

21Assume that for every a,b ∈ Σ, pab is equal to 1 or to 0. By ∑a∈Σ pba = 1 for every b ∈ Σ, if pab = 1,
then pac = 0 for all c ∈ Σ, c 6= b. By irreducibility, every element has to be visited somehow. So, pa j1 a j2

= 1,
pa j2 a j3

= 1, . . . for a j1 ,a j2 , . . . ∈ Σ all distinct and such that {a jk : k ∈ N} = Σ. But, since Σ is infinite by
null-recurrence, there is no positive probability of going back to a state again, a contradiction to recurrence.
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Theorem 4.5. Let (X ,B,µ) be a σ -finite standard measure space with µ(X) = ∞ and
T a measure-preserving, conservative, ergodic automorphism on X, such that there is
a quasi finite set of finite positive measure. Then the different notions of entropy are
equal:

h(X?,B?,µ?,T ?) = hPa(X ,B,µ,T ) = hKr(X ,B,µ,T ).

We are following [10].

Proof. By Theorem 4.4 we already know that Parry’s and Krengel’s entropy coincide
under these assumptions. Thus, we only need to show that Parry’s entropy and the
entropy of the corresponding Poisson suspension are equal.
Let A ∈B, µ(A) ∈ (0,∞), be a quasi finite set and let α be a local µ-partition of X ,
whose core is A. (Recall, that to every measurable set of positive finite measure we can
find a local µ-partition such that this set is its core.) W.l.o.g. let α \ {Ac} � ρT−1,A.
(Indeed, if α \ {Ac} is not finer than ρT−1A, then we just replace it by (α \ {Ac})∨
ρT−1,A.) Moreover, let α be such that its elements have measure smaller or equal to 1
or equal to infinity. By Proposition 4.1 we know, that

h
(

X?,
(

σ̃

( ∞∨
k=0

T−k
α

))?
,µ?,T ?

)
≤ ĥ(X ,B,µ,T−1,α)

and by Lemma 3.3 we have

ĥ(X ,B,µ,T−1,α) = Hµ

( ∞∨
k=0

T−k
α|

∞∨
k=1

T−k
α

)
,

since, due to ergodicity and conservativity, A is a sweep-out set by Remark 1.3.
Note, that σ̃

(∨
∞
k=0 T−kα

)
is σ -finite, since X =

⋃
n≥0 T−nA mod µ , µ(T−nA) =

µ(A)<∞ and T−nA∈ σ̃
(∨

∞
k=0 T−kα

)
. (Indeed, T−nA=

⋃
Ak∈α:An 6=Ac,k∈N0

⋂
∞
i=0 T−iAi,

which is a uncountable union of elements of α∞
0 and, moreover, T−nA ∈ B, thus

T−nA ∈ σ̃(α∞
0 ).)

Further,

Hµ

( ∞∨
k=0

T−k
α|

∞∨
k=1

T−k
α

)
= Hµ

( ∞∨
k=0

T−k
α|T−1

( ∞∨
k=0

T−k
α

))
≤

≤ sup
C σ -finite sub-σ -algebra of σ̃(

∨
∞
k=0 T−kα)

T−1C⊆C

Hµ(C|T−1C) = hPa

(
X , σ̃

( ∞∨
k=0

T−k
α

)
,µ,T

)

since, clearly, T−1
(
σ̃
(∨

∞
k=0 T−kα

))
= σ̃

(∨
∞
k=1 T−kα

)
⊆ σ̃

(∨
∞
k=0 T−kα

)
.

Moreover, by Theorem 4.1 we have

hPa

(
X , σ̃

( ∞∨
k=0

T−k
α

)
,µ,T

)
≤ h
(

X?,
(

σ̃

( ∞∨
k=0

T−k
α

))?
,µ?,T ?

)
.

Hence, we have shown that

h
(

X?,
(

σ̃

( ∞∨
k=0

T−k
α

))?
,µ?,T ?

)
≤ ĥ(X ,B,µ,T−1,α) =
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= Hµ

( ∞∨
k=0

T−k
α|

∞∨
k=1

T−k
α

)
≤ hPa

(
X , σ̃

( ∞∨
k=0

T−k
α

)
,µ,T

)
≤

≤ h
(

X?,
(

σ̃

( ∞∨
k=0

T−k
α

))?
,µ?,T ?

)
,

thus

(14) h
(

X?,
(

σ̃

( ∞∨
k=0

T−k
α

))?
,µ?,T ?

)
= Hµ

( ∞∨
k=0

T−k
α|

∞∨
k=1

T−k
α

)
=

= hPa

(
X , σ̃

( ∞∨
k=0

T−k
α

)
,µ,T

)
.

Let us now construct a sequence of refining µ-partitions (αm)m∈N0 which are all inverse
quasi finite with core A, such that σ

(⋃
∞
m=0 σ̃

(∨
∞
k=0 T−k(αm)

))
= B = σ̃(ε) mod µ .

By measureability of ε (confer Example 1.1), there is a countable set ∆ = {D1,D2, . . .}
such that {x} =

⋂
n∈N Sn for all x ∈ X with either Sn = Dn or Sn = Dc

n for all n ∈ N.
Let us take an explicit set for ∆, namely let us consider an isomorphism ψ : X −→ R
(which exists by Theorem 1.1) and take ∆ = {D1,D2, . . .} such that its images under ψ

are the Dyadic intervals in R, i.e. Dm := ψ−1
(⋃

n∈Z[
n

2m ,
n−1
2m )

)
for every m = 1,2, . . ..

We define:
α0 := α

α1 := (α|A∩D1)∪ (α|A∩Dc
1)∪{Ac}

α2 := (α|A∩D1∩D2)∪ (α|A∩Dc
1∩D2)∪ (α|A∩D1∩Dc

2)∪ (α|A∩Dc
1∩Dc

2)∪{Ac}
...

αm :=
⋃

Sn=Dn or Sn=Dc
n

(
α|A∩

m⋂
n=1

Sn

)
∪{Ac}.

Then, clearly, these are (countable) local µ-partitions with core A such that ρT−1,A�
α =α0 �α1 �α2 � . . .. So, αm corresponds to the dyadic intervals of ψ(A) of level m,
i.e. ψ(αm) =

(
ψ(A)∩

⋂m
n=1

⋃
n∈Z[

n
2m ,

n−1
2m )

)
∪{ψ(Ac)}. The dyadic intervals generate

the Borel-σ -algebra of R, therefore,

σ(αm|A : m ∈ N0) =B∩A mod µ.

For k ∈ N0 fixed we have

σ(T−k(αm|A) : m ∈ N0) = T−k(B∩A) =B∩T−kA mod µ,

since T is an automorphism. Hence

σ

( ⋃
k∈N0

σ(T−k(αm|A) : m ∈ N0)
)
= σ

( ⋃
k∈N0

B∩T−kA
)
=B mod µ,

because A is a sweep-out set. In particular, we obtain that

σ

( ⋃
m∈N0

σ̃

( ∞∨
k=0

T−k
αm

))
=
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= σ

({⋃
l∈L

∞⋂
k=0

T−kA(m)
lk

∣∣∣A(m)
lk
∈αm,

⋃
l∈L

∞⋂
k=0

T−kA(m)
lk
∈B,L some index set,m∈N0

})
⊇

⊇ σ

( ⋃
k∈N0

σ(T−k(αm|A) : m ∈ N0)
)
=B mod µ,

thus

σ

( ⋃
m∈N0

σ̃

( ∞∨
k=0

T−k
αm

))
=B mod µ.

Similarly, one can deduce that

σ

( ⋃
m∈N0

(
σ̃

( ∞∨
k=0

T−k
αm

)?))
=B? mod µ

?.

Therefore, Proposition 3.2 (3) gives

lim
m→∞

h
(

X?,
(

σ̃

( ∞∨
k=0

T−k
αm

))?
,µ?,T ?

)
= h(X?,B?,µ?,T ?).

Now, using equation (14) with αm instead of α , we can deduce the desired equality:

h(X?,B?,µ?,T ?) = lim
m→∞

h
(

X?,
(

σ̃

( ∞∨
k=0

T−k
αm

))?
,µ?,T ?

)
=

= lim
m→∞

hPa

(
X , σ̃

( ∞∨
k=0

T−k
αm

)
,µ,T

)
= hPa(X ,B,µ,T ),

by Remark 4.3.

If all assumptions of the theorem above are fulfilled beside the one of T being an
automorphism, we can pass to the natural extension to apply the theorem. In order to
receive a result for the underlying space, we need the following remark:

Remark 4.5. Let T be a measure-preserving, conservative, ergodic transformation
on a σ -finite standard measure space (X ,B,µ) with µ(X) = ∞ and let (X̃ ,B̃, µ̃, T̃ )
be its natural extension, w.l.o.g. constructed like in Theorem 1.8. We consider B′ :=
τ−1(B) = {(x0,x1,x2, . . .) ∈ X̃ |x0 ∈ B} corresponding to a given set B ∈ B, where
τ : X̃ −→ X denotes the factor map of the natural extension.

1. A set A ∈B is a quasi finite set of positive finite measure if and only if A′ is a
quasi finite set in (X̃ ,B̃, µ̃, T̃ ) of positive finite measure.

2. Since the natural extension of the Poisson suspension is the Poisson suspension
of the natural extension due to [25] (see proof of Theorem 2.2), we obtain

hPoi(X̃ ,B̃, µ̃, T̃ ) = h(X̃?,B̃?, µ̃?, T̃ ?) = h(X̃?,B̃?, µ̃?, T̃ ?) = hPoi(X ,B,µ,T ),

since the entropy is invariant under isomorphisms (Proposition 3.3) and the dy-
namical entropy of a probability system equals the dynamical entropy of the nat-
ural extension of that system (see e.g. [4], Fact 4.3.2).

86



3. Let us have a closer look at the Krengel entropy of the natural extension: For
B ∈B fixed such that µ(B)< ∞ we see that

hKr(X̃ ,B̃, µ̃, T̃ ) = µ̃(B′) ·h(B′,B̃∩B′,
µ̃

µ̃(B′)
, T̃B′) =

= µ(B)·h(B̃,B̃∩B̃,
µ̃

µ(B)
, T̃B)= µ(B)·h(B,B∩B,

µ

µ(B)
,TB)= hKr(X ,B,µ,T ),

since the induced system of a natural extension is isomorphic to the natural ex-
tension of the induces system, i.e.

(B′,B̃∩B′,
µ̃

µ(B)
,(T̃ )B′)≈ (B̃,B̃∩B,

µ̃

µ(B)
, (̃TB)).

4. Moreover,
hPa(X̃ ,B̃, µ̃, T̃ )≥ hPa(X ,B,µ,T ).

Proof of (1). Let us state some simple properties of B′, C′ corresponding to B,C ∈B
given: Clearly,

T̃−k(B′) = {(x0,x1,x2, . . .) ∈ X̃ |(T kx0,T k−1x0, . . . ,x0,x1, . . .) ∈ B′}= (T−kB)′,

(B′)c = {(x0,x1, . . .) ∈ X̃ |x0 /∈ B}= (Bc)′,

and
B′∩C′ = (B∩C)′.

Therefore, for a given set A ∈B, we deduce that

ρT̃ ,A′ =
{

A′∩ T̃−nA′∩
n−1⋂
k=1

T̃−k(A′)c
∣∣∣n ∈ N

}
=
{(

A∩T−nA∩
n−1⋂
k=1

T−kAc
)′∣∣∣n ∈ N

}
.

Thus, since µ̃(B′) = µ(B) for every B ∈B, we get

Hµ̃(ρT̃ ,A′) = Hµ(ρT,A).

Hence, A′ is quasi finite if and only if A is quasi finite. Moreover, µ̃(A′) = µ(A).

Proof of (4). Using the transformation formula and T -invariance, we compute

hPa(X ,B,µ,T ) = sup
γ measurable partition of X ,

σ̃(γ) σ -finite, T−1γ�γ

Hµ(γ|T−1
γ) =

= sup
γ measurable partition of X

σ̃(γ) σ -finite, T−1γ�γ

∫
X

Hµπ
T−1γ

(x)(γ ∩πT−1γ(x)) d µ︸︷︷︸
=µ̃◦τ−1

(x) =

= sup
γ measurable partition of X

σ̃(γ) σ -finite, T−1γ�γ

∫
X̃

Hµπ
T−1γ

◦τ(y)(γ ∩ (πT−1γ ◦ τ(y))) dµ̃(y).

Now by Proposition 1.3 (6),

µπT−1γ
◦τ(y) = µπ

τ−1T−1γ
(y) ◦ τ

−1 and τ
−1 ◦πT−1γ ◦ τ = πτ−1T−1γ .
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Thus the supremum above is equal to

sup
γ measurable partition of X

σ̃(γ) σ -finite, T−1γ�γ

∫
X̃

Hµπ
τ−1T−1γ

(y)◦τ−1(γ ∩ (πT−1γ ◦ τ(y))) dµ̃(y) =

= sup
γ measurable partition of X

σ̃(γ) σ -finite, T−1γ�γ

∫
X̃

Hµπ
τ−1T−1γ

(y)((τ
−1

γ)∩ (τ−1 ◦πT−1γ ◦ τ(y))) dµ̃(y) =

= sup
γ measurable partition of X

σ̃(γ) σ -finite, T−1γ�γ

∫
X̃

Hµπ
τ−1T−1γ

(y)((τ
−1

γ)∩πτ−1T−1γ) dµ̃(y) =

= sup
γ measurable partition of X

σ̃(γ) σ -finite, T−1γ�γ

Hµ̃(τ
−1

γ|τ−1T−1
γ) =

= sup
τ−1γ measurable partition of X

σ̃(τ−1γ) σ -finite, T̃−1τ−1γ�τ−1γ

Hµ̃(τ
−1

γ|T̃−1
τ
−1

γ),

since σ̃(γ) is σ -finite if and only if σ̃(τ−1γ) = τ−1σ̃(γ) is σ -finite (w.r.t. µ̃) and
T−1γ � γ if and only if T̃−1τ−1γ � τ−1γ . Thus we have shown that

hPa(X ,B,µ,T ) = sup
τ−1γ measurable partition of X̃

σ̃(τ−1γ) σ -finite, T̃−1τ−1γ�τ−1γ

Hµ̃(τ
−1

γ|T̃−1
τ
−1

γ).

This obviously gives
hPa(X ,B,µ,T )≤ hPa(X̃ ,B̃, µ̃, T̃ ).

Corollary 4.1. Let (X ,B,µ,T ) be a measure-preserving, conservative, ergodic dy-
namical system with µ(X) = ∞ such that (X ,B,µ) is a σ -finite standard measure
space. If there exists a quasi finite measurable set of finite positive measure in (X ,B,µ,T ),
then

h(X?,B?,µ?,T ?) = hKr(X ,B,µ,T ).

Proof. We need just to apply Theorem 4.5 to the22 natural extension (X̃ ,B̃, µ̃, T̃ ) of
(X ,B,µ,T ). Recall that the natural extension is a σ -finite standard measure space
together with a conservative, ergodic, measure-preserving automorphism and µ̃(X̃) =
µ(X) = ∞ (confer section 1.3.3). Moreover, by Remark 4.5, the set A′ = {(x0,x1, . . .)∈
X̃ |x0 ∈ A} is quasi finite for (X̃ ,B̃, µ̃, T̃ ) and of positive finite measure. Thus, the
assumptions of Theorem 4.5 are satisfied and we obtain

hPoi(X̃ ,B̃, µ̃, T̃ ) = hPa(X̃ ,B̃, µ̃, T̃ ) = hKr(X̃ ,B̃, µ̃, T̃ ).

Now, again by Remark 4.5,

hPoi(X̃ ,B̃, µ̃, T̃ ) = hPoi(X ,B,µ,T )

and
hKr(X̃ ,B̃, µ̃, T̃ ) = hKr(X ,B,µ,T )

Therefore,

hPoi(X ,B,µ,T ) = hPoi(X̃ ,B̃, µ̃, T̃ ) = hKr(X̃ ,B̃, µ̃, T̃ ) = hKr(X ,B,µ,T ).

22W.l.o.g. we may take the one formulated in Theorem 1.8.
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4.4.1 Application to some examples

Example 4.5 (Boole’s transformation). The set Y = [− 1√
2
, 1√

2
] is quasi finite for

Boole’s transformation T : Clearly, λ (Y ) =
√

2 < ∞. We claim that the elements of
the first return time partition ρT,Y = {Y ∩{ϕT,Y = n} : n ∈ N} fulfill

(15) λ (Y ∩{ϕT,Y = n})∼ 1√
2n3

for n→ ∞.

Then

Hλ (ρT,Y ) =−∑
n∈N

λ (Y ∩{ϕT,Y = n}) logλ (Y ∩{ϕT,Y = n}))∼ ∑
n∈N

1√
2n3

log(
√

2n3)

for n→ ∞, and ∑n∈N
1√
2n3 log(

√
2n3)< ∞. Hence

Hλ (ρT,Y )< ∞.

Thus, due to Corollary 4.1

h(R?,B(R)?,µ?,T ?) = hKr(R,B(R),µ,T ) = 2π,

by Example 4.1.
To verify (15) we follow [26]: We define a sequence of elements xn in R+, starting at
x0 := 1√

2
, by T xn = xn−1 for all n ∈ N, i.e. [xn−1,xn] = R+ ∩{ϕT,Y = n}. Thus, by

symmetry of T and Lemma 1.1, we get λ (Y ∩{ϕT,Y > n}) = λ (Y c ∩{ϕT,Y = n}) =
2(xn− xn−1) for all n ∈ N. By definition of T and (xn)n∈N, we have xn−1 = T xn =
xn− 1

xn
, which yields x2

n−x2
n−1 = x2

n−(x2
n−2+ 1

x2
n
) = 2− 1

x2
n

for every n∈N. Therefore

x2
n

n
=

x2
0

n
+

1
n

n

∑
k=1

(x2
k − x2

k−1) =
x2

0
n
+2+

1
n

n

∑
k=1

1
x2

k
→ 2 for n→ ∞,

since xn→ ∞ for n→ ∞. Thus

xn ∼
√

2n for n→ ∞.

(This follows by a simple case distinction from 2(1− ε) ≤ x2
n
n ≤ 2(1− ε) for ε > 0

arbitrary small (w.l.o.g. ε < 1) and xn ≥ 0.) Then,

xn− xn−1 = xn− (xn−
1
xn
) =

1
xn
∼ 1√

2n
,

hence

λ (Y ∩{ϕT,Y > n}) = 2(xn− xn−1)∼
√

2
n
.

Now, λ (Y ∩ {ϕT,Y > n}) = ∑k>n λ (Y ∩ {ϕT,Y = k}) := g(n) and g(n− 1)− g(n) =
λ (Y ∩{ϕT,Y = n}). So,

λ (Y ∩{ϕT,Y = n})∼
√

2
n−1

−
√

2
n
,

and
√

2
n−1 −

√
2
n = (− 1

2 ) ·
√

2
n3 · ((n− 1)− n) = 1√

2n3 by the Mean Value Theorem,
hence

λ (Y ∩{ϕT,Y = n})∼ 1√
2n3

.
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Example 4.6 (Renewal chain). Given a shift space (X ,B,µ,S) of a renewal chain
as in Example 1.3 (2) and Example 4.2 with fm =

(
∑n∈N

1
n1+α

)−1 1
m1+α for α ∈ (0,1)

arbitrary fixed. Then, the cylinder set [1] is quasi finite: In Example 4.2, we have
already computed the entropy of the first return time µ-partition ρS,[1] = {[1n] : n ∈N}
(denoted with β in Example 4.2):

Hµ(ρS,[1]) =−∑
n∈N

µ([1n]) log(µ([1n])) =

= log
(

∑
m∈N

1
m1+α

)
+(1+α)

(
∑

m∈N

1
m1+α

)−1
∑

n∈N

log(n)
n1+α

< ∞,

because ∑n∈N
1

n1+α < ∞ and ∑m∈N
log(m)
m1+α < ∞.

Therefore, by Theorem 4.5 and Remark 4.5, we see that

hPa(X̃ ,B̃, µ̃, S̃) = h(X?,B?,µ?,S?) = hKr(X ,B,µ,S) =−∑
n∈N

fn log( fn),

referring to Example 4.3.

Using Theorem 4.5 and Theorem 4.3 one can show that the Poisson entropy of an
invertible Markov shift is given by the same formula as the Krengel entropy without
assuming the existence of a quasi finite set (see [10], Corollary 9.2, for a proof):

Theorem 4.6. Let S be an invertible23 Markov shift on (X ,B,µ) with X = ΣZ for Σ

countable, which corresponds to a null-recurrent, irreducible Markov chain, and let
the transition probabilities denote by pab for a,b ∈ Σ and the stationary distribution by
(ua)a∈Σ, then

hPa(X ,B,µ,S) = hKr(X ,B,µ,S) = h(X?,B?,µ?,S?) =−∑
a∈Σ

ua ∑
b∈Σ

pab log(pab).

In particular, we obtain for the two-sided random walk on Z

Example 4.7 (Two sided random walk on Z). It is not obvious if there exists a quasi
finite set for the two-sided shift space (X ,B,µ,S) corresponding to a random walk, but
applying the Theorem above, we obtain (for ua = 1, pab =

1
2 for b = a−1 or b = a+1,

∀a ∈ Z)
hPa(X ,B,µ,S) = h(X?,B?,µ?,S?) = hKr(X ,B,µ,S) = ∞.

23The construction of this process is analogous to that of Example 1.3 (1), see e.g. [10] for a detailed
definition.
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Appendix

Abstract (english)
Main topic of this master thesis is the notion of entropy for measure-preserving dy-
namical systems with an infinite measure. We will introduce Parry’s Krengel’s and
Roy’s idea of defining this quantity and state some results about their relation. Fi-
nally, we will prove that these different definitions coincide for ergodic, conservative,
measure-preserving automorphisms under a weak additional assumption, by following
[10]. Additionally, we note that the equality of Krengel’s and Roy’s entropy can be
extended to not necessarily invertible transformations.
We will investigate Poisson suspensions, canonical systems of measures (studied by
[16]) and some examples.

Abstract (deutsch)
In der vorliegenden Masterarbeit werden Entropie-Begriffe für maßtreue dynamische
Systeme mit unendlichem Maß, anhand von Krengel-, Parry- und Poisson-Entropie,
behandelt, wobei besonderes Augenmerk auf deren Beziehung zueinander gelegt wird.
Wir werden uns an [10] orientieren und einen Satz beweisen, der die Gleichheit dieser
Entropien für eine große Klasse von ergodischen, konservativen und maßtreuen Au-
tomorphismen auf Standard Maßräumen liefert. Bezüglich Krengel- und Poisson En-
tropie lässt sich dieser Satz auf allgemeine (nicht notwendigerweise invertierbare) Trans-
formation übertragen.
Weitere Theorien, die hier ausgeführt werden, sind Poisson Suspensionen und kanon-
ische Systeme von Maßen gemäß Rokhlin, [16]. Außerdem werden wir die Krengel-
Entropie von einigen Beispielen mit unendlichem Maß berechnen und diese auf die
Anwendbarkeit des oben erwähnten Satzes hin untersuchen.
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