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Abstract

An observational test, which distinguishes between A-CDM cosmology and an alternative
theory called timescape cosmology, is presented in this thesis. The latter theory may
be able to explain the observed accelerated expansion of the universe only in terms of
General Relativity without the need for a cosmological constant. That theory considers
the observed inhomogeneities and predicts different expansion rates for voids and walls
(filaments/clusters). To test this, an analysis of systematic variations in the local Hubble
flow is required. The fundamental plane of elliptical galaxies is calibrated and used as
a distance indicator for this investigation. Furthermore, a solid model of the matter
distribution in the local universe is derived using SDSS and 2MRS data. Mock catalogues
based on the Millennium simulation are created to compare the predictions of A-CDM
cosmology and timescape cosmology with the observations. The collected data and mock
catalogues undergo a detailed analysis to unravel if dark energy is indeed necessary to
explain the accelerated expansion of the universe or if it is just a back-reaction effect
from General Relativity. Strong indications were found that timescape cosmology cannot
explain the accelerated expansion and that A-CDM cosmology is the, according to the
observations, preferred model instead.
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Chapter 1

Introduction

The main aim of this thesis is to provide an observational test of a cosmological theory
called “timescape cosmology” (Wiltshire, 2007). This test is performed by comparing
observational data to predictions from the standard model (A-CDM cosmology) and this
alternative theory. Both theories explain the observed accelerated expansion (Riess et al.,
1998; Perlmutter et al., 1999; Schmidt et al., 1998) of the universe, a phenomenon whose
discovery was awarded with the Nobel prize in 2011%, however in two radically different
ways. The A-CDM cosmology introduces a new parameter/concept called dark energy
to account for that effect, while timescape cosmology attributes it to backreactions from
General relativity due to the inhomogeneous structure of the universe. Both theories are
explained in greater detail later in the thesis. The idea of the test is to discriminate
between the two theories by looking for a specific signal in the observational data, which
is predicted in one theory, but not present in the other. Specifically, as outlined by
Schwarz (2010), timescape cosmology predicts that the expansion of the universe occurs
at a different speed in cosmological voids than in cosmological walls (clusters, filaments,
etc.). The initial concept of the test is outlined in my proceedings paper (Saulder et al.,
2012) (Paper I, hereafter), which is discussed in detail in Chapter 3. To provide a solid
test, one has to consider and measure all possible biases and calibrate the tools required
for the test very carefully to minimize systematic effects. Most of my thesis is about this
last point.

The suggested test requires a dataset containing redshift measurements of as many
galaxies as possible combined with a redshift-independent distance indicator. I chose the
fundamental plane of elliptical galaxies to serve this purpose. The fundamental plane
of elliptical galaxies (Dressler et al., 1987; Djorgovski & Davis, 1987) is a well-known
empirical relation between three global parameters of early-type galaxies. It can be used
as a reliable distance indicator after some careful calibrations, which are discussed and
performed in my corresponding paper (Saulder et al., 2013) (Paper II, hereafter). This
paper largely forms Chapter 4 of my thesis. Further improvement of the fundamental
plane calibration can be found in Appendix A of Saulder et al. (2015) (Paper III hereafter,
also see Chapter 5). Aside from the redshift-independent distance indicator, my test also
requires a complete and reliable model of the matter distribution in the local universe.
To this end, I use spectroscopic data from the SDSS (Ahn et al., 2014) and the 2MRS
(Huchra et al., 2012b) and search for galaxy groups in it using a Friend-of-Friend algorithm
inspired by Robotham et al. (2011). The results are presented in my submitted paper on
this subject (Saulder et. al 2015b, Paper IV hereafter), which is discussed in Chapter 6.

"http://www.nobelprize.org/nobel_prizes/physics/laureates/2011/



With all tools and data at hand, I present the results of this test in the final chapters of
my thesis.

Over the course of a large scale project like this, lots of data are acquired and pro-
cessed, yielding additional results on the way and creating secondary research objectives
alongside. The refereed papers that I published over the course of my thesis, except for
the proceedings paper (Paper 1), which only outlines the basic idea of the test, can stand
on their own. Paper II contains the fundamental plane calibrations in all details. Paper
III drifts a little bit aside from the main topic of this thesis. It considers a sample of
the most extreme (the most compact high central velocity dispersion) early-type galaxies
and helped to understand them better. In the process, it lead to a further improvement
of the fundamental plane calibrations. In Paper IV, galaxy group catalogues based on
SDSS (Sloan Digital Sky Survey, Stoughton et al. (2002); Ahn et al. (2014)) and 2MRS
(2MASS Redshift Survey, Huchra et al. (2012b,a)) are provided alongside the model of
matter distribution in the local universe (z <~ 0.1), which is based on the before men-
tioned catalogues. In the following chapter, I present a summary of the current status of
research of the most relevant topics for my thesis.



Chapter 2

Status of research

2.1 Dark energy and cosmology

Baryonic Matter M Dark Matter BDark Energy

Figure 2.1: The energy content of the universe based on data from the Planck Collabora-
tion et al. (2013).

According to the cosmological standard model (A-CDM model), the universe consists
of about 68% dark energy, 27% dark matter and 5% baryonic matter (see Figure 2.1)
and it is about 13.8 Gyr old (Planck Collaboration et al., 2013). This model provides a
widely accepted and successful description of the general behaviour and appearance of our
universe. But there is a big problem: more than 95% of the total energy content of the
universe is hidden from direct observations. The nature of dark matter is still an enigma,
while there are some observations that provide direct evidence for its existence (Clowe
et al., 2006). Dark energy, which makes up more than 2/3rd of the universe’s total energy
content, is the greatest mystery in cosmology today. For more than one decade its true
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nature puzzles physicists and astronomers alike. There have been numerous attempts (e.g.
Zlatev et al. (1999); Steinhardt et al. (1999); Armendariz-Picon et al. (2000); Kai et al.
(2007); Mavromatos (2007); Alexander et al. (2009)) to explain this phenomenon. The
current model, a cosmological constant, is actually a very old idea, which got revived after
the discovery of the accelerated expansion of the universe, because it provides a relatively
simple way to fit the observed data. The cosmological constant A is added to the Einstein

equations.

G

1
RHV - éguyR + Ag'uy = 7TNV (21)

R, is the Ricci-Tensor and R is the Ricci-Scalar, both depend on the metric g,, and
its first and second derivative. G denotes the gravitational constant and ¢ the speed
of light. T}, is called the energy-momentum tensor and it describes the energy (and
matter) content of the space-time (Peacock, 1999). The cosmological constant is only an
effective model and a deeper physical motivation has not yet been clearly identified. E.g.:
The value of the cosmological constant derived from quantum fields and standard model
particle physics (Higgs condensate) is about 10°° times larger than the value actually
measured (Bass, 2011). Basically all attempts to explain the accelerated expansion of the
universe require either new physics (A as an extension of “classic” general relativity) or
some special matter distribution (Zibin et al., 2008).

In contrast to this, it is also possible to take one step back to the very basics of modern
cosmology, which will be done in the next subsection. The cosmological principle states
that the universe is homogeneous and isotropic. However, this is not true on all scales:
the universe is made of galaxies, clusters and voids and not a homogeneous distribution
of stars, gas and dark matter. Only when one reaches scales of several 100 Mpc, one can
average all smaller structures and the cosmological principle is fulfilled. The cosmological
principle itself is very useful, because in the case of homogeneity and isotropy, one is able
to find a simple solution of the Einstein field equations of general relativity. It is called
the Friedmann-Lemaitre-Robertson-Walker metric:

ds* = 2dt* — a(t)® [dr® + f(r) [d6” + sin(0)de?] ] (2.2)

The line element ds is given using spherical coordinates for the space components dr, df
and d¢ and the time coordinate dt. The function f(r) depends on the global curvature
of the universe and «a is the dimensionless cosmological radius. The Friedman equations,
which describe the general properties of the universe, can be derived using that metric.

.\ 2 2
s (a\"  81G Kc
H-(—) = pP——5

a 3c2 a
. a 4G
o=t o T ) (2.3

Here H is the Hubble parameter and the dot denotes the time derivative. The total energy
density is given by p and p denotes the pressure. K is the curvature parameter, which can
be either negative if the universe is open (hyperbolic geometry) or exactly 0 if the universe
is flat (Euclidean geometry) or positive if the universe is closed (spherical geometry). The
average energy density yields the global curvature of the universe and therefore the overall
expansion behaviour. A relative energy density €2 of 1 corresponds to a flat universe. If
the relative energy density is greater than 1, it will describe a closed universe and if it is
less than 1, it corresponds to an open universe. The currently available data is consistent
with a flat universe.



2.2 Timescape cosmology

Figure 2.2: A visualisation of cosmic web based on a numerical simulation (by MPA
Garching, Millennium Simulation (Springel et al., 2005)).

Most research, which has been carried out on timescape cosmology so far, has been
of theoretical nature. The general idea, that inhomogeneities have to be taken into ac-
count in cosmology, is already quite old (Tolman, 1934). The first notable consideration
on this subject were done by Szekeres (1975), Ellis & Stoeger (1987), Ellis & Jaklitsch
(1989) Zalaletdinov (1992) and Harwit (1995). Substantial progress has been made in the
description of the effects of inhomogeneities in the context of general relativity during the
past 15 years. The inhomogeneities’ influence on the average properties of cosmological
parameters was considered in several works (Buchert et al., 2000; Buchert, 2000a,b, 2001)
using perturbation theory and general relativity. Since Einstein’s field equations are a set
of 10 non-linear partial differential equations, one can not average as usual (in the case of
linear equation), if there are significant inhomogeneities (such as entirely empty voids and
clusters with densities far higher than the critical density of the universe). A backreaction
(feedback) caused by these inhomogeneities, is expected due to the non-linear nature of
general relativity. This backreaction and a volume effect cause the observed (or “dressed”)
values of cosmological parameters to be different from the “real”(or bare) values (Buchert
& Carfora, 2003). Therefore, one has to recalibrate cosmological measurements, which
were made under the assumption of a homogeneous universe (Friedmann equations), in
the framework of inhomogeneous cosmology. In the simple case of general relativistic dust,
the equations, which describe the cosmic expansion, have to be modified to the Buchert’s



scheme (Buchert, 2000b).

(0 —(0)") —2(0)’ (2.4)

~~oo—Collapsing =~ 80— T ding

—

Finite infimty  <0>=0

Figure 2.3: A schematic illustration of the concept of finite infinity. A more detail de-
scription of this new concept can be found in Wiltshire (2007).

D. The variable a is a redefined (bare) cosmological radius based only on the spatial part
of the local metric and R an analogously redefined curvature parameter.

A few years later we learned that the acceleration expansion of the universe cannot
be fully understood in a simple pertubative approach alone (Résédnen, 2006; Kolb et al.,
2006; Ishibashi & Wald, 2006).

The most advanced model of an inhomogeneous cosmology, which can mimic dark
energy, was created by David Wiltshire and it is called “timescape cosmology” (Wiltshire,
2007). It uses a simple two-phase model (with a fractal bubble or Swiss cheese like dis-
tribution of matter) consisting of empty voids and dense walls (clusters and filaments).
Hence, the matter distribution in this model is a simplified cosmic web (see Figure 2.2).
The concept of finite infinity (Ellis (1984); Wiltshire (2007), also see Figure 2.3) is in-
troduced, which marks the boundary between regions that may become gravitationally
bound and regions that are expanding freely due to the Hubble flow. In the timescape
model, one has to treat both areas independently. Inside a finite infinity boundary, the
average geometry can be approximated to be flat, while voids are defined by an open
geometry. In this model, the backreactions cause significant differences in the time flow,
due to effects of quasilocal gravitational energy, so that the universe in the middle of a
void is older than in the centre of a cluster by several Gigayears (due to this effect, this
specific theory of inhomogeneous cosmology is also called “timescape cosmology”). The
empty voids, which locally have an open geometry, expand faster than the dense walls
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with their locally flat geometry. In a simplified pictures this means that at large scales
these different expansion rates are manifested in an apparent accelerated expansion of
the universe for an observer located in wall-environment, because the fraction of the total
volume in the universe occupied by voids constantly increases due to their higher expan-
sion rate and structure formation. Consequently, the average expansion rate approaches
the void expansion rate in later times. The dynamics of this fractal bubble model can be
described by following equations.

a\2 f2 02ff  8nG_ al
(5) OO —f) @ 3@
o A1) La; 30 fE(-f)
fo+ 2 (=) + 35fu - 572 =0 (2.5)

The variable f, denotes the volume fraction of voids in the universe, which is of course
time dependent. The parameter o? depends on the curvature and py is the critical density.

Timescape cosmology and similar inhomogeneous cosmologies might be possible solu-
tions for the dark energy problem, but estimates of the magnitude of the backreactions
from inhomogeneities and their influence on the expansion of the universe are difficult
and range from negligible to extremely important (Marra & Paiakkonen, 2010; Mattsson
& Mattsson, 2010; Kwan et al., 2009; Clarkson et al., 2009; Paranjape, 2009; van den
Hoogen, 2010). Lately, also new arguments appeared that if backreactions are not be a
sufficiently strong effect to get rid of dark energy completely, they will have an impact on
the cosmological parameters and distance measurements on a few percent level (Clarkson
et al., 2012; Umeh et al., 2014a,b; Clarkson et al., 2014). In contrast to these claims, the
calculations of Kaiser & Peacock (2015) suggest that such an effect would be insignificantly
tiny, which is supported by other recent work (Lavinto & Rasanen, 2015). This shows
that observational tests for timescape cosmology are essential for the ongoing debate and
may also help to better understand similar models. Wiltshire proposes several tests for
timescape cosmology (Wiltshire, 2010, 2011), most of which are rather complex. So far,
they have not been able to produce striking evidence neither for nor against timescape
cosmology. But there is a rather simple, yet labour-intensive, experiment, which will be
able to decide if timescape cosmology provides an accurate description of the universe or
not.

As already mentioned before, voids expand faster than walls in the framework of
timescape cosmology. The difference in the expansion rate should be measurable at cos-
mologically small scales (a few hundred Mpc) (Schwarz, 2010). If one observes a galaxy by
looking through a void, its redshift is expected to be greater than that of another galaxy
at the same distance observed along a wall. Assuming that timescape cosmology is a valid
description of the universe, the Hubble parameter for dense environment is expected to
be ~50 km s™' Mpc ™' and the empty voids to be ~65 km s~! Mpc™" (Wiltshire, 2007;
Leith et al., 2008) according to the best fit on supernovae Typ la (Riess et al., 2007),
CMB (Bennett et al., 2003; Spergel et al., 2007) and Baryonic acoustic oscillations (Cole
et al., 2005; Eisenstein et al., 2005) data within the framework of the simple two phase
model presented in Wiltshire (2007). Adopting those values, timescape cosmology can
reproduce the observed accelerated expansion without having to introduce dark energy.
The measured Hubble parameter depends on the density profile of the line of sight to a
galaxy. Since voids make up the largest volume fraction of the universe now, the value
of the average observed Hubble parameter should be close to the one of the void environ-
ment. For the same reason, it will be relatively easy to find galaxies with many voids in
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the line of sight. Finding and observing galaxies with mainly a high density environment
in line of sight, which means the bigger part of the line of sight is located within finite
infinity regions, will be more difficult. To test the validity of timescape cosmology using
this feature, one has to compare the redshift of a galaxy to another independent distance
indicator or standard candle to calculate its “individual Hubble parameter” (the Hubble
parameter measured for one singular galaxy or cluster). Since the area of interest for this
investigation ranges up to a few 100 Mpc, it cannot be covered by Cepheid variable stars
with present observing tools and supernovae type la are too rare. Consequently, one has
to use techniques like the surface brightness fluctuation method, the fundamental plane
of elliptical galaxies, the Tully-Fischer relation or similar methods. Since any variances of
the Hubble flow (except due to coherent infall of galaxies into clusters) should not depend
on the line of sight density in the A-CDM model, discovering these would provide strong
support for timescape cosmology (Wiltshire, 2011).

Additional motivation is found in observational claims that galaxies at the other side of
voids indeed have larger than expected redshifts (Tomita, 2001; Tikhonov & Karachentsev,
2006). Nevertheless, this has to be investigated systematically on a large area of the sky
and compared to mock catalogues to find conclusive and statistically relevant evidence.



2.3 Early-type galaxies

Early-type galaxies are the main tool in my thesis, but also objects of investigation. Early-
type galaxies, generally speaking, have a relatively simple morphology, very little cold gas
and consequently an extremely low star formation rate, and they are dominated by the
light of old red stellar populations. Their smooth profiles make them well suited to be
studied in large-scale survey by automated pipelines, which is one of the main arguments
for choosing them as tools for this thesis.

When looking into more detail on early-type galaxies, they turn out to be complex
objects. Especially their kinematics are highly complex. The vast majority of early-
type galaxies are fast rotators (Emsellem et al., 2011), which exhibit a regular rotation
throughout the galaxy. About 15% (Emsellem et al., 2011) are slow rotators, which are
generally more massive than fast rotators and often posses kinematically distinct cores
and complex stellar velocity fields (Krajnovié et al., 2011; Emsellem et al., 2011). The fast
rotators on the other hand are very similar to spiral galaxies, but with most of the gas and
dust removed and star-formation ceased (Cappellari et al., 2011). By their morphological
appearance, they are typically classified as lenticular galaxies or elliptical galaxies with
disky isophotes (Cappellari et al., 2011).

Due to the, with very few exceptions (Crocker et al., 2009), very low to zero star
formation rate, the light of the early-type galaxies is dominated by old red populations.
Hence they form the red sequence (Gladders et al., 1998; Bell et al., 2004; Harker et al.,
2006; Graves et al., 2009a,b; Graves & Faber, 2010; Graves et al., 2010; Bundy et al.,
2010; Chilingarian & Zolotukhin, 2012) in a colour magnitude diagram of galaxies (Wyder
et al., 2007; Martin et al., 2007) opposed to the blue cloud (Nandra et al., 2007; Coil et al.,
2008; Simon et al., 2009; Schawinski, 2009; Zehavi et al., 2011; Basu et al., 2015), where
most late-type galaxies can be found. The photometric profiles of early-type galaxies
are in general relative simple and smooth. They can be well-fitted by de Vaucoleurs
profiles and even better by Sersic profiles and only a small fraction of early-type galaxies
show significant peculiar features (Krajnovi¢ et al., 2011). Most slow-rotating early-
type galaxies have boxy isophotes and show signs of an underlying triaxial structure and
anisotropic velocity fields (Cappellari et al., 2007).

The properties of early type galaxies follow several scaling relation such as the CO
Tully-Fisher relation (Davis et al., 2011), the M-o relation (Ferrarese & Merritt, 2000;
Gebhardt et al., 2000) and the fundamental plane (Dressler et al., 1987; Djorgovski &
Davis, 1987) and its projections like the Faber-Jackson relation. The fundamental plane
will be discussed in great detail in Chapter 4.

Among the broad category of early-type galaxies, several groups of exotic objects can
be found. One example are extremely compact massive galaxies, which will be discussed
in detail in Chapter 5. Recently an isolated giant elliptical galaxy (NGC 7507) was found
to be (almost) dark matter free (Lane et al., 2014) and Nigoche-Netro et al. (2014) showed
that there might be some early-type galaxies with much lower dark matter ratios in the
inner areas than expected. Early-type galaxies cover a wide range in mass and size, but
are connected by strong morphological similarities. Despite complex inner kinematics,
they follow several tight scaling relations such as the later used fundamental plane.
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Chapter 3

Observational Aspects of an
Inhomogeneous Cosmology

The conference proceedings paper presented in this chapter describes the initial concept
of the test of timescape cosmology. Over the further course of the research project several
effects and biases, which were not yet considered at that stage of the research, were
included in the test design. Furthermore, newer and better calibrations were used in the
final results than for the preliminary data presented here. However, the main idea behind
the test remained unchanged: I compare expansion rates of voids and wall, which should
be notably different according to timescape cosmology. If different expansion rates are
detected, it will provide support for this alternative theory, if they are not detected, it
will strongly disqualify that theory. This proceedings paper provides a good introduction
into my work.

The conference proceedings paper “Observational Aspects of an Inhomogeneous Cos-
mology” was published in Proceedings of VIII International Workshop on the Dark Side of
the Universe (DSU 2012). June 10-15, 2012. Buzios, Rio de Janeiro, Brasil !. As the first
author of this paper, I have written the entire text. Steffen Mieske and Werner Zeilinger
helped me in proof-reading the text and straightening out the discussion. Furthermore, I
mention their assistance in designing the test presented in the proceedings paper.

'More information is available on ADS: http://adsabs.harvard.edu/abs/2012dsu. .workE. . 18S
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One of the biggest mysteries in cosmology is Dark Energy.clvlié required to explain the
accelerated expansion of the universe within the standademBut maybe one can explain the
observations without introducing new physics, by simpkirig one step back and re-examining
one of the basic concepts of cosmology, homogeneity. Indstf@cosmology, it is assumed
that the universe is homogeneous, but this is not true atl scelkes (<200 Mpc). Since general
relativity, which is the basis of modern cosmology, is a fiaear theory, one can expect some
backreactions in the case of an inhomogeneous matterbdigtm. Estimates of the magnitude
of these backreactions (feedback) range from insignifitabeing perfectly able to explain the
accelerated expansion of the universe. In the end, the cayytavbe sure is to test predictions of
inhomogeneous cosmological theories, such as timescapeotagy, against observational data.
If these theories provide a valid description of the unigeme expects aside other effects, that
there is a dependence of the Hubble parameter on the linghafraatter distribution. The redshift
of a galaxy, which is located at a certain distance, is exquetd be smaller if the environment
in the line of sight is mainly high density (clusters), rattfean mainly low density environment
(voids). Here we present a test for this prediction usinginéts and fundamental plane distances
of elliptical galaxies obtained from SDSS DR8 data. In orideget solid statistics, which can
handle the uncertainties in the distance estimate and tiveahacatter due to peculiar motions,
one has to systematically study a very large number of gedaxi herefore, the SDSS forms a
perfect basis for testing timescape cosmology and sintikories. The preliminary results of this
cosmological test are shown in this contribution.

VIl International Workshop on the Dark Side of the Universe
June 10-15, 2012
Rio de Janeiro, Brazil

*Speaker.
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Observational Aspects of an Inhomogeneous Cosmology Christoph Saulder

1. Timescape cosmology

Inhomogeneous cosmology has been around since the days of Tolrmeard[Blondi [2], but
for a very long time it was a rather quiet and exotic topic. During the last Hbsysignificant
advances were made on this field, mainly due to the work of groups arouckeR [3, 4, 5,
6, 7, 8, 9, 10] , Rasénen [11, 12, 10, 13], Wiltshire [14, 15, 16,1B],and others. The basic
assumption is that since general relativity is a non-linear theory, inhoredgenlike voids and
cluster can cause some backreactions (feedback) on cosmologeaigiars, which may explain
the observed accelerated expansion of the universe. Buchettwtad a scheme [4], which is
based on perturbation theory and general relativity, and it consideistibmogeneities’ influence
on the average properties of cosmological parameters. In the simplefcageioeral relativistic
dust, the equations, which describe the cosmic expansion, have to be muealiffed Buchert's
scheme:

3(2)" =86 (p) -1 (R - 3Q 38— _anG(p) 1 Q

* (LD
& (p)+4(p) =0 Q=2((6-(0))°) ~2(0)’

The backreactio® is defined by the expansidhand the sheaw. aiis the scaling parameter of the
universe(R) the average spatial curvatuk,) the average energy density a@dhe gravitational
constant. But the acceleration of the universe’s expansion canrotipenderstood in a simple
pertubative approach alone [12, 19, 20]. One of the most advarmezkgtions of an inhomo-
geneous cosmology, which can mimic dark energy, was created by WiltdHdifaifd it is called
"timescape cosmology”. He uses a simple two-phase model consisting efa fsabble of empty
voids and dense walls (clusters and filaments). Both regions are sephyatie finite infinity
boundary (see Fig 1), which encloses gravitationally bound regiondiaodnnects them from the
freely expanding voids. In this model, a backreaction also causes sagnifiiferences in the time

e =

<o Collapsmg 80 T ding

Finite mfinity <6>=0

Figure 1. A schematic illustration of the concept of finite infinity (Byavid Wiltshire [14]).

flow, due to effects of quasilocal gravitational energy: the universiedmmiddle of a void is older
than in the centre of a cluster. Due to this effect, this specific model of inhamoge cosmology
is also called timescape cosmology. As a consequence of the importancdarfahgeometry in

this model, the Hubble flow is not uniform any more and the empty voids exzeterfthan the
dense walls. At large scales, these different expansion rates will lehd gignature of an overall
accelerated expansion of the universe, because in timescape costhe@dction of the volume
occupied by voids constantly increases with time. According to Wiltshire fh4],dynamics of
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this fractal bubble model can be described by following equations:

. - 1
a 2+ 2 a?’f _8nG_a
a) Tofi-f) @ 3 =®

. . 1
. f2(2f,—1) &, 3027 (1—f)
Moo TV O

1.2)

2a?

The variablef, denotes the volume fraction of voids in the universe, which is of course time
dependent angdy is the true critical density [14, 6, 8]. Recently there have been sevaparp
[21, 22, 23, 24, 25, 26, 27, 18, 10] , which show that the magnitudeimpdrtance of these
backreactions is still a topic of hot discussion. Timescape cosmology andrsimhitanogeneous
cosmologies may provide possible solutions for the dark energy problérnhéeastimates of the
magnitude of backreaction from voids and their influence on the expaositie universe range
from negligible to extremely important [28, 29, 26, 14]. Therefore, oke@®nal tests are essential
for the ongoing debate.

2. Predictions of the theory

There are several predictions of timescape cosmology, which can Heasgeotential tests.
Most of them are extremely difficult and not possible with today’s technotwdgave quite some
space for interpretation and therefore, they cannot produce strikidgrece neither for nor against
the theory. Here we focus on a very direct test which was propo€ed {3, namely measuring the
different expansion rates of voids and walls directly. Those shoulerdiff about 17 to 22% [18], in
order to fully explain the observed accelerated expansion with timescap®tagy: The Hubble
parameter is larger, if the foreground is void dominated, rather than walirdded (for a better
illustration of this feature see Fig. 2). This test requires: 1. redshift @atredshift independent

\ larger
| redshift

a certain
distance d

Figure 2: The measured redshift at a fixed distance depends on mattebudiion in the line of sight.

distance indicator and 3. a model of the matter distribution in the line of sight. Wiaiferming
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this test one might encounter potential problems like uncertainties in the distesasurement,
peculiar motions of the galaxies and difficulties in mass estimates for matter distibtie to
the statistical nature of these problems, one can handle them quite well uaigg &omogeneous
sample.

3. Testing the predictions

We use data from the Sloan Digital Sky Survey (SDSS) DR8 [31] in ordpetfmrm our test.
We take redshifts, central velocity dispersions, the different appanedel magnitudes in the 5
SDSS filters and the corresponding effective radii of these modelstiierSDSS DR8 database.
Furthermore, we make use of third party information, which is also implementeciSEHES
database such as the extinction map of Schlegel [32] and Galaxy clagsifiram the citizen-
science project GalaxyZoo [33, 34], which is based on SDSS. In addibidhat, we also use
masses from the SDSS-based catalogue of groups and clusters bgtyaing35] and the new
high-quality K-correction by Chilingarian et al. [36].

3.1 Calibrate the fundamental plane

The fundamental plane of elliptical galaxies is an empirical relation betweegftbetive
radiusRy, the mean surface brightnes®.5-log(lg) and the central velocity dispersian of these
galaxies, which can be used as redshift independent distance indicator

Ro=a-log(lp) +b-log(op) + ¢ (3.1)

We calibrate this relation, in a similiar manner as Bernardi et al. [37] did, §imgumore than 90
000 elliptical galaxies from SDSS, which were classified by GalaxyZop33Band by applying
some additional constraints to avoid misclassifications. One can derive edl fmrameters of
the fundamental plane directly from observables which are already irsS@& only using the
Schlegel extinction maps [32] and the Chiligarian K-corrections [36] dorections. The resulting
fit for r-band data can be seen in Fig. 3 for which we obtain a root meaarsgpf about 10%.
The results will be published in an upcoming paper (Saulder et al. 2012epamtion). We will

use the fundamental plane to calculate distances to a quality selected subshatmat 10 000
elliptical galaxies.

3.2 Theforeground model

We use data of more than 350 000 galaxies to model the foreground. Tisesrafsgalaxy
groups and clusters are taken from the Yang catalogue [35] and sisoaiy based on DR4, which
has a smaller sky coverage than DR8, we extended it using mass-lighfoattismissing objects.
We plan to do this more sophisticated in the future and create a similar (usingntberssthods) but
larger catalogue as Yang et al. We calculate the radii of homogeneoeesphith renormalized
critical density (finite infinity regions) around the clusters and galaxies irffareground model.
The distances for the objects in the foreground model are simply estimatgdausidshift-distance
relation. A part of our foreground model can be see in Fig. 4.
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Figure 3: The fundamental plane of elliptical galaxies fitted for tH2SS r-band using 90 000 galaxies.

galactic latitude
o

.45 Le, e

-90

galactic longitude

Figure4: A part of the foreground model between 100 and hi5bMpc. One can also see the sky coverage
of SDSS here.

3.3 Testing timescape cosmology

For the final analysis, we use redshifts and fundamental plane distargasulate "individual
Hubble parameters” for every galaxy in the sample. Furthermore, thigofmaaf the line of sight
which is in wall environment (inside a finite infinity boundary) is calculated gisive foreground
model. This can be done using simple geometry (intersecting straight lines viignesp and
interval nesting, but it has to be done more than 10 80850 000 times. Consequently, this
requires a lot of computational power for which we use the ViennaAstgi€iu In a final step,
one has to put the fraction of the line of sight inside wall environment in relétidhe "individual
Hubble parameters”.
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4. Preliminary results

Our preliminary analysis yields systematically larger Hubble parameters fodémsity en-
vironment (voids) in the line of sight (see Fig. 5). The distribution is notrasah as may be
expected, given the dearth of galaxies for void foreground and balerage Hubble parameter.
This is still a matter of concern for us in this analysis. It might be due to yehawk biases or
unknown systematic effects or maybe further improvements in the foregyroodel are necessary
(Saulder et al. 2013b, in preparation). Concerning Fig. 5:/f4&DM estimate of no dependence
on the line of sight environment at all is too naive since it does not take intmatcoherent infall
into clusters, which creates a similar effect of yet unknown magnitudertgpanson with large
cosmological N-body simulations will be included in an upcoming paper (Saetdal. 2013b,
in preparation)). Furthermore, it should be noted that any fit to a distribwiith such a scatter
strongly depends on the fitting method (for example using a binned fit instehd teast square
method for which the result is shown in Figure 5, one can get a very eliffetependence) and
therefore, we cannot yet conclude any clear evidence althoughehmimary data looks promis-
ing. We also want to point out that this project creates quite some additicieakcs output on its

250 T

ACOM -

timescape cosmology -~

o + + bestfit - - - -
.

200 .+ T4t

.

e +F .

+
Fo+ +
oy + +

150

e
+ i+
e
T T
+ Fha T
ey L

100

50 -

individual Hubble parameter [% of the averaged Hubble parameter]

0 0.2 0.4 0.6 0.8 1
fraction of wall environment along the line of sight

Figure5: This plot shows the dependence of the Hubble parameter doréhground matter distribution.

way, because we obtain new fits for the fundamental plane (Saulder 018a in preparation)
and it yields lots of data on peculiar velocities of galaxies and on the larde sttacture of the
local universe aside from testing timescape cosmology.
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Chapter 4

Calibrating the fundamental plane
with SDSS DRS8 data

The test presented in my thesis requires a redshift-independent distance indicator. To this
end, the fundamental plane of elliptical galaxies was chosen and calibrated in the paper
presented in this chapter. I used the largest available sample at that time to calibrate the
fundamental plane, which has so far only been surpassed by Joachimi et al. (2015) and in
Paper III, which is presented in the next chapter. Our calibrations help us to understand
the biases introduced by using early-type galaxies to our test, but also to minimize and
better quantify the scatter of the fundamental plane and the uncertainties in our distance
measurements. Therefore, this paper is a fundamental pillar of my cosmological test.

The paper “Calibrating the fundamental plane with SDSS DR8 data” was published
in Astronomy & Astrophysics, Volume 557, id.A21, 36 pp . As the first author of this
paper, I wrote the majority of the text. Igor Chilingarian provided the coefficients of
the K-corrections listed in Appendix C and he was also the driving force behind the
Section 5.3 Correlations of the residuals. Werner Zeilinger and Steffen Mieske provided
continuous assistance and help over the entire work leading to this paper. Furthermore,
all collaborators were proof-readers of this paper and made several suggestions, which
improved its quality.

More information is available on ADS: http://adsabs.harvard.edu/abs/2013A\%26A...557A.
.218
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Abstract

We present a calibration of the fundamental plane using SDSS Data R&8e¥ée analysed about 93000 elliptical galaxies up to
z< 0.2, the largest sample used for the calibration of the fundamental pldae ¥¢e incorporated up-to-date K-corrections and used
GalaxyZoo data to classify the galaxies in our sample. We derived indepefundamental plane fits in all five Sloan filters u, g, r,
i and z. A direct fit using a volume-weighted least-squares method pld to obtain the cdgcients of the fundamental plane,
which implicitly corrects for the Malmquist bias. We achieved an accur&dp® for the fundamental plane as a distance indicator.
We provide a detailed discussion on the calibrations and their influence oedhi¢ing fits. These re-calibrated fundamental plane
relations form a well-suited anchor for large-scale peculiar-velocityiesuid the nearby universe. In addition to the fundamental
plane, we discuss the redshift distribution of the elliptical galaxies and tldiagparameters.

Key words. galaxies: elliptical and lenticular, cD — galaxies: distances and redshifitaxigs: fundamental parameters — galaxies:
statistics — galaxies: structure

1. Introduction According to Bernardi et al. (2003c), a direct fit is the most
. . . suitable type of fit to obtain the fundamental planefionts if
The fundamental plane is an empirical relation betweerethrgne plans on using them as a distance indicator, becausg-it mi
global parameters of elliptical galaxies: the central witjodis-  jmises the scatter in the physical radis Other types of fits
persionoo, the physical #ective radius, and the mean surface 5is have their advantages, when using the fundamentag plan
brightnessuo within the efective radius. The last parameter i§q giferent applications (such as investigating the global prop-
usually expressed ds, which is a renormalised surface brighties of elliptical galaxies). In Table 1, we collect theuts for
ness (see Equation 17). The functional form of the fundaalenfe fyndamental plane cfigient of previous literature work. As

plane reads Bernardi et al. (2003c) already pointed out, theffioents de-
pend on the fitting method. Table 1 shows that theffodenta

10g;0 (Ro) = - 109y (070) + b - 109y (lo) + C. (1) s typically smaller for direct fits than for orthogonal fits.
Historically, the fundamental plane of elliptical galaxigas first On theoretical grounds, it is clear that virial equilibriyore-

mentioned in Terlevich et al. (1981). It was defined and diglicts interrelations between the three parameRgrs-o, andlo.
cussed in more detail in Dressler et al. (1987) and Djorgiask The codficients of the fundamental plane can be compared with
Davis (1987). As part of an extensive study on ellipticabgéds these expectations from virial equilibrium, and a lumitypsi
(Bernardi et al. 2003a,b,c,d), the first work on the fundataenindependent mass-to-light (M) ratio for all elliptical galaxies.
plane using SDSS data was done in Bernardi’s paper (Bernavfial equilibrium and constant KL predictsa = 2 andb = —1.
et al. 2003c). Afterwards considerable work was done on tay deviation (usually lower values farand higher values for
fundamental plane by a wide range of scientists e.g. D’Omofrb) of these values is referred to as tilt in the literature.nfFro
et al. (2008), La Barbera et al. (2008), Gargiulo et al. (3009Table 1 it is clear that the actual deients of the fundamen-
Hyde & Bernardi (2009), La Barbera et al. (2010a), Fraix+Bir tal plane deviate from these simplified assumptions (e-d. a
etal. (2010), and Magoulas et al. (2012). instead of 2). The physical reasons that give rise to thisadev
The central velocity dispersion as well as the mean surfatten are obviously a matter of substantial debate in theditee
brightness are distance-independent quantities. Coaallgu since it provides fundamental information about galaxyl@vo
one can use the fundamental plane as a distance indicatortibp (Ciotti et al. 1996; Busarello et al. 1997, 1998; Graham
comparing the predictedfective radius with the observed one& Colless 1997; Trujillo et al. 2004; D’Onofrio et al. 2006;
We plan to use this standard-candle property of the fundéaherCappellari et al. 2006) or its environment dependence (fuce
plane in future work on the peculiar-velocity field in the ga et al. 1991; Jorgensen et al. 1996; Pahre et al. 1998; del@arva
universe. & Djorgovski 1992; La Barbera et al. 2010b). The empirical re
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parameter condition . = :
SpecObj.z >0
SpecObj.z <05
SpecObj.zZWarning =0
zooVotes.p_el >0.8 1
zooVotes.nvote_tot >10
SpecObj.veldisp > 100
SpecObj.veldisp <420
SpecObj.snMedian >10

SpecObj.class ='GALAXY’

PhotoObj.deVAB_u >0.3

PhotoObj.deVAB_g >0.3

PhotoObj.deVAB_r >0.3 ; * L 1.
PhotoObj.deVAB_i >0.3

PhotoObj.deVAB_z >0.3 i I
PhotoObj.InLDeV_u >PhotoObj.InLExp_u |

PhotoObj.InLDeV_g >PhotoObj.InLExp_g
PhotoObj.InLDeV_r >PhotoObj.InLExp_r
PhotoObj.InLDeV_i >PhotoObj.InLExp_i

PhotoObj.InLDeV_z >PhotoObj.InLExp_z ‘
Table 2. Selection criteria given in the language of the SDSS CA ‘ E + 1 »
job queries. As a direct consequence of these requirements, wade

that there must be spectroscopic data for every galaxy in our samj
Hereby, we impose the target limit for galaxy spectroscopy of SDSS

17.77 mag (Strauss et al. 2002).

lation as such is very well documented and is often used a
distance indicator.

There are several two-dimensional relations that can be (
rived from the fundamental plane: the Faber-Jackson oglati
(Faber & Jackson 1976) between the luminosity and the veldggurel. Randomly selected subsample of 12 galaxies of our selected
|ty dispersion, and the Kormendy relation (Kormendy 197@_) bsample with a.redshift lower than 01 A” of th_em_WEI’e CllaSSified to t?e
tween the luminosity and¥ective radius and thB — o-relation elliptical galaxies by our selection criteria, which is confirmed by their
(Dressler et al. 1987), which connects the photometricrpater  M°"Phology.

D with the velocity dispersionr.

In this paper, we provide a calibration of the fundamental
plane for usage as a distance indicator, using a sample af abo o ) )

93000 elliptical galaxies from the eighth data release ef tfieéasonable sample of elliptical galaxies with only a smathn
Sloan Digital Sky Survey (SDSS DR8) (Aihara et al. 2011)€er of mllsclassm_cat.lon,.we demanded that the probabitiat t
This doubles the sample of the most extensive FP calibratirgalaxy is an elliptical is greater than 0.8 and that at lesrst

in the present literature (Hyde & Bernardi 2009). We assumé&flaxyZoo users classified it. This probability is the fiactof

a A-CDM cosm0|ogy with a relative dark-energy density Oﬁ" users who classified the given galaxy as elllptlcal. ltuldo )
Qa = 0.7 and and a relative matter density@f, = 0.3 as well make no sense to set the parameter to 1in the query beca;use thi
as a present-day Hubble parameteHgf= 70km s Mpc™2. would exclude too many galaxies since many users occasjonal

One can use the paramelsg to rescale the results for any otheimisclassify a galaxy by accident or trolling. Based on ciate,
choice of the Hubble parameter. GalaxyZoo provided 170234 candidates for elliptical gadax

within the given redshift range of 0 and 0.5.
To reduce the number of misqualifications and to ensure the
quality of our data set, we applied the following criterichel
2. Sample signal-to-noise ratio of the spectra had to be higher thaantD
2.1. Definition the central velocity dispersion of every galaxy in our saad
o to be higher than 100 kfs and lower than 420 kfs. In gen-
Our starting sample consisted of 100427 elliptical gakkiem eral, velocity dispersion measurements of SDSS are only rec
SDSS DR8 (Aihara et al. 2011). These galaxies were selegteddmmended to be used if they are between 70 and 42@.km
the following criteria, as also summarised in Table 2: Our choice of 100 kifs as lower limit is an additional precau-
The redshift z has to be between 0 and 0.5. Furthermoti®n to avoid contamination of our sample by misclassifaati
to ensure that the redshift measurements were trustwdhay, because we found that a significant number of galaxies with a
SpecObj.zWarninflag had to be 0. For the morphological selow central velocity dispersion<(L00 knys) are misclassified as
lection we made use of the citizen science project GalaxyZediptical galaxies by GalaxyZoo, although most of themuact
(Lintott et al. 2008), in which volunteers on the internetsdify ally are bulge-dominated spiral galaxies, as we found bieagak
SDSS galaxies in a simplified manner (no scientific backgioua small random sample and visually inspecting the imagirh an
required). The results of these visual classificationst@ttret al. spectroscopic data. Furthermore, the spectrum has to ha-ide
2011) were integrated into the SDSS query form. To obtainfiad by the SDSS pipeline to be of a galaxy, and the likelihood
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band a b c st [%0] Ngai type of fit authors
B 1.39+0.14 -0.90+ 0.09 - 20 106 2-step inverse R Djorgovski & Davis (1987)
B 1.33+0.05 —-0.83+0.03 - 20 97 inverse R Dressler et al. (1987)

V+R 143+0.03 -0.84+0.02 -7.995+0.021 21 694 inverse R Smith et al. (2001)
R 138+ 0.04 -0.82+0.03 - 21 352 inverse R Hudson et al. (1997)
R 137+ 0.05 -0.84+0.03 - 21 428 inverse R Gibbons et al. (2001)
\% 1.26+0.07 -0.82+0.09 - 13 66 forward R Lucey et al. (1991)
\% 1.14 -0.79 - 17 37 forward R Guzman et al. (1993)
r 1.24+0.07 -0.82+0.02 - 17 226 orthogonal R Jorgensen et al. (1996)
R 125 -0.87 - 19 40 orthogonal R Muller et al. (1998)
\% 1.21+0.05 -0.80+0.01 - - - orthogonal R D’Onofrio et al. (2008)
r 1.42+0.05 —-0.76 + 0.008 - 28 1430 orthogonal R La Barbera et al. (2008)
K 1.53+0.04 -0.77+0.01 - 29 1430 orthogonal R La Barbera et al. (2008)
R 135+0.11 -0.81+0.03 - 21 91 orthogonal R Gargiulo et al. (2009)
g 140+ 0.02 -0.76 + 0.02 -8.858 31 46410 orthogonal R Hyde & Bernardi (2009)
r 1.43+0.02 -0.79+0.02 -8.898 30 46410 orthogonal R Hyde & Bernardi (2009)
i 1.46+0.02 —-0.80+0.02 -8.891 29 46410 orthogonal R Hyde & Bernardi (2009)
z 147+0.02 -0.83+0.02 -9.032 29 46410 orthogonal R Hyde & Bernardi (2009)
g 138+ 0.02 -0.788+0.002 -9.13+0.08 29 4467 orthogonal R La Barbera et al. (2010a)
r 1.39+0.02 -0.785+0.002 -8.84+0.06 26 4478 orthogonal R La Barbera et al. (2010a)
i 1.43+0.02 -0.780+0.002 -8.76+0.05 - 4455 orthogonal R La Barbera et al. (2010a)
z 142+ 0.02 -0.793+0.002 -874+0.07 - 4319 orthogonal R La Barbera et al. (2010a)
Y 1.47+0.02 -0.785+0.002 -853+0.06 - 4404 orthogonal R La Barbera et al. (2010a)
J 153+ 0.02 -0.795+0.002 -857+0.06 26 4317 orthogonal R La Barbera et al. (2010a)
H 156+ 0.02 -0.795+ 0.002 -842+0.08 27 4376 orthogonal R La Barbera et al. (2010a)
K 1.55+0.02 —-0.790+ 0.002 -824+0.08 28 4350 orthogonal R La Barbera et al. (2010a)
K 1.53+0.08 -0.79+0.03 - 21 251 orthogonal R Pahre et al. (1998)
\% 1.31+0.13 -0.86+0.10 - 14 30 orthogonal R Kelson et al. (2000)
R 122+ 0.09 -0.84+0.03 - 20 255 orthogonal ML Colless et al. (2001)
g 145+ 0.06 -0.74+ 001 -8779+0.029 25 5825  orthogonal ML Bernardi et al. (2003c)
r 149+ 0.05 -0.75+0.01 -8.778+0.020 23 8228  orthogonal ML Bernardi et al. (2003c)
i 1.52+0.04 -0.78+0.01 -8.895+0.021 23 8022  orthogonal ML Bernardi et al. (2003c)
z 151+ 0.04 -0.77+0.01 -8707+0.023 22 7914  orthogonal ML Bernardi et al. (2003c)
J 152+ 0.03 —-0.89+ 0.008 - 30 8901  orthogonal ML Magoulas et al. (2012)
H 1.47+0.02 —-0.88+0.008 - 29 8568  orthogonal ML Magoulas et al. (2012)
K 1.46+0.02 —0.86+ 0.008 - 29 8573  orthogonal ML Magoulas et al. (2012)
g 108+ 0.05 -0.74+0.01 -8.033+0.024 - 5825 direct ML Bernardi et al. (2003c)
r 117+ 0.04 -0.75+0.01  -8.022+0.020 - 8228 direct ML Bernardi et al. (2003c)
i 1.21+0.04 -0.77+0.01 -8164+0.019 - 8022 direct ML Bernardi et al. (2003c)
z 120+ 0.04 -0.76+0.01  -7.995+0.021 - 7914 direct ML Bernardi et al. (2003c)
g 112+ 0.02 —-0.74+0.02 —-8.046 - 46410 direct R Hyde & Bernardi (2009)
r 1.17+0.02 —-0.76+ 0.02 -8.086 - 46410 direct R Hyde & Bernardi (2009)
i 1.20+0.02 -0.76 + 0.02 -8.048 - 46410 direct R Hyde & Bernardi (2009)
z 123+0.02 —-0.78+0.02 -8216 - 46410 direct R Hyde & Bernardi (2009)
| 1.25+0.02 -0.79+0.03 - 20 109 direct R Scodeggio et al. (1998)
R 113+0.03 -0.84+0.01 853+ 0.1 - 699 direct R Fraix-Burnet et al. (2010)
u 0.798+0.030 -0.700+0.008 -7.53+0.10 165 92953 direct R this paper
g 0966+ +0.030 -0.740+0.013 -7.75+0.13 156 92953 direct R this paper
r 1.034+0.030 -0.753+0.013 -7.77+0.13 153 92953 direct R this paper
i 1.062+0.030 -0.757+0.013 -7.75+0.13 150 92953 direct R this paper
z 1108+ 0.030 -0.763+0.013 -7.81+0.13 148 92953 direct R this paper

Table 1. A list of previous publications (we do not claim completeness) of fundaahglane cofficients, based on the list of Magoulas et al.
(2012), which is itself based on the lists of Bernardi et al. (2003c) aole€> et al. (2001). It is sorted by method (note:r&gression,

ML =maximum likelihood) and date of publication. Some of the values in the listataom found in the same form due to slightlyferent
definitions in the referenced papers. We sometimes had to renormalisedheientb, when the fundamental plane was defined using with the
mean surface brightnegs instead of the parameter Ipdlo). Furthermore, the cdkcientc, if available, is always given for a Hubble parameter
of Ho = 70km st Mpc™ here, therefore we had to rescale it if other valueld@ivere used in the referenced paper. In addition to the fundamental
plane coéicientsa, b and if availablec, the distance errargs; and the number of galaxi@d, in the sample is given. Furthermore, we also list
the type of fit (R= regression, ML= maximum likelihood), which was used to obtain the fundamental plangiceat, because it is known that
the codficients not only depend on the wavelength, but also on the fitting method.

of a de Vaucouleurs fit on a galaxy has to be higher than thal and lenticular galaxies from our sample. In Figures 13nd
likelihood of an exponential fit, in all five SDSS filters. Wesal randomly selected SDSS colour thumbnails of our selected sa
demanded the axis ratio derived from the de Vaucouleurs fitpte are shown. Their morphologies are all consistent with be
be higher than 0.3 (which excludes all early-type galaxagsrl ing ellipticals (some artificial apparent greead granulation can
than E7) in all filters, thereby removing very elongatedpg&Hi occur in the colour composite), without obvious spitek pat-
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Figure2. Randomly selected subsample of 12 galaxies of our selecteéidure3. Randomly selected subsample of 12 galaxies of our extended

sample with a redshift range of [0.1,0.2]. All of them were classifiesample (limited to a redshift lower than 0.2 for our main analysis) with

to be elliptical galaxies by our selection criteria, which is confirmed bg redshift higher than 0.2. All of them were classified to be elliptical

their morphology. galaxies by our selection criteria, which is confirmed by their morphol-
ogy. Note that for some of the sources with the smallest angular extent,
the SDSS colour-composite image becomes imprecise, causing the ap-
parent rainbow-like colour structure.

terns, and overall smoothness. We thus conclude that oypleam

is suficiently clean. For redshifts higher than 0.2, our set of cri-

teria still yields a pretty clean sample as one can see in€igu

However, in Subsection 2.2 that our criteria create an antdit

bias at redshifts higher than 0.2, because an increasiotjdfina

of galaxies is rejected due to uncertain classification.

There are 100427 galaxies in SDS% DR8 that fulfil all the
requirements; they form our basic sampl&/e downloaded the
galactic coordinate®hotoObj.band PhotoObj.] the redshift and 893.'2 nm for 2 (Stou_ghton etal. 2002). e e
SpecObj.zand its error SpecObj.zErr the central velocity N Figure 4, we consider the overall redshift distributidn o
dispersiorSpecObj.veldispnd its erroSpecObj.veldispErthe OUr basic sample. In this Figure 4, we use redshifts cordeiore
axis ratio of the de Vaucouleurs fthotoObj.deVAB_filterthe the Milky Way's motion relative to the CMB, but note that the
scale radius of the de Vaucouleurs RhotoObj.deVRad_filter imPact of the correction on the Figure is insignificant. Fegd
and its error PhotoObj.deVRadErr filter the model mag- shows that there are no galaxies in our sample Wlth redshifts
nitude of the de Vaucouleurs fiPhotoObj.deVMag_filter 9ré@ter than 0.3. Furthermore, the number density desease
and its error PhotoObj.deVMagErr filter the magnitude r@pidly after aredshift of 0.15. We adopt a final cut at reflsii
of the composite model fitPhotoObj.cModelMag_filter O-2 Since beyond that the sample is heavily biased towarigs o
and its error PhotoObj.cModelMagErr_filter the scale ra- the most luminous galaxies. Quantitative motivation fa dut
dius of the Petrosian fitPhotoObj.petroRad_filterand its &t & redshift of 0.2 comes from considering the Malmquiss bia
error PhotoObj.petroRadErr_filter the model magnitude N detail, see Section 4.1. Moreover, we introduced a loweat
of the Petrosian fitPhotoObj.petroMag_filterand its er- & redshift of 0.01 to remove the galaxies for which peculer v
ror PhotoObj.petroMagErr _filterand the extinction values locities can notably distort the Hubble flow. The limitatiofour

PhotoObj.extinction_filterwhich are based on Schlegel mapS2@MPIe to a redshift interval of [0.01,0.2] reduces the nemath
(Schlegel et al. 1998), for all five SDSS filters (if a paramége 9alaxies by roughly 5000. Furthermore, excluding someaisje
with unreasonably large or small absolute magnitudes osphy

! finer cuts in redshift and colours as well as a rejection of outlieigal radii removes a handful galaxies more. We also intreduc
will reduce this to about 93000 galaxies in the end, see next sectionsx colour cut by demanding that the galaxies in our sample lie

available for diferent filters, the wild cardilter is placed there,

which can stand for either u, g, r, i, or z) and all galaxiestin o
sic sample. The SDSS filters have a central wavelength of
5.1 nm for u, 468.6 nm for g, 616.6 nm for r, 748.0 nm for i,
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on the red sequence (Chilingarian & Zolotukhin 2012), which selected sample basic sample
a narrow region in the colour-magnitude diagram where early ~ **
type galaxies are located. Since our sample was already rela ? ?
tively clean at this stage, we fitted a second-order polyabtui 075 o _—
it in the colour-magnitude diagram. For this end, we usedjthe
colours of the apparent magnitudes and the absolute magnitu 025
in the z band. The results of these fits are shown in Figures B.6
to B.69 with their fitting parameters in Table C.6. Using thes
fits, we perform a 3r clipping to remove outliers. Less than
1 % (the exact ratio depends on the choice of the photometric . m
fits, i.e., the composite model, de Vaucouleur or Petrosiae ( o
Section 4 for details on these fits), of the sample is remoyed b
the colour cut. For comparison, applying the same colows cut
on the sample classified only via GalaxyZoo, about 4.5% are re » 2 = 1 w2 8 . 1 W
moved. The remaining95000 galaxies were used for the funda- M [mag]
tmher;.tt"’lt.l plane callbratl%r:s anbd fotrgaggr S?Ie(_:ted samp)l;rllﬁdur’:.igures' Selejction of our sample illustrated using colour-mag_nitude_
€ fitung process another abou galaxies were exclase diagrams. This set of g-r colour versus z band absolute magnitude di-
outliers, which leaves a sample of 93000 galaxies for out fingyrams shows that with our constraints only the red sequence remains
analysis. A set of comparative colour-magnitude diagrasee ( in the selected sample (top left panel) of about 95000 galaxies, which
Figure 5) illustrates the cleaning process of our sampléhall is used to fit the fundamental plane. The basic sample (top right panel),
way from the 852173 SDSS galaxies with proper spectroscopibich consists of 100427 galaxies, is already relatively clean by itself.
data to our selected sample of about 95000 galaxies. The 170234 candidates of elliptical galaxies from GalaxyZoo can be
found in the bottom left panel. The bottom right panel shows 852173
unclassified galaxies with proper spectroscopic data from the SDSS
10000 database and in this plot, other structures in the colour magnitude di-
agram, such as the blue cloud, are clearly visible as well. The colour-
coding in the plots is always relative to the maximum number den-
8000 - 1 sity per pixel. Red indicates the maximum number density (which can
vary from figure to figure) per pixel. Colours between red and orange

1o all ellipticals from GalaxyZoo all galaxies from SDSS

mg-my [mag]

0.25

9000 —

7000 +H

§ cover number densities between the maximum g@B@the maximum.
N 1 Shades from yellow to green cover the range betwe28 and~1/3 of
2 sl i the maximum number density. Shades from cyan to blue indicate less
5 than~1/3 of the maximum number density. White pixels contain no ob-
g o ] jects. The same colour scheme is used for all other density map plots in
2 ol ] this paper as well.

2000 -

1000 —

‘ LHWL ‘ ‘ minous part of the sample starting at a certain redshift rama-
%o 01 o i 04 0s ber counts will decrease towards zero at very large distance

The combination of volume sampling and magnitude limitatio

Figure4. Redshift distribution of the basic sample. The green verticgield a function that grows as a function of redshift fromazer

lines at z0.01 and z0.2 indicate the limitation of the selected sampl@a peak, and then decreases afterwards to zero again. Oulesamp

that was used for fitting the fundamental plane. in Figure 4 has this overall peak at aboez1, close to the two
putative sub-peaks.

It is therefore important to remove the signature of magni-
tude limitation from this histogram, which will allow a clea
assessment of the existence of those possible sub-peaks. As

2.2. Substructure in the redshift distribution first step (Figure 6), we thus considered the galaxy count per
. . ) . ) comoving volume instead of the absolute numbers, dividieg t
In this section we discuss the redshift substructure inaon@e, umber of galaxies in each redshift bin by the comoving vaum

identifying three peaks in redshift at which galaxies @ust  of the pin. The following equations define the comoving vatum
Consider Figure 4 again, in which one may immediately nesf such a redshift bive (z, z):

tice two peaks in the galaxy counts. The first one, which agpea

to be most prominent a&0.08 in this plot, is associated with the _ 4m Aspss (3 3

Sloan Great Wall, which is located at a redshift of 0.073 (Got Ve(@.z) = 7 Asky (PE(z2) - DE() @
et al. 2005). The other peak is around a redshift of 0.13 asd ha

been reported previously in Bernardi et al. (2003b), thoitgh Dc(@=D.(2-1+27t 3)
was not discussed in detail afterwards.

In the following we describe how we corrected the redshift D@ = &2 (1 + [ z- (1~ ) J) @)
histogram in Figure 4 for completeness and samplifigets to H V1+200-z+1+0o-2
investigate the redshift substructure of our sample in rdetail. o
First of all, for a volume-limited sample one expects the Aum 0o = M Qn. (5)
ber of galaxies to increase with the third power of the distan 2

(which is in first-order approximation linearly related beetred- The comoving voluméVc(z, z2) is derived from the comov-
shift). Then, due to magnitude limitation, one looses tiss la- ing distanceD¢(2) and the spectroscopic sky coverage of SDSS
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DR8 Agpss Which is 9274 defj normalised to the total size of
the sky Agky, which is~ 41253 ded. The comoving distance
D¢ itself is derived from the luminosity distand®_, which is
given in Equation 4. We assumed a Hubble paramketgiof
70km s Mpc™ for our calculations, which can be rescaled
to any measured Hubble parameter uding The subscript 70
emphasises that this scaling parameter is relative to caserh
value of the Hubble paramet@rdenotes the speed of light and
0o the deceleration parameter of the universe, whickis5 for

a universe with a relative matter density®f = 0.3 and relative
dark-energy density d®, = 0.7 according to Equation 5.

In the next step, we corrected for the magnitude limitation.
We assumed that we have the same functional shape of the lumi-
nosity function of giant elliptical galaxies in every volenele- o = P - ” .
ment of the universe. For this, we adopted a Gaussian luitynos redshift

function with a mean lumanS'tM slowly eonVIng (evolution Fjgure6. Redshift distribution of the number density of elliptical galax-
parameteQ) as Illjeqr funptlon of the redshift, and f’slssumed th in our sample. The measured density of elliptical galaxies is given by
the standard deviatiomy is the same for all redshifts and vol-he req solid line of the histogram. We divided our sample into redshift
ume elements. The Gaussian shape of the luminosity functigiRs with a width of 0.01. The blue dashed line represents our best-fit
of large elliptical galaxies is discussed in detail in Sett#.2. model to the data. The green dashed vertical lines indicate the limits of
Although the bulk of the dwarf elliptical galaxies are allgaoo the sample, which were used for the fundamental plane fitting.
faint at the minimum redshift of our sample, there are stitha
bright dwarf elliptical galaxies that do not fall below theagt
nitude limit. However, these galaxies are not part of thegam - ) _
because their light profiles are more exponential thantiiip To analyse overdensities, we subtracted the fit functiomfro
and therefore, they are already excluded by the sampletiseiec OUr data in Figure 6 and normalised it to the fit function’s-val
Our sample is limited by a fixed apparent magnitugg;; Ues. The result of this exercise is shown in Figure 7. Oneesti
(basically the spectroscopy limit of SDSS), which will catg three overdensities, two of which can be identified with know
the elliptical galaxy luminosity function more and more ad+ large-scale structures. There are the CfA2-Great Wall eetw
shift/distance increases, biasing our sample towards intriisica? "edshift of 0.0167 and 0.0333 with a median redshift of 9.02
brighter luminosities at high distances. Thiteet is also known (Geller & Huchra 1989) and the Sloan Great Wall between a red-

143
70)

o

g

8

0.0005

number of elliptical galaxies / (Mpc h”

as Malmquist bias. shift of 0.0509 and 0.0876 with a median redshift of 0.073t{Go
We can now express the expected space density of elliptic8ll- 2005). Furthermore, we found another (so far not iiwes
in our sample with Equation 6: gated) overdensity between 0.12 and 0.15 with a peak around

0.13. This overdensity was previously mentioned in Bernard
o) = 22 (l+ erf(Am+ Q-z-5-log,o(DL/pc) + 5)) et al. (2003b), who noticed two overdensities in their (SDSS
2 V2 om based) sample of elliptical galaxies: one at a redshift 680.
(6) (their paper was published before the Sloan Great Wall was di
Mapp — Maps = 5-10g;4(D/pc) - 5 (7) covered at a similar redshift) and another one at 0.13, wiieh
; ) 1 can now confirm. Identifying any large-scales structurdsictv
Which denotes the dorence between Imi magnitudurs and iGNt be associated with this over-densiy, would exce th
the mean luminosity of the luminosity function at redshiétra sco\r;vehof ﬂl“s Eapertalgd IS Ie7ft open f_(lnlr flIJture |tr)vest|gast10n it
M. To represent the Malmquist bias we made use of the distance ' 1€N 100KIng at Figure 7, one will alSo notice some signii-
modulus (see Equation 7), which defines thigedence between icant underdensities at very low and at relatively high héftis

: : .~ The underdensity at low redshifts is due to a selectibacein
the apparent magnitudha,p, and the absolute magnitudiés,sin h )
dependence on the luminosity distarie SDSS and GalaxyZoo. Very nearby galaxies are sometimes not

We then fitted this 4-parameter function for the observefcluded in the SDSS spectroscopic sample because theyaare t
galaxy densityopd2) to the redshift distribution in Figure 6. ThePright. Previously well-classified nearby galaxies weré ine
four varied parameters are the density of elliptical galayy, C'uded in GalaxyZoo as well. These two selectidieets cause
the evolution paramete®, the standard deviation of the lumi-tN€ apparent deficiency of elliptical galaxies at low retishAt
nosity functionoy, and the parametexm. We used a modified hlgh.redshlfts (20.2), we encounter a similar prgblem. Ga!aX|es
simplex algorithm to perform the first fit to obtain the galax§t tis distance are already rather small arffiaiilt to classify.
densities. After inverting the error function in Equationvge | herefore, we excepted fewer galaxies that were cleariytide
used a least-squares fit to obtain the other parameters.&them f1€d @s ellipticals by GalaxyZoo. These two findings streegth
matical reasons, we had to exclude the first five bins, which fo OUr Previous considerations to cut our sample at redsfuifte
the plateau of the function, for the least-squares fit. Harev@n 0-01 and higher than 0.2 before using them for the funda-
since the height of the plateau was already fixed by the simpl@emaI plane fitting.
fit, which uses these bins, no information is lost. The resoit
this fit are shown as a dashed (green) line in Figure 6. Ourfilbesg Method
yields an average density of elliptical galaxies in the aréeog '

(which fulfil the requirements of our sample) of T4 galaxies The fitting procedure of fundamental plane fimgents was per-
per (Mpc- h;§)3. Furthermore, we derived a mild redshift evoformed individually for each SDSS filter to derive indepenide
lution Q of 1.07 mag (perz). Our values forAm and o are results. The first matter that needs to be taken into acceunt i
(383 -5-10g;0(h70)) mag and B9 mag, respectively. galactic extinction:
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50 early-type galaxies were calculated by Jorgensen et ad5)19
o 1 and Wegner et al. (1999), see the following equation:
T ] Fiber \°%

[ J7 ] 00 = Osdss’ (ﬁ) (12)
w0 i 1 I'cor/8
°f LU ﬂ The radius of the SDSS fibreg,e is 1.5 arcseconds for all re-

leases up to and including DRB o is typically about 10%
higher than the measured valutgyss

We also corrected the measured redslzifts the motion of
our solar system relative to the cosmic microwave backgtoun

30 b 4

40 | 4

relative overdensity of elliptical galaxies [%]
SN
5

or 1 (CMB), because we intend to calculate redshift-based st

w0 g afterwards. The corrected redshift, for the CMB rest frame

70 Or n - ] can be calculated using some basic mathematics as dentedstra
redshift ' in Appendix A.

i e . . Since we need distances to obtain the physical miagliof
Figure7. Redshift distribution of the relative nhumber density of el- o . ; .
liptical galaxies. The red solid line shows the relative overdensity r elllptlcal galaxies, we calculated angular diametstatices
the galaxies in our sample compared with the model predictions. Ty Zeor): 2
known large-scale structures are indicated by the green and bluaddashe Da(Zeor) = Di(Zeor) - (1 + Zeo) ™ (13)
vertical lines. The thin lines are the lower and upper limit of these stru%ey are derived from the luminosity distand@s, which have

tures, while the thick line indicates their median redshift. The gre ] : - : P .
lines denote the CfA2 Great Wall and the blue lines denote the Sl%igt%iﬂ?jq in Equation 4. The physical radius is given in

Great Wall.
Ro = Da(Zor) - tan(reor) - (14)
Another aspect needs to be considered, the passive evobftio
elliptical galaxies

Mexicor = Msdss— Aschlegel 8 Mapp = n"%pp‘*' Q- Zor (15)

We corrected the SDSS model magnitudegssfor extinc-  The K- and extinction-corrected apparen%, of a sample of el-
tion Aschiegel according to the Schlegel maps (Schlegel et alptical galaxies changes as a function o look-back time thi
1998). The values for extinction were obtained from the SDSsellar evolution. We corrected for thifect using an evolution-
database, in which they can be found for every photometric afiry paramete®. This parameter was derived by fitting Equation
ject based on its coordinates. 6 to the overall redshift distribution of our sample, as dime
We also applied a K-correction feycor, t0 correct for the Subsection 2.2. The fit assumes a passive evolution of tipe ell
effect of the redshift on the spectral profile across the filters, tical galaxies that is linear and proportional to the refistithin
) ) the sample’s redshift range. Using this parameter, oneccealt
K(z my, —my,) = Z BijZ (ms, — my,)’ (9) culate the fully (extinction-, K-, and evolution-) corredtappar-
0N ent magnituden,pp.
A final correction was applied to the measured surface
I‘rfapp = Mextcor— K(Z My, — my,). (10) brightness:

The K-correction is calculated using the (extinction-ected) - +25-100(27-12 ) = 10-log.~ (1 + . (16
colourmy, —my, and the redshifz of the galaxy. We used the re- Ho = Mepe 910( Cor) Gio{l + Zer) . (16)
cent model of Chilingarian et al. (2010) with updatedficéents The mean surface brightnegs within the efective radiusr o
as shown in Tables C.1 to C.5. This K-correction model usegsadefined by the equation above. The last term corrects for
two-dimensional polynomial with cdicientsB;; that depend on cosmological dimming of surface brightnesses, which is- pro
the filter. One obtains the K-corrected apparent magnitigle portional to (1+ zor)* in any Friedmann-Lemaitre-Robertson-
by a simple subtraction of the K-correction tekiz, my, —my,).  Walker metric-based universe (Tolman 1930; Hubble & Tolman
The subscriptd; andf, stand for two diferent filters, which one 1935; Sandage & Perelmuter 1990a,b, 1991; Pahre et al..1996)
can choose for calculating the correction.

The next step was to renormalise the measured model radius l0g;0(lo) = _ Ko 17)
from the SDSS dateyyssto take into account the fiierent ellip- 2.5
ticities of the elliptical galaxies in our sample, To be consistent with Bernardi et al. (2003c), we usedJ@ig)

instead of the surface brightness, although they orfigidby a
I'cor = I'sdssV/Ob/a- (11) factor.

In the final step, we used the angular diameter distance to
ermine the physical radid® of the galaxies in our sample.
h this, we have all parameters at hand that are required fo

This can be done according to Bernardi et al. (2003c) by usigg;
the minor semi-axis to mayor semi-axis ratjga from SDSS.
The corrected radiug,r enables us to directly compare all typesyq f,ndamental plane

of elliptical galaxies. We now briefly discuss our options for fitting it. One first

The velocity dispersions also need to be corrected fQ[,q ¢ take into account is the Malmquist bias. There araakve
Because SDSS uses a fixed fibre size, the fibres cofferefit g '

physical areas of galaxies affirent distances. Thigtacts the 2 Afterwards the SDSS-telescope was refitted with new smaller (1
measured velocity dispersion. Suitable aperture comestfor arcsecond radius) fibres for BOSS (Ahn et al. 2012).
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methods to correct for it, and first we tried to use a maximumith
likelihood method to fit the fundamental plane, as done in

n

Bernardi et al. (2003b,c). We found that the extrema larisca _ NY R
of the likelihood function of the multivariate Gaussian €se Au ;((Ioglo(ao,.)) WV°"') (23)
Bernardi et al. (2003b) for more details) is unsuitable foz t "
method, since small variations in the initial conditionsoofr _ . N
simplex fit led to significantly dferent results. Other more ad- Arz .le (l0gy0(o; - 109;(l0,) - Wyol,i) (24)
vanced methods for minimising the likelihood function were "
considered, but rejected because of their unreasonaliychig- Asa = | N 2
putational costs. 13 ; (10g10(c70,) - Whol) (25)
As a consequence, we decided to use a less complex, yet n
efficient method to account for the Malmquist bias: volume- Ao — 100 (10 )2 - Worr 26
weighting (Sheth & Bernardi 2012). One assigns statistical 22 ;(( 910(l0i)) vo|,|) (26)
weights to the galaxies based on the volume in which a galaxy n
with its luminosity is still visible. To do this, one has to duw Aoz=S (100:(10:) - Wor 27
the exact limits imposed by the bias on one’s sample: 2 ;( Grofloi) - Wrol) @7)
10916 (DLiimit) = Kiit - Maps+ it (18) Asa :nn (28)
Mimit = 5+ Gt — 5. (19) Vi = (l0gyo(Roj) - 109:0(e70;) - Whols) (29)
i=1
Owing to the nature of the bias, one expects a linear cut in the In
sample when plotting the logarithm of the luminosity distan Vs =Z(|0910(R0i) -logyo(lo;) - Waoli) (30)
D, versus the absolute magnituiy,s The fit parameted; is ~ ’ ' ’
directly connected to the limiting magnitude,; of the sam- n
ple. We can perform a simple linear fit (see Equation 18) t thi Vs = Z (l0g30(Roj) - Waol) » (31)
cut, but since we know that it originates in a Malmquist bias, =

are able to fix the slopks; to —0.2 and only have to vary the

offsetdg;. This is done in a way that 99.7% (equivalent i9)3 Which is done using Cramer’s rule. It should be noted that
of the data points are located on one side of the fitted line. TWvoli = Wyl - N are renormalized volume weights that were only
fit parameteds, is directly connected to the limiting magnitudemultiplied by the number of galaxiesused for the fit.

mimit Of the sample (equation 19). In the next step, we used this
fit to determine the maximum distanBe jimir at which a galaxy

with a certain absolute magnitude is still visible. Subsetly,

we transformed this luminosity distance into a comoving dis* =
tanceD¢ (see Equation 3) for which we derived the redshiff;

from the limiting luminosity distanc®, jimit. An inversion of
Equation 4 yields,

1
Z= @(Cqu - C2 +C D|_ Hoq0+ (20)

é‘l Whol (@ 10930 (070;) + b 1010 (lo7) + € = 0G0 (Ro,))?

n

— A2zAs3 — (Az3)?
a- det(d)

(32)

(33)

oy = ’AllA(j:;e t—(pf)Als)z (34)
AP - (Ar)?
¢ =1 / — ded (35)

We also computed the root mean squarend the standard er-
rorsoa, o, ando of the codlicientsa, b, andc, whereA de-

/G268 — 26 + ¢ + 263D Hogg — 43D Hodl + Z@DLHO),

which can be used to derive the limiting redshift to deteseriire
limiting comoving distance and consequently the corredpan
comoving volumé/c (see Equation 2),

(Vc,i)’1 notes the matrix from Equation 22.
Wyl = -1 (21) We performed an iteratives3clipping after the fitting pro-
Zj: (VC,J) cess, which was repeated until all outliers were eliminaféith

the entire set of calibration and tools at hand, we then detexd

The normalised volume weightg,q; for every galaxyi are de- the codficients of the fundamental plane.
fined by Equation 21 according to Sheth & Bernardi (2012).

With the volume weights at hand, one can compute theéﬁ(-:oe4 Results

cientsa, b, andc of the fundamental plane (see Equation 1) us~
ing a multiple regression based on weighted least-squBihese For the photometric parameters of our model galaxies we used
volume weights correct for the Malmquist bias (see Figure &he three available sets of models in SDSS: the ¢ model, the dV
which dfects our magnitude-limited sample. One has to solygodel, and the p model. The ¢ model usdodelMag andde-

the following set of equations: VRad (since SDSS does not provide a composite scale radius

A1 Az Aiz) (@ Vi 3 Actually PhotoObj.cModelMag_filter to be consistent with
Ax Ao Axz|-|bl=|Vo], (22) Subsection 2.1, but we use this short notation and similar abbreviations
A1z Az Ass C V3 here.
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fit). The dV model usedeVMaganddeVRad The p model uses models | Mimiu  Mimitg  Mimty  Mimiti__ Mimitz
petroMagandpetroRad and all filters independently. cmodel | 2061 1854 1778 1746 17.22

; : : ; . dV model | 20.59 18.54 17.78 17.46 17.22
The following equations define the various parameters: pmodel | 2077 1859 17.80 17.47 17.23

r\2
I(r) =1lo- exp[—7.67(r—e) ] (36) Table 3. Limiting magnitudemimit siter, Which was derived from the co-
efficientsds sirer OF the fit on the Malmquist bias according to Equation

r 19, for every filter and for every model.
I(r)=1lo- exp(—l.68r—) (37)
e
125 ——
drr-I(r
Re(r) = - 0 (38)

Then one fits a straight line to the cut, which is introduced by
the Malmquist bias, in the distribution (see Figures B.1 tb3.

Fo = Ne-re daF 27 - 1(P) 39 This fit is given by Equation 18, and its result is listed in [Eab

P~ b F2r-r-1(r). (39 3 since the parametek; is directly connected to the limiting

The cModelMagare based on a simple weighted adding (d&0@gnitudeminit, which has a higher physical significance than
pending on the likelihood of the two fits) of the fluxes fronf€ fit parameter itself, by Equation 19, we display this timi
de Vaucouleurs fits (see Equation 36) and the pure expohenfiy) magnitude in Table 3. It is assuring to see that the Igiti
fit (see Equation 37). ThéeVMagare the magnitudes derived™agnitude is almostindependent of the model and only depend
directly from the de Vaucouleurs fit given in Equation 36. Th@" the filter. Because spectroscopic data are required tyev
Petrosian magnitudggetroMagare slightly more complicated. 9aaxy in our sample, the limiting magnitudes from Table & a
Firstly, one has to calculate the Petrosian r&i¢r) according to  driven by the spectroscopic limit of SDSS, which is the (unco
Equation 38, wheré(r) stands for the azimuthally averaged sure¢ted) Petrosian magnitude in the r band of 17.77 (Straus e
face brightness profile. The Petrosian radiysvhich is denoted 2002). This value is almost the same limiting magnitude fier t
with petroRadis the radius for which the Petrosian raRg(r,) Same model and filter, as we found. It is not surprising that th
is equal to a defined value (0.2 for the SDSS). The Petrosian fliiting magnitude is fainter in the bluer filter than in thedder
Fp is given by Equation 39, where the paramdtgris defined ©ONes, since glllptlcal ga_lames are more luminous in the asd
to be 2 (for the SDSS). SDSS also providigseMag but since ©N€ €an see in Subsection 4.2.
they are by definition calculated for fixed apertures (diamef The fit results shown in Table 3 were used to calculate the
the SDSS-fibre), we found them not to be useful for studying¥®/Ume weights (see Equation 21) to correct for the Malmiguis

sample of galaxies at fierent distances. Therefore, we did nopias in our analysis. We found that our samplefieeted by an
construct a model based on them. additional bias for redshiftsz0.2, which is consistent with our

previous findings in Subsection 2.2 (especially Figuresdb@n
when we extend our plots beyond the luminosity distanceseorr
sponding to a redshift of 0.2, there is slight shortage odugak

24 : just above the fitted line (see Figure 8). This happens fdilall

5 ters and all models, which is another motivation for remgvin
galaxies above redshift of 0.2 from our sample. A usefulewvi
on the Malmquist bias in general can be found in Butkevich.et a
(2005).

(122 -0.8Y)- [ dr r-1(7)

4.2. Luminosity function

Additional information obtained from the preparations bét
calibration of the fundamental plane are the luminositycfions
of the galaxies in our sample. We note that the faint-lumtyos
= limit of our sample ofM; = (-18.66 + 5 log,;o(h70)) mag (corre-
10g0(Dy /[pcthygl) sponding to a& of the mean luminosity of the sample’s galaxies
in this filter, see Table 4) is brighter than the apparent spec
Figure8. Malmquist bias #ecting the magnitude-distance distributionscopic limit of the SDSS, which is 17.77 Petrosian magnisude
of our sample. Taking the example of the r band for the dV model pgy the r band (Strauss et al. 2002), at the lower redshifttlimi

rameters, one can see a deviation of the pure Malmquist bias (indicajeg, ; _ _ -
by the black solid line) at large distances. The red solid line indicatgs 01 (distance moduluSiap, — Mabs = (33.16 - 5 logo(hro))

X A X e iy ag). The reason for this is the overall surface brightniess |
:e?fgtirécga?gl:sr)ondmg to a redshift of 0.2, which s the limit of °% sbss (omitting dwarf galaxies), and the restriction of ou

sample to galaxies that are better fit by a de Vaucouleurderofi
than an exponential. The former profile is characteristigiaht
ellipticals, whereas an exponential profile correspondaitder,
mostly dwarf, galaxies. We hereby conclude that our sangple i
not contaminated by dwarf ellipticals.

We calculated the absolute magnitudes of the galaxies us-
The first stop on our way to proper results is quantifying theg the distance modulus (see Equation 7) and redshiftbase
Malmaquist bias in our sample (see Figure 8). Owing to the phydistances (see Equation 4). Since the samplefected by a
ical nature of this bias, it is best to plot the logarithm af thmi- Malmquist bias, the luminosity function inféierent redshift bins
nosity distancd®, versus the absolute magnitude for the samplis. not the same, but shifted to higher luminosity with higiest-

absolute magnitude [mag + 5 log,(h7)]

4.1. Malmaquist bias
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Figure9. Luminosity function for our sample in the r band for the dVFigure10. Distribution of the apparent corrected radiys is displayed
model. We split it into diferent subsamples (within figrent redshift in different filters for the dV model and the ¢ model (the radii are
bins) and compared the expected unbiased luminosity function and the same is both models). The vast majority of the measured radii are
total observed luminosity function. Our sample is complete at the lungmaller than 5 arcseconds.
nous end, but we miss many of the fainter galaxies due to the Malmquist
bias.

dV models and aroung 3-4 arcseconds for the p model), but in
shift. To analyse the luminosity function, we split the datm the case of the SDSS u band, they can be moved to much larger
0.2 mag bins. We show the resulting luminosity distribusiam radii (especially for the Petrosian model) because of thawn
Figure 9 here as well as in Figures B.16 to B.29. problems with this filter (see the SDSS weljitét has been re-

We also calculated the mean luminosity and its standard dr@rted in Fathi et al. (2010) that the SDSS fitting algoritiemds
viation for every model and filter. We used these values affelprefer certain sets of values for de Vaucouleurs and expon
the mean galaxy densify obtained in Subsection 2.2 to calcudtial fits. We found that this happens for the Petrosian fits elé w
late the expected luminosity function assuming that ourpgam and that it even is much more prominent there, especialllyen t
would not sufer from a Malmaquist bias (see Figures 9 and B.16 and z band. One can already see some grouping in the plots
to B.29). In this case, we would have almost 416000 galariesaf the corrected apparent radius, against the apparent magni-
our selected sample (between a redshift of 0.01 and 0.2); cdtflesmap, (see Figures B.62 and B.64 and compare them with
pared to the about 95 000 that we actually found. The magfiigure B.63, which is for the r band and does not show any pe-
tude limitation of the SDSS data set thus reduced the nunfbercgliarities). It becomes more prominent in plots of the, |8o)
galaxies by about 80% for the full redshift rangéD< z < 0.2, Versus redshift, in which one can clearly see band-likectires
compared to an extrapolated volume limited sample. With tifgee Figures B.65 and B.66). Furthermore, the average eqpar
volume weights, we then calculated a bias-corrected mean &dii in all filters are larger for the Petrosian model thantfe
solute magnitud®/sier and a standard deviatiane; for every de Vaucouleurs model (the ¢ model also uses de Vaucouleurs
filter of every model. The results are listed in Table 4. Tkamst radii). There are some tiny fiierences (too small to be seen in
dard deviations are very similar between all filters and ntmdea plot) between the de Vaucouleurs model and the composite
The mean absolute magnitude also depends almost entirelyn@@del, which are created by the selection of galaxies (tscau
the filter. This again shows that the completeness is epti@i-  Of limits in the magnitudes and theaB<lipping).
strained by the spectroscopic survey limit, not by photsimet  In Table C.8, the averages and standard deviations of all pre
limits. viously mentioned parameters are displayed for all filterd a
all models. For the p model, there is a suspiciously high-stan
dard deviation for the u band and for the z band though to a
smaller extent there. There is obviously a problem with tleam
In this subsection, we discuss the properties of tifextint pa- Sured radii in the u band, which is most likely due to the known
rameters that define the fundamental plane and their olislesva Problem of scattered light in this filter, and it is much wofse
The parameters of the fundamental plane are derived froge thPetrosian fits, for which the z band is alsiéeated. The distri-
observables: the apparent corrected radigs the extinction- bution of the apparent magnitudey, for different models is
and K-corrected apparent magnitutg,, and the central veloc- displayed in Figures B.36 to B.38. The distributions showyve
ity dispersionoo, which is already corrected for the fixed aperStéep cut-@is around the limiting magnitudes, which is exactly
ture size of the SDSS fibres. The three parameters of the funHi¢ €xpected behaviour for a magnitude-limited sample.
mental plane are the logarithm of the physical radius @), In F|gyres‘B.34 and B.35, one can see that the correptgd cen-
the logarithm of the central velocity dispersion Jg@ o), and tral velocity dispersion barely depends on the filter. Thisot
the mean surface brightnessin lieu of which as a convention, surprising since the correction (see Equation 12) only Iyild
the parameter lag(lo) is used in the fitting process, which onlydepends on the apparent corrected radigs which is difer-
differs by a factor 0£-2.5. ent for different filters. Therefore, as a spectroscopic observable,

The distribution of the radiic,, is shown in Figures 10 and

B.33. The apparent radius is typically in the order of cougfle 4 nttp://www.sdss.org/dr7/start/aboutdr7.html#
arcseconds (with its peak about 1.5-2 arcseconds for thel ¢ dfcaveat

4.3. Parameter distribution
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models My oy Mg oy M, o M; i M, o,
[mag+ [mag] [mag+ [mag] [mag+ [mag] [mag+ [mag] [mag+ [mag]
5 log;o(h7o)] 5 log,o(h70)] 5 l0og,o(h7o)] 5 logyo(h7o)] 5 logyo(h7o)]
¢ model -18.82 0.79 -20.47 0.80 -21.20 0.82 -21.55 0.82 -21.78 0.83
dV model -18.84 0.80 -20.48 0.80 -21.20 0.82 -21.55 0.82 -21.79 0.83
p model -18.55 1.04 -20.38 0.80 -21.12 0.82 -21.48 0.82 -21.74 0.83

Table 4. Bias- and evolution-corrected absolute magnitudgg, and the corresponding standard deviatigp, can be found in this table for all
models and all filters.

one will not notice any significant flerences depending on the spsSu
model either. 14000 |- - et

12000
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Figure12. Distribution of the surface brightnegs in different filters
for the dV model is close to a Gaussian shape. For the u band, the dis-
tribution is wider and shows a small bump at the faint end.

1
log;p(Rg)

Figurell. Distributions of the logarithm of the physical radius

l0g,0(Ro) in different filters for the dV model can be well described w00

by sharp Gaussian with their peaks almost exactly at the same value. ‘ ‘ ‘ ' 23323
Only the u band shows some digressive behaviour. In this case the peak spsst
is smaller and set apart from the other. Furthermore, the distributionis ;[ SDSSz ~---
wider and it shows a small bump at the larger end. Fi
i ’ $ ;ﬁ .,
E 3000 e e
5 i 4.
ks qﬂ Li.
The three parameters IggRy), 109;4(c0), and log(lo) en- B el Fgﬁ T
ter directly into the fit of the fundamental plane. Therefdhe 5 o i
distribution of these parameter is especially importahe dis- ﬂfﬂ' i
tribution of the logarithm of the physical radif is shown in 1000 |- A “n,‘
Figures 11, B.41, and B.42. They show for almost all filters in L .
all models sharp Gaussians with their peaks very closeheget N ‘ ‘ ‘ e
for almost all filters and with comparable standard deviegio 2 21 22 23 24 25 26

10g;0(00)

(see Table C.8 for details). Nevertheless, the problem$amndl,
which we already encountered for the apparent correctédsads;q e 13, pistributions of the logarithm of the central velocity disper-

Feor, @re propagated and are even more striking here. In the ca@f log (o) in different filters for the ¢ model and the dV model are
of the ¢ model (Figure B.41) and the dV model (Figure 11), th@most exactly the same for all filters.

distribution of log(Ro) is widened in the u band compared with

the other filters. Moreover, its peak is shifted and the itlistion

shows a clear deviation from a Gaussian shape at its high end.

For the p model (Figure B.42), one can clearly see a two peaked

distribution for the u band and also for the z band to somelsmal

extent. For these particular models and filters, one hasite-in - The |ogarithm of the central velocity dispersion shows

duce a cut (or another method) to handle the second pealgduiife same behaviour as the central velocity dispersiorf,itasl

the least-squares fitting to avoid unwanteibets. one can see in Figures 13 and B.43. The shape of the distribu-
Since the mean surface brightnesggsare derived from tion of log,;y(co) is not a perfect Gaussian, in contrast to the

reor (S€€ Equation 16), one expects similar problems from thedistributions of the previous parameters, but this doeshavée

Indeed, there are similar sharp Gaussians for all filtersfdsu to be the case for the velocity dispersion distribution., Yee

the u for all models and for the p model, one may notice distributional shape is $ficiently regular (no double peaks or

double-peaked distribution for the z band as well (see Egurother strange features) to be used in a least-squares fibwtith

12, B.39 and B.40). concerns.
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models and filters] a b c s Taist [%0]
¢ model
u 0.809+0.030 -0.696+0.008 -753+0.10 00947 165
g 0.975+ 0030 -0.736+0.013 -7.73+0.13 00933 156
r 1.041+0.030 -0.750+0.013 -7.76+0.13 00933 153
i 1.068+0.030 -0.755+0.013 -7.75+0.13 00918 150
z 1113+ 0.030 -0.760+0.013 -7.80+0.13 00947 148
dV model
u 0.798+0.030 -0.700+0.008 -7.53+0.10 00941 165
g 0.966+ 0.030 -0.740+0.013 -7.75+0.13 00934 156
r 1.034+0.030 -0.753+0.013 -7.77+0.13 00933 153
i 1.062+0.030 -0.757+0.013 -7.75+0.13 00918 150
z 1108+ 0.030 -0.763+0.013 -7.81+0.13 00941 148
p model
u 0.852+0.030 -0550+0.005 -6.36+0.08 01098 194
g 0.987+0.030 -0697+0.013 -758+0.13 00970 165
r 1.055+0.030 -0.718+0.013 -7.69+0.14 00956 161
i 1.080+0.030 -0.711+0013 -758+0.13 00946 159
z 1106+ 0.030 -0.638+0.010 -6.96+0.11 01098 167
u (cut) 0.849+0.034 -0539+0.009 -6.25+0.12 Q1110 195
Z (cut) 1126+ 0.031 -0.688+0.012 -7.41+0.13 01102 160

Table 5. The results of the best fits for the fundamental-plandfaents in all filters and for all models using redshift evolution, volume wisigh
and 3¢ clipping.

4.4. Coefficients of the fundamental plane For the fitting we used a recursives3elipping to optimise

. . the results. This reduced the number of galaxies in our glec
We performed a volume-weighted least-squares fit in three diyhje by about 2000 galaxies to 92994 for the ¢ Model, to
mensions (see Equation 22) to obtain theftoentsa, b, andc - 95953 for the dv Model and to 92801 for the p model. Because
of the fundamental plane. The results for all parametetersil ¢ e problem with double peak in the distribution of the iy

h 1R8] radii in the u and z band for the p model, we refitted the-coef
1), the fundamental plane refates the logarithm of the EaYSi fjjents ysing a cut at lag(Ro) of 1.5. This value corresponds to

radius logy(Ro), the logarithm of the central velocity dispersion, ; ; ; -1 ;

) . physical radiu&y, of slightly more than 30 kpb>; and is mo-
log, (o), and the renormalized surface brightnessd@g) (see iyated by the bimodal distribution in Figure B.42. The fesof
Equation 17 for the relation betweénand the surface bright- yeqe refits are given in Table 5. As a consequence of this cut,

nessup). We determined its cdicients and their standard errors, o only used 73914 galaxies for the u band and 91187 galaxies
as well as the root mean squage Furthermore, we determlnedfOr the z band.

an upper limitogis; for the average distance erragis; by com-
paring the distances obtained with the fundamental platiecto
redshift-based calibration distances.

The error obtained by this comparison is a combination of
the true average distance ereqjs, a scatter filicted by peculiar .
motions, and the finite measurement precision. Conseqyentl = a
odist iS an upper limit to the average distance error, with the true o7k ® ..
distance error expected to be up to a few percent lower. To es- ' L .
timate the contribution of peculiar motions to the average d o8
tance error, we made use of additional data. The catalogue of

-06 F

-
a »

. .
600 800
wavelength [nm]

L L L
600 800 400

wavelength [nm]

L
400

Tempel et al. (2012) provides redshifts to galaxies in gsoamd - i

clusters, which are corrected for the Finger-of-Gdiket. We esf o

picked a subsample that overlaps with our sample and in which ;| NE R

every (elliptical) galaxy that we used, is in a group of astez0 o1f

members to have a solid corrected redshift. By comparing the = 7°f = . .o ) osby ot .y
average distance errors of this subsample of 5013 galaiies, sl | ° 000 b .

. .
600 800
wavelength [nm]

. .
600 800
wavelength [nm]

400 400

using the redshifts of Tempel et al. (2012) and once the ones
from SDSS, we noticed that there is ndfdience in the rele- . )
vant digits between the fits using the Finger-of-God coeect Figurel4. Comparison of the cdkcientsa (upper left panel)b (up-
redshifts and those from SDSS. This agrees with a simple e&f" Mgt panel), ane (lower left panel) and the root mean squate

ma_te one can make using the.mean redshift of our entire sam ﬁgths. There are two additional data points for the p model, because
which corresponds to a velocity of about 34000/&nThe typ- e inciuded the refitted cdicients after a cut in log(Ro) to remove

ical peculiar velocities of galaxies are on the order of 46@5’(_ wrong data points caused by problems discussed earlier in this paper. In
(Masters et al. 2006). The average scatter on the sampletéafli general, the behaviour of the ddeients is similar for all models and

due to peculiar motions is on the order of 1%. Using the propnly depends on the wavelength (notable exception the z band of the p
agation of uncertainty, this 1% does not significantly ciwotie model).
to the overall~ 15% error in the distance measurement.

wer right panel) of the fundamental plane for all models and wave-
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A general comparison of the fit parameters and the distance s
error in Table 5 shows that the ¢ model and the dV model are
clearly better than the p model. Moreover, the upper limihef
average distance errofyis; is almost exactly the same for the
¢ model and the dV model, and so are the fitting parameters
b, andc. We found only small dferences beyond the relevant
digits. Furthermore, we found that though the root meanrequa
s. iIs smallest in the i band, the average distance error dezseas
with longer wavelengths and is smallest in the z band. In-addi
tion to that, the coicients of the fundamental plane show clear
tendencies correlated with the wavelength. Theffodenta in-
creases with long wavelengths, while the otherfiécoentsb and
cin general decrease with longer wavelengths. These depende
cies are illustrated for all models in Figure 14 and hold guit s 0
well, save for the two problematic filters u and z in the p model
Figures 15, 16, and B.44 to B.56 show projections of the fundﬁgurelﬁ Projection of the fundamental plane for the z band of the dV

mental plane _for _aII _filte_rs and all models. In ,Figl_”e B'52’30nmodel. The averaged distance error is smallest for this particular filter
can see a split distribution of two clouds, which is also dve §ng model.

the problems with the p model and the u filter as well. A similar
but smaller, problem occurs for the z filter of the p model (see
Figure B.56), too.

-

alogyg(op) + b logyo(lp) + ¢

o

05 1 15
l0g14(Rp)

square decreases and the fundamental plane appears to-be nar
rower, its quality as a distance indicator clearly decreageen

not correcting for the Malmquist bias. It can be seen in Fegur

17 that the fit of the fundamental plane lies directly in thetoe

of the cloud of data points, if the Malmquist bias is not coteel

for by volume weights, while in all other cases (except in the
volume-limited sample, which is notfacted by a Malmquist

bias by definition) the best fit is always slightly above thetoe

of the cloud.

To test the Malmquist-bias correction further, we calcedat
the fundamental-plane cfiients for a volume-limited subsam-
ple that does not require any corrections. Making use of Bgua

6 and the results of the corresponding fit, we calculatedetie r
o5l shift distance for which our sample is still t695.45% com-
|091%?R0) plete (corresponding to &). This is the case up to a redshift of

z = 0.0513, which significantly reduces the number of galaxies
Figure15. Projection of the fundamental plane for the i band of the din the sample. The ¢ model contains only 7259 galaxies after fi
model. The root mean square is smallest for this particular filter aticlg the fundamental-plane ceients, the dV model only 7257,
model. and the p model only 7267. We note that the average distance er
ror is by about 2.5 percentage point larger than for the main fi
Although the best fit is going through the centre of the clofid o
data points in the same way as for the Malmquist-biased #t (se
Figure 17), the cd@cients (see Table C.14) are clearly less tilted
5. Discussion than those of the Malmquist biased fit (see Table C.10). If) fac
the codficients of the volume-limited sample are relatively close
(though in general slightly less tilted) than those of theémifi
In addition to the main fit (for the resulting cieients see Table using the Malmquist bias correction (see Table 5). Thisesorr
5), which considered redshift evolution and made use ofraelu Spondence suggests that the Malmquist bias is handled well b
weights to correct for the Malmquist bias and a recursive 3the correction, and therefore our magnitude-limited sangph
clipping, we performed additional fits to test features eftbde be used with the correction like a volume-limited sample.
and assumptions we made. A visual comparison of tfferdint In contrast to the smaller volume-limited sample, we ex-
fundamental plane fits of the i band for the dV model is showended our sample to a redshift o80despite the additional bias
in Figure 17. beyondz = 0.2, which we found in Subsection 4.1. We used

We provide in Table C.9 the fitting results obtained without 87341 galaxies for the ¢ model, 97309 for the dV model, and
3-o clipping. The change in values of the ¢eient is marginal, 97050 for the p model. The results of the fit are listed in Table
and the quality of the fit (not surprisingly) is a little poothan C.15. We found that the quality of this fit is only marginally
with clipping. Removing outliers is important for the cabib poorer than of the main fit (sometimes beyond the relevant dig
tions, because we do not want our ffiz@ents to be influenced its). However, since the number of additional galaxy in tb@-r
by them. shift range between.p and 03 is rather small (slightly more

We also considered the case without corrections for tiiean 4000) compared with the sample size, and because these
Malmquist bias: Table C.10 shows the results of the fitting: prgalaxies are the most luminous part of the sample and therefo
cess with the volume weights turnefi.Although the root mean have relatively small statistic weights, it is not surprgsthat the

-

al0g14(ag) + b logyo(lp) + ¢

5.1. Comparison with alternative fits

13

34



Christoph Saulder et al.: Calibrating the fundamental plane with SDSS BRS8 d
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Figure17. Results for the fundamental plane in the i band for the dV model usinglmrnatives fits. The plot in the top-left panel does not include
the Malmquist bias. We did not perform ac3elipping for the plot in the top-middle panel. The plot in the top-right panelues the redshift
evolution. The results of the volume-limited sampe<(0.0513) can be found in the central-left panel. The central-middle pan¢hins a plot of
the default i band fit for the dV model for comparison. We are comsigehe surface brightness evolution instead of the redshift evolutiavedier
form galaxy number densities in the central-right panel. In the bottonpédefel, the results are shown for an extended sample zgt0.3. The
fundamental plane plotted using the fia@ents of Bernardi et al. (2003c), but with our sample data is displayétkibhottom-middle panel. A
similar plot using the cd@cients of Hyde & Bernardi (2009) can be found in the bottom-right pane

differences between the main fit and this are so small, in spitesofface brightnesses inftérent redshift bins. We performed a
the additional bias. Malmquist-bias-corrected fit to the redshift distributiohthe

The correction for the redshift evolution that we used fer th{non-évolution-corrected) surfaces brightness in alerféitand

main fit simply takes the evolutionary parame@mwhose value 'oF all models. The results are listed in Table C.13, and a set
was derived in Subsection 2.2. This i97 mag pew, and this of graphic examples of the redshift evolution (for the dV relpd

value is only based on the redshift distribution of the obsér IS Shown in Figures B.57 to B.61. These evolutionary pararset
galaxy number density. Therefore, it is independent of drerfi &re Surface brightnesses per redshift and not magnitudesge

However, we investigated how the ¢beients of the fundamen- SNift, but they enter the calibration at a point at which éexgo

tal plane and the quality of the fit changed without consitgri '€ mathematlg;ally equlvale_nt. The_numerlc value of thes_;e n

redshift evolution. The results are listed in Table C.11fodnd Q Parameters is at least twice as high as of the one derived by

that the upper limit of the average distance etrgi; i about _galaxy number densities, since this evolutlor_1 does not @iy _

one percentage point higher for the non-evolution-coeedt N0 @ccount changes of the absolute magnitude of the gaaxi

than for the main fit. However, the ciieients of the fundamen- ©Ver time, butalso possible changes in the radial exterwdidre

tal plane are less tilted for the non-evolution-correctedtere- 9alaxies. Furthermore, these values afgedent for every filter,

fore it is possible that the details of handling the passiue e Which is more realistic because one may expect some changes

lution of elliptical galaxies might contribute to the slighless 1Ot only in the luminosities, but in the colours of the gaéesi

tilted coeficients (compared with our main fit) in the literaturel N€ results of the fundamental plane fit using th@sparame-

(see Table 1). ters from Table C.13 can be found in Table C.12. We found that

. . - the codficient of this fit indicates a slightly more tilted funda-

dWh‘?ftalsol ctpnsufj:eret(tj]_an altern?tlved Eethog ﬁ.fftddej;:;’.'ng th&ental plane than for the main fit. However, the averagentista

e, o e s e i O S e b s

. : uria models for the surface brightness evolution fit.

(if properly corrected for the cosmological dimming) staul ¢

be a distance, and consequently redshift-independenttityuan
However, if the galaxies evolve, one expectffalent mean
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2 emardoa Fp fied ~9000 galaxies as ellipticals of a total ©65000 galaxies,
 Mamads e for which spectroscopic and photometric data was provided b
or curtace brighinSScibRng ] SDSS at that time. We thus conclude thdtetiences in selec-
“erended samle 609 - tion strictness work towards closing the gap between thiednig
ot density estimate by Bernardi et al. (2003b) and our datay eve
though they cannot directly explain the fullfiirence. We note
o that our value is consistent with the luminosity functiomkysis
i in Subsection 4.2.
N We found the same overdensities in the number counts by
6l . . « 1 redshift as Bernardi et al. (2003b). We identify one as beisg
s : . sociated with the CfA2-Great Wall around a redshift of 0.029
5[ s ] (Geller & Huchra 1989) and another related to the Sloan Great
Wall around a redshift of 0.073 (Gott et al. 2005). In additio
= o = that, we confirm a peak in the number count of elliptical galax
wavelength [nm] ies around 0.13, which has previously been reported in Bdrna
Figure18. Comparison of the upper limits of the average distance errSF al. (2903b)' but was _not lnvestlgat_ed in d_eta[l. Ano'ﬂwb_’“
for all performed fits for all filters of the dV model. we obtaln_ed by analysing the redshift dlstrlbutlor_l of saipl
the evolution parametd&). The parameter derived just from the
galaxy number densities within the sample should be an aver-
aged estimate for all bands. Our fit yieldQeof 1.07 mag (per
5.2. Comparison with the literature 2), which is similar to the values of Bernardi et al. (2003b)ah
alternative approach on deriving the redshift evolutior,wsed
We compared our results with those from the literature. T® ththe redshift distribution of the surface brightnesses efghlax-
end, we used our selected sample of about 95000 galaxies &3dn our sample, which yielded significantly higher val(sse
the derived fundamental-plane parameters ), 109;o(c0), Table C.13) than our first approach and the values of Bernardi
and log(lp) and see how well the fundamental plane with ccet al. (2003b) and Hyde & Bernardi (2009).
efficients from the literature fits them. We used the direct-fit co
efficients from the two works that best match our own, which
are Bernardi et al. (2003c) and Hyde & Bernardi (2009), and de
rived the root mean squase and the distance errergig; from 02
our sample and their ciicients. The results of this analysis can
be found in Table C.7. Our newly derived ¢beients are shown
to provide a by a distance estimate couple of percentagespoin
better than the previous ones. We point out that we used the sa

o

average distance error [%]
®

14

0.1

redshift evolutions for their samples as were given in tHerre g o
ences. Furthermore, one can see in Figure 17 that the lacatio
of the fundamental plane in Bernardi et al. (2003c) and Hyde 01

& Bernardi (2009) is similarly slightly above the centre bet
cloud of data points, as in our fits. As already mentionedreefo
this is due to the Malmquist-bias correction.
An overall visual comparison between thefeient fits of
the fundamental plane performed by us can be found in Figure
17. Furthermore, we compare the upper limit of the average di
tance error of each fit or recalculation (Bernardi et al. @0 Figure19. Tight correlation between the residuals of the fundamental
and Hyde & Bernardi (2009) c@igcients) in Figure 18. plane in the i band; and of those in the z bant}, can be easily seen in
In addition to the fits of the fundamental plane, we studieifiis plot. This plot uses the fundamental-plane fit for the dV model.
the redshift distribution of the elliptical galaxies. Weufal a co-
moving number density of elliptical galaxies in the univeos
7107 per (Mpc- h73)3, which is about 35% of the value de-
rived in Bernardi et al. (2003b), who reportedd20.1)- 1073 per . .
(Mpc - h=1)3. We attribute this dference to the dierent under- -3- Correlations of the residuals

lying selection functions of the two samples. If we were te aqhe fundamental plane was fitted independently in every fil-
cept all 170962 candidates for elliptical galaxies obtdiffem ter. One does not necessarily expect any correlation betwee
GalaxyZoo as true ellipticals, our average comoving numbgye residuals\; (see Equation 40 for the definition) of the fun-
density would increase by about 85% t8-10-° per (Mpch™)*  damental plane for éierent filtersf due to our methodology.

in Figure 6, which is closer to, albeit still clearly belownet However, a significant correlation between the residuatsifef
value of Bernardi et al. (2003b). When comparing the frastioferent filters may still exist if the thickness of the fundante

of SDSS galaxies with spectroscopic data that are classiedplane is mainly caused by real deviations of the parametets a

e”iptiCﬁ'S, our overall selection criteria including @.ayZOO not by errors in the measurement of these parameters,
are slightly stricter than those of Bernardi et al. (20032)r

selected sample consists 85000 galaxies taken from a to- & = @+10910(c0) + b-10g30 (o) + ¢ ~10g35(Ro) . (40)
tal of ~852000 SDSS DR8 galaxies with proper spectroscopide strength of the correlation between the residuals ofithe
data. This yields a fraction of about 11%, somewhat lowen thaamental plane in fierent filters is strikingly important, espe-
the about 14% obtained by Bernardi et al. (2003a), who classially when one plans on using the fundamental plane asdista

-0.2

-0.2 -0.1 0.1 0.2

0
Ja¥
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indicator. If the correlation between the residuals ifieatent fil- filters | c model dV model p model
ters is found to be low, one will be able to treat the distances . | 09909 09918  0.9259
obtained by the fundamental plane ififtdrent filters as indepen- Mrz g'gggg 8822% g'gﬁg
dent measurements and will be able to achieve a better destan Mgz ’ ) ’

yz 0.8584 0.8637 0.8190

estimate by combining them than by using just data from one . 09933 09939 09812
filter. We can quantify the correlation strength by calduoigithe o 0.9788 0.9798 0.9643
linear correlation coficientsry, r, for all possible combinations ruji 0.8768 0.8823 0.7979
of filters. Fgr 0.9904  0.9905 0.9808
Tur 0.8865 0.8913 0.8029
_ _ 2 lug 0.9099 0.9155 0.8191
(30 -2) (300 -2
Mt.f, = ! ” ! N (41) Table6. Linear gorrelation cdﬁcients of the fundamgntal-plane resid-
(? (Afl _ Afl) ) ) (Z (Afz _ Afz) ) uals for all possible combinations of the five SDSS filters.
j

The linear correlation cdgcientry, 1, for the two filtersf, andf,
can be calculated using the residuals of the fundamentatpla
and their averages; of the corresponding filterk. For perfectly
linearly correlated data points, the ¢beientr;, ;, is equal to
one and for totally uncorrelated data points, it is zero. @éentl
that the residuals of the fundamental plane dfedent filters are
strongly correlated, as illustrated in Figure 19 using tkeneple We analysed a sample of about 93000 elliptical galaxiesntake
of the i and z band residuals of the dV model. The correspandifrom SDSS DRS8. It forms the largest sample used for the
plots for all other combinations of filters for the same maate! calibration of the fundamental plane so far (roughly twice
displayed in Figures B.70 to B.78. The linear correlatioefeo as large as the previous largest sample of Hyde & Bernardi
ficients for all filters and models are listed in Table 6. The va(2009)). Furthermore, we used the high-quality K-coratdi
ues are very close to one, which indicates tight correlatidhe by Chilingarian et al. (2010). We also used GalaxyZoo data
correlations are slightly weaker, yet very strong for thequed, (Lintott etal. 2011) to classify SDSS galaxies. A direct fiing a
because the parameters of the fundamental plane have a lavgtume-weighted least-squares method was applied torothtai
scatter in this model and consequently the larger randoarserrcodficients of the fundamental plane because we plan on using
dampen the correlation somewhat. The same is true for the dive fundamental plane as a distance indicator in the subséqu
relation between the u band and any other filter. Therefete, rwork. We achieved an accuracy in the distance measurement of
ative values of the linear correlation dheients agree with our about 15%. In addition to the fundamental plane, we studied t
previous findings about the u band and the p model parametemdshift distribution of the elliptical galaxies and thstdibution
Furthermore, the correlation dfieients decrease with of their global parameters such as the luminosity function.
greater dferences in the wavelength of two filters, which is not We found a comoving number density of-710* per
surprising, because one may expect lower correlation the méMpc - h;§)3 for elliptical galaxies that qualify for our sample.
different the bands are. We found that the correlation betweeurthermore, in the analysis of the redshift distributidrtte
the filters is too strong to enhance the quality of the distangalaxies in our sample, we detected the same overdensities i
measurement by combiningftirent filters. In fact, every pos- number counts by redshift as Bernardi et al. (2003b). One was
sible combination of the fundamental plane distances obthi identified as being associated with the CfA2-Great Wall [&el
by two and more filters yields a greater average distance er€oHuchra 1989) and another is related to the Sloan Great Wall
than using the best filter (z band) alone. This means that on &ott et al. 2005). In addition to these two well-known oward
erage, if the parameters of a galaxy are located away from #ites, we confirm a peak in the number count of ellipticabgal
fundamental plane in one filter, they are most likely sinhjlar ies around 0.13, which has previously been reported in Bérna
displaced in all other filters as well. This shows that thetlviof et al. (2003b), but was not investigated in detail. Morepwer
the fundamental plane does not primarily originate in measu derived an evolution paramet€rfor elliptical galaxies of 107
ment uncertainties of the required parameter, but in thénint mag (perz), which is similar to the values of Bernardi et al.
sic properties of the elliptical galaxies. The origin ofstiscatter (2003b).
is widely discussed in the literature. The theoretical \dgion In addition to the results of our main fit, which are listed in
of the fundamental plane assumes a primary pressure-gegdpofiable 5, we provided a detailed analysis of the calibratioas
system. Nevertheless, it is known that elliptical galaxiespar- made and their influence on the quality of the fitting procégs.
tially rotation-supported (Burkert et al. 2008), too, andagia- studied the ffects of neglecting the Malmquist-bias correction,
tion in the fraction of pressure and rotational support ead| the 3¢ clipping, or the redshift evolution correction. We also
to inaccuracies in the mass estimates, which finally manifésvestigated changes in the parameters after using amailter
themselves in the scatter of the fundamental plane. Howewvére redshift evolution, a volume-limited sample, or anesxded
this efect alone does not seem to befmient to explain the sample.
entire scatter (Prugniel & Simien 1996; Ofiorbe et al. 2005). To compare our calibrations with the literature, we caltada
Other explanations or contributing factors are the agel@®r the root mean square and the upper limit of the average distan
et al. 1998) and variations in the stellar population patanse error using the ca@icients and evolution parameters of Bernardi
(Gargiulo et al. 2009), which are also considered as an paplaet al. (2003c) and Hyde & Bernardi (2009), but with the gadaxi
tion for the tilt of the fundamental plane by some authors (Land parameters of our sample. We picked these two papers, be-
Barbera et al. 2008; Trujillo et al. 2004), and the merger hisause their work is the most similar to our own. The results ca
tory (Hopkins et al. 2008). An extensive study on the def@lils be found in Table C.7, and one can easily see that our main fit

the origin of the scatter and the tilt of the fundamental plan
beyond the scope of this paper.

6. Summary and Conclusions
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(see Table 5) provides a better distance indicator by a eanfpl Ohio State University, Pennsylvania State Universityvarsity

percentage points. of Portsmouth, Princeton University, the Spanish Paritim
We investigated the correlation between the fundament&+roup, University of Tokyo, University of Utah, Vanderbilt

plane residuals and found that they correlated too strdisghge  University, University of Virginia, University of Washirgn,

a combination of the five independent fits (one for every jilteand Yale University.

to reduce the overall scatter by combining two or more of them  cs acknowledges the support from an ESO studentship.
We found that in general the quality of the fundamental plane . .

as a distance indicator increases with the wavelengthouth Icltdacltfnowlectjg'i/les ghzegguz%plozrtzfrom the Russian Federation

the root mean square has its minimum in the SDSS i band. ﬁ%es' .en s gran ) ’ e )

upper limit of the average distance error is in general loires _ 1his research made use of the “K-corrections calculatar” se

the z band, as one can see in Figure 18. Furthermore, we folfie¢ available ahttp://kcor.sai.msu.ru/.

that the tilt of the fundamental plane (for the ¢ and dV model) IC acknowledges kind support from the ESO Visitor

becomes smaller in the redder filters, as illustrated inféid4. Program.

In our analysis, we learned that the dV model did best when The publication is supported by the Austrian Science Fund

considering the root mean square and the average dlstanc$;s\yv|:).

ror. It uses the pure de Vaucouleurs-magnitudes and ralad.

¢ model (using composite magnitudes of a de Vaucouleurs and

an exponential fit) only performed insignificantly worse,igfh

indicates that the galaxies in our sample are very well desdr Appendix A: Redshift correction for the motion

by de Vaucouleurs profiles. This finding is an expected featur relative to the CMB

of elliptical galaxies and tells us that our sample is veacl

(the contamination by non-elliptical galaxies is insigrafitly The observed redshittis in the rest frame of our solar system,

low). By comparing them to the results of the p model, we cagy;t for cosmological and extragalactic application, orgines

insta_ntly see that the Petrosian magnitudes and radii iNSSD§ ¢orrected redshift.o;, which is in the same rest frame as the
provide poorer fits and cause a larger scatter. Thereforegave cpB.

ommend only using the pure de Vaucouleurs magnitudes and
radii together with our cd&cients for them (see Table 5) and, if

possible, the z or the i band for applications of the fundaaien Zembx = chbCOS(bcmb) cos(lemb)
plane. Moreover, we strongly discourage the use of the u band Y
due to known problems and the resulting lower quality of the Zemby = chbCos(bcmb)sin(lcmb) (A1)
results for this filter. c
We also found that our céigcients are similar to other di- Zemhz = chbsin(bcmb)
rect fits of the fundamental plane of previous authors (sé&eTa c

1) (though thea codficient is slightly lower in our case, there-

fore the fundamental plane i_s more tilted), but due to owgdar The solar system moves into the directionlgf, = 26399 +

sample, we managed to achieve a yet unmatched accuracy. g 14 b, = 4826 + 0.03 (galactic coordinates) with a ve-
In future work, we plan on using the fundamental plane @iy of vy, = (3690 + 0.9)kms™ (Hinshaw et al. 2009).

obtain redshift-independent distances for a large samip-0 ¢ first step required for this correction is to calculate éad-

liptical galaxies from the SDSS. We will use those distancegft space vector of our motion relative to the CMBn, =
in combination with redshift data to derive peculiar vetisd,

which will form the basis of a cosmological test outlined ir(szbX’ Zemby» ZthZ)'

Saulder et al. (2012). We will investigate the dependendbef

Hubble parameter of individual galaxies or clusters onitedf 2, = zcos(b) cos(l)

sight mass density towards these objects, and compareithis w x )

predictions of cosmological models. z, = zcos(b) sin(l) (A.2)
z, = zsin(b)
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Appendix B: Additional figures
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FigureB.3. Malmquist bias in the r band for the c model parameters is
indicated by the black solid line of our fit.
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FigureB.1. Malmquist bias in the u band for the ¢ model parameters is
indicated by the black solid line of our fit. Due to the larger scatter in

the u band, the fit is not as tight as for the other filters. 2
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FigureB.4. Malmquist bias in the i band for the ¢ model parameters is
indicated by the black solid line of our fit.
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FigureB.2. Malmquist bias in the g band for the ¢ model parameters FEgureB.5. Malmquist bias in the z band for the ¢ model parameters is
indicated by the black solid line of our fit. indicated by the black solid line of our fit.
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FigureB.6. Malmquist bias in the u band for the dV model parametefisigureB.9. Malmquist bias in the i band for the dV model parameters
is indicated by the black solid line of our fit. Due to the larger scatter is indicated by the black solid line of our fit.
the u band, the fit is not as tight as for the other filters.
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FigureB.10. Malmquist bias in the z band for the dV model parameters
FigureB.7. Malmquist bias in the g band for the dV model parameteiis indicated by the black solid line of our fit.
is indicated by the black solid line of our fit.
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FigureB.11. Malmquist bias in the u band for the p model parameters
FigureB.8. Malmquist bias in the r band for the dV model parameteiis indicated by the black solid line of our fit. Due to the larger scatter in
is indicated by the black solid line of our fit. the u band, the fit is not as tight as for the other filters.
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FigureB.12. Malmquist bias in the g band for the p model parameteisigureB.15. Malmquist bias in the z band for the p model parameters
is indicated by the black solid line of our fit. is indicated by the black solid line of our fit.
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FigureB.13. Malmquist bias in the r band for the p model parameters
is indicated by the black solid line of our fit.
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FigureB.16. Luminosity function for our sample in the u band for the
Py 9 ¢ model. We split it into dierent subsamples (withinférent redshift
10g10(Dy/[Pc/hzo]) bins) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete at
FigureB.14. Malmquist bias in the i band for the p model parameterthe luminous end, but we are missing many of the fainter galaxies due
is indicated by the black solid line of our fit. to the Malmquist bias.
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FigureB.17. Luminosity function for our sample in the g band for theFigureB.19. Luminosity function for our sample in the i band for the
¢ model. We split it into dferent subsamples (withinftierent redshift ¢ model. We split it into dierent subsamples (withinférent redshift
bins) and compared the expected unbiased luminosity function and kies) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete t@atal observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies dihe luminous end, but we are missing many of the fainter galaxies due

to the Malmquist bias. to the Malmquist bias.
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FigureB.18. Luminosity function for our sample in the r band for theFigureB.20. Luminosity function for our sample in the z band for the

¢ model. We split it into dierent subsamples (withinfégrent redshift ¢ model. We split it into dierent subsamples (withinftierent redshift
bins) and compared the expected unbiased luminosity function and bies) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete tatal observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies dihe luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias. to the Malmquist bias.
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FigureB.21. Luminosity function for our sample in the u band for theFigureB.23. Luminosity function for our sample in the i band for the
dV model. We splitit into diferent subsamples (withinféierent redshift dV model. We splitit into diferent subsamples (withinfirent redshift
bins) and compared the expected unbiased luminosity function and kies) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete t@atal observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies dihe luminous end, but we are missing many of the fainter galaxies due

to the Malmquist bias. to the Malmquist bias.
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FigureB.22. Luminosity function for our sample in the g band for theFigureB.24. Luminosity function for our sample in the z band for the
dV model. We split it into diferent subsamples (withinféirent redshift  dV model. We split it into diferent subsamples (withinféérent redshift
bins) and compared the expected unbiased luminosity function and bies) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete t@atal observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies dihe luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias. to the Malmquist bias.
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FigureB.25. Luminosity function for our sample in the u band for theFigureB.27. Luminosity function for our sample in the r band for the
p model. We split it into dierent subsamples (withinfirent redshift p model. We split it into dterent subsamples (withinftierent redshift
bins) and compared the expected unbiased luminosity function and kies) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete tatal observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies dihe luminous end, but we are missing many of the fainter galaxies due

to the Malmquist bias. to the Malmquist bias.
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FigureB.26. Luminosity function for our sample in the g band for theFigureB.28. Luminosity function for our sample in the i band for the

p model. We split it into dierent subsamples (withinfégrent redshift p model. We split it into dierent subsamples (withinféierent redshift
bins) and compared the expected unbiased luminosity function and bies) and compared the expected unbiased luminosity function and the
total observed luminosity function. Our sample is almost complete t@atal observed luminosity function. Our sample is almost complete at
the luminous end, but we are missing many of the fainter galaxies dihe luminous end, but we are missing many of the fainter galaxies due
to the Malmquist bias. to the Malmquist bias.
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FigureB.29. Luminosity function for our sample in the z band for theFigureB.31. Comparison of the luminosity functions inftérent filters
p model. We split it into dierent subsamples (withinftierent redshift for the dV model. Although their shapes stay approximately the same,
bins) and compared the expected unbiased luminosity function and the peaks move to higher luminosities with redder filters. The short lines
total observed luminosity function. Our sample is almost complete iatthe upper part of the plot indicate the Malmquist-bias-corrected mean
the luminous end, but we are missing many of the fainter galaxies dwagnitudes of our sample in the corresponding filters.
to the Malmquist bias.
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FigureB.30. Comparison of the luminosity functions inftérent filters FigureB.32. Comparison of the luminosity functions inftérent filters

for the c model. Although their shapes stay approximately the same, fhethe p model. Although their shapes stay approximately the same, the
peaks move to higher luminosities with redder filters. The short lines fpieaks move to higher luminosities with redder filters. The short lines in
the upper part of the plot indicate the Malmquist-bias-corrected methre upper part of the plot indicate the Malmquist-bias-corrected mean
magnitudes of our sample in the corresponding filters. magnitudes of our sample in the corresponding filters.
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FigureB.33. Distribution of the apparent corrected radiyg is dis- FigureB.35. Central velocity dispersionry for different filters (only
played in ditferent filters for the p model. The measured radii of thislightly different in all of them due to the small correction for the fixed
model are clearly larger than those of the dV model. Furthermore, tfilgre diameters) for the p model. One can clearly see the Euifat
distribution is extremely spread out in the u band due to known prob©0 knys, which has been introduced to avoid the contamination of our

lems in this filter. sample.
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FigureB.34. Central velocity dispersionrq for different filters (only apparent magnitude [mag]

slightly different in all of them due to the small correction for the fixedrigureB.36. Distribution of extinction- and K-corrected apparent mag-
fibre diameters) for the ¢ and the dV model. One can clearly see thieudesmyy, in different filters for the ¢ model, showing a steady in-
cut-of of at 100 knfs, which has been introduced to avoid the contantrease in numbers until the steep céitat the sample’s limiting mag-
ination of our sample. nitudes, which are listed in Table 3.
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FigureB.37. Distribution of extinction- and K-corrected apparent magFigureB.39. Distribution of the surface brightnegs in different filters
nitudesmyy, in different filters for the dV model, showing a steady infor the ¢ model showing an almost Gaussian shape. For the u band, the
crease in numbers until the steep ciitat the sample’s limiting mag- distribution is wider and shows a small bump at the faint end.

nitudes, which are listed in Table 3.
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FigureB.38. Distribution of extinction- and K-corrected apparent magFigureB.40. Distribution of the surface brightnegs in different filters
nitudesmyy, in different filters for the p model, showing a steady infor the p model shows some peculiar features in the u band and to some
crease in numbers until the steep céitat the sample’s limiting mag- smaller extent in z band as well. In these two filters, one can see a clear
nitudes, which are listed in Table 3. second peak on the faint side of the main Gaussian.
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FigureB.41. Distributions of the logarithm of the physical radiusFigureB.43. Distributions of the logarithm of the central velocity dis-
log,0(Ro) in different filters for the ¢ model are well described by sharpersion log,(Ro) in different filters for the p model are almost exactly
Gaussian with their peaks almost exactly at the same value. Only thiéhe same for all filters. They show an general abundance (comwitred
band shows some digressive behaviour. In this case the peak is smallperfect Gaussian) of galaxies at the lower end, which might indicate
and set apart from the other. Furthermore, the distribution is wider asaime residual contamination of the sample.

shows a small bump at the larger end.
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FigureB.44. Projection of the fundamental plane for the u band of the

¢ model.
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FigureB.42. Distributions of the logarithm of the physical radius

l0g,0(Ro) in different filters for the p model are well described by sharp 05

Gaussian with their peaks almost exactly at the same value. However,
the u band shows a peculiar second peak aside the consequently smaller

0.5
log10(Ro)

(in comparison to the other filters) main one. In addition to this devigigureB.45. Projection of the fundamental plane for the g band of the

tion, the z band distribution has a small bump at its larger end. ¢ model.
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FigureB.46. Projection of the fundamental plane for the r band of thEigureB.49. Projection of the fundamental plane for the u band of the
dV model.
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FigureB.47. Projection of the fundamental plane for the i band of the EigureB.50. Projection of the fundamental plane for the g band of the
dV model.
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FigureB.48. Projection of the fundamental plane for the z band of thEigureB.51. Projection of the fundamental plane for the r band of the
dV model.
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FigureB.52. Projection of the fundamental plane for the u band of thEigureB.55. Projection of the fundamental plane for the i band of the p
p model. model.
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FigureB.56. Projection of the fundamental plane for the z band of the

FigureB.53. Projection of the fundamental plane for the g band of the model.
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10910(Ro) FigureB.57. Redshift evolution of the surface brightness in the u band

of dV model indicated by the solid black line. The solid red line shows
FigureB.54. Projection of the fundamental plane for the r band of ththe Malmquist-bias-corrected average value of the surface brightness
p model. for this particular filter and model.
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FigureB.58. Redshift evolution of the surface brightness in the g barféigureB.60. Redshift evolution of the surface brightness in the i band
of dV model indicated by the solid black line. The solid red line showsf dV model indicated by the solid black line. The solid red line shows
the Malmquist-bias-corrected average value of the surface brightndss Malmquist-bias-corrected average value of the surface brightness
for this particular filter and model. for this particular filter and model.
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FigureB.59. Redshift evolution of the surface brightness in the r baniigureB.61. Redshift evolution of the surface brightness in the z band
of dV model indicated by the solid black line. The solid red line showsf dV model indicated by the solid black line. The solid red line shows
the Malmquist-bias-corrected average value of the surface brightndss Malmquist-bias-corrected average value of the surface brightness
for this particular filter and model. for this particular filter and model.
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FigureB.62. Corrected angular radii plotted against the apparent makgigureB.65. Logarithm of the physical radii against the redshift, clearly
showing band-like structures in the u band for the p model.

nitudes, showing some grouping in the u band for the p model.
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FigureB.66. Logarithm of the physical radii against the redshift, show-
FigureB.63. Corrected angular radii plotted against the apparent maigg band-like structures in the z band for the p model.
nitudes, not showing any peculiar features in the r band for the p model.
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FigureB.67. Colour-magnitude diagram of the red sequence for the ¢
model. The solid black line represents our best fit and the two solid red
FigureB.64. Corrected angular radii plotted against the apparent magies indicate the 3r confidence limits beyond which we clipped the
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FigureB.68. Colour-magnitude diagram of the red sequence for the d&igureB.70. Tight correlation between the residuals of the fundamental
model. The solid black line represents our best fit and the two solid rpkdine in the r band, and of those in the z bantl,. This plot uses the

lines indicate the 3 confidence limits beyond which we clipped thefundamental-plane fit for the dV model.
sample.
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FigureB.71. Strong correlation between the residuals of the fundamen-
FigureB.69. Colour-magnitude diagram of the red sequence for thetpl plane in the g band, and of those in the z bart,, however the

model. The solid black line represents our best fit and the two solid redrrelation is visible weaker than for previous plots, due to the larger
lines indicate the 3= confidence limits beyond which we clipped thedifterence in the wavelength between the two filters. This plot uses the
sample. fundamental-plane fit for the dV model.
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FigureB.72. Correlation between the residuals of the fundament&igureB.74. Strong correlation between the residuals of the fundamen-
plane in the u band, and of those in the z bantl,. Due to the larger tal plane in the g bandgy and of those in the i band;. This plot uses
scatter in the u band, the correlation is significantly weaker than for #le fundamental-plane fit for the dV model.

other filters. This plot uses the fundamental-plane fit for the dV model.
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FigureB.75. Correlation between the residuals of the fundamental
FigureB.73. Tight correlation between the residuals of the fundamentplane in the u band,, and of those in the i band;. Due to the larger
plane in the r band, and of those in the z banti. This plot uses the scatter in the u band, the correlation is significantly weaker than for all
fundamental-plane fit for the dV model. other filters. This plot uses the fundamental-plane fit for the dV model.
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FigureB.76. Strong correlation between the residuals of the fundameRigureB.78. Correlation between the residuals of the fundamental

tal plane in the g bandgy and of those in the r bant,. This plot uses plane in the u band, and of those in the g bantl,. Due to the larger

the fundamental-plane fit for the dV model. scatter in the u band, the correlation is significantly weaker than for all
other filters. This plot uses the fundamental-plane fit for the dV model.

Appendix C: Additional Tables

| (urP (u-nt (u-r? (u-n®
d 0 0 0
z 10.3686 -6.12658 2.58748 -0.299322
7 | -138.069 45.0511 -10.8074 0.95854

7 | 540.494 -43.7644  3.84259 0
7 | -1005.28 10.9763 0 0
2 | 710.482 0 0 0

Table C.1. Codficients for the K-correction in the u band using u-r

colours.
(@1’ (@ (@1 @1’
2 0 0 0 0
7t | -2.45204 4.10188 10.5258 -13.5889
7 | 56.7969 -140.913 144.572 57.2155
Z | -466.949 222.789 -917.46  -78.0591
7 | 2906.77 1500.8 1689.97 30.889
2 | -10453.7 -4419.56 -1011.01 0
bl 17568 3236.68 0 0
7 | -10820.7 0 0 0
Table C.2. Codficients for the K-correction in the g band using g-r
colours.
e
| (g’ (g-n* (g-ry (g-n?
P 0 0 0 0
7zt | 1.83285 -2.71446 4.97336 -3.66864
Z | -19.7595 10.5033 18.8196 6.07785
ey 2 | 33.6059 -120.713 -49.299 0
Z | 144371 216.453 0 0
FigureB.77. Correlation between the residuals of the fundamental 2| -295.39 0 0 0

plane in the u band,, and of those in the r bantl;. Due to the larger

scatter in the u band, the correlation is significantly weaker than for alhple C.3. Codficients for the K-correction in the r band using g-r
other filters. This plot uses the fundamental-plane fit for the dV modelg|ours.
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models | ¢ [ Co rms

c Model | 0.0045 0.1681 2.2878 0.0555
dV Model | 0.0042 0.1555 2.1523 0.0553
p Model | 0.0047 0.1816 2.4768 0.0520

Table C.6. Codficients and the root mean square of the best fit for the
red sequence using our sample. The polynomial for thesideats is
of the shaperfy —m) =c;- M2+ ¢1- M, + Go .

| (@)° (@)* (@)’ (CRN
0 0 0 0

2

Zt | -2.21853  3.94007 0.678402 -1.24751
2 | -15.7929 -19.3587 15.0137  2.27779
2 | 118.791 -40.0709 -30.6727 0

7 | -134.571 125.799 0 0

2 | -55.4483 0 0 0

Table C.4. Codficients for the K-correction in the i band using g-i
colours.

| (g-zf (g-2) (g-2¢ (g-2)
0 0 0 0

2

Zt | 0.30146 -0.623614 1.40008 -0.534053
Z | -10.9584 -4.515 2.17456  0.913877
2 | 66.0541 4.18323  -8.42098 0

7' | -169.494  14.5628 0 0

2 | 144.021 0 0 0

Table C.5. Codficients for the K-correction in the z band using g-z
colours.

filters | s T dist [%6]

Bernardi et al. (2003c)

g 0.1056 168

r 0.1054 179

i 0.1028 168

z 0.1134 160
Hyde & Bernardi (2009)

g 0.1063 188

r 0.1042 175

i 0.1031 174

z 0.1087 186

Table C.7. Quality of the fundamental plane as a distance indicator us-
ing our selected sample of 94922 elliptical galaxies, but with the direct-
fit coefficients of Bernardi et al. (2003c) or Hyde & Bernardi (2009), re-
spectively (the coicients are listed in Table 1 of this paper). We found
that our best-fit coicients (see Table 5) are better by a few percent
than those of our esteemed colleagues.
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SDSS-filter | u g r i z
Tcor (C Model) [arcsec] 295 229 213 204 189
Ieor (dV model) [arcsec] 2.93 2.28 2.13 2.03 1.88
Ieor (p model) [arcsec] 935 467 444 437 454
O, (€ model) [arcsec] 2.13 1.26 1.16 1.12 1.02
oo, (dV model) [arcsec] 2.12 1.25 1.16 1.12 1.01
01 (P Model) [arcsec] 15.26  2.33 2.11 2.25 3.69
Mapp (C Model) [mag] 19.02 17.33 16,58 16.24 1598
Mypp (dV model) [mag] 19.01 17.32 16,58 16.24 1597
Mapp (P Model) [mag] 19.14 17.40 16.64 16.28 16.01
Ty (€ Model) [mag] 0.92 0.87 0.87 0.87 0.87
Timepp (dV model) [mag] 092 083 087 087 0.87
Ty (P Model) [mag] 0.90 0.87 0.86 0.87 0.86
o (c model) [knfs] 180.1 177.7 1768 1768 177.0
oo (dV model) [knys] 180.4 1779 1769 1769 177.1
oo (p model) [knis] 1735 1719 1709 170.6 170.1
04, (c model) [knjs] 46.0 453 451 451 454
0, (dV model) [km's] 46.0 454 451 451 454
0, (p model) [knjs] 444 439 437 436 437

l0g,4(Ro) (c model) [logy(kpc)] 0.564 0.483 0.449 0.431 0.394
l0g,0(Ro) (dV model) [logy(kpc)] | 0.562 0.482 0.448 0.430 0.394
10g,0(Ro) (p model) [logy(kpc)] 0.950 0.801 0.777 0.770 0.765
Tlogyy(Ro) (€ Model) [logy(kpc)] 0.305 0.235 0.231 0.228 0.228
Tlog(Ro) (AV model) [logy(kpe)] | 0.304 0.235 0.231 0.228 0.228
Tlog,y(Ry) (P model) [logy(kpc)] 0.399 0.229 0.225 0.226 0.250

o (c model) [magarcsed] 2257 2052 19.62 19.18 18.75
o (dV model) [magarcseé] 2254 2050 19.61 19.17 18.75
ito (p model) [magarcsed] 2460 2219 21.32 20.93 20.65
7, (€ model) [magarcsed] 0.99 0.65 0.62 0.61 0.62
0, (dV model) [magarcseé] 0.98 0.64 0.62 0.61 0.61
7, (p model) [magarcsed] 1.72 0.64 0.62 0.64 0.83

10g,4(00) (c model) [logq(kny/s)] 2.24 2.24 2.23 2.23 2.23
10g,0(00) (dV model) [log(kmys)] | 2.24 2.24 2.23 2.23 2.23
l0g,4(c0) (p model) [logy(knmys)] 2.23 2.22 2.22 2.22 2.22
Tlogye(e) (€ Model) [log(knys)] 0.11 0.11 0.11 0.11 0.11
Tlogyyoe) (dV model) [logg(kmys)] | 0.11 011 011 011 0.1
Tlogyo(ro) (P Model) [logy(kmys)] 011 011 011 o011 o011

Table C.8. Mean values and standard deviations of seveiféédint parameters that have to be calculated or measured for the taatilwfthe
fundamental plane. These values are given for all models and alsfilfgrstands for the mean value of the apparent corrected ragiysnd
T 1S the corresponding standard deviatiomy, denotes the mean value of the apparent magnitage ando,,, its standard deviation. The

mean value of the central velocity dispersiogis given byo and the corresponding standard deviationry. log,o(Ro) denotes the mean value
of logarithm of the physical radiugy, andoeg,r,) the corresponding standard deviatippis the mean value of the mean surface brightpgss

ando, is its standard deviation. The mean value of the logarithm of the centralityediigpersiorno is given bylog,4(co) and the corresponding
standard deviation byiog,(co)-
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models and filters| a b c s Taist [%0]
¢ model
u 0.806+0.029 -0.683+0.008 -7.41+010 01026 172
g 0.972+0.030 -0.722+0.012 -7.62+0.12 01011 162
r 1.038+0.030 -0.738+0.013 -7.66+0.12 01010 158
i 1.065+0.030 -0.744+0.013 -7.66+0.13 09979 155
z 1113+ 0.030 -0.753+0.013 -7.74+0.13 01026 153
dV model
u 0.823+0.029 -0.669+0.008 -7.31+0.10 01079 173
g 0.964+0.030 -0.727+0.012 -7.63+0.12 01012 162
r 1.031+0.030 -0.742+0.013 -7.67+0.13 01011 158
i 1.059+ 0.030 -0.747+0.013 -7.66+0.13 00998 155
z 1.107+0.030 -0.757+0.013 -7.76+0.13 01079 153
p model
u 0.623+0.029 -0.494+ 0.005 -5.32+0.08 01729 231
g 0.992+0.030 -0.676+0.012 -7.41+0.13 01054 170
r 1.058+0.030 -0.713+0.013 -7.66+0.13 01029 165
i 1.081+0.030 -0.670+0.012 -7.24+0.13 01048 165
z 1106+ 0.030 -0.621+0.009 -6.817+0.110 Q1729 171

Table C.9. Best fits for the fundamental-plane ¢beients in all filters and for all models with the<lipping disabled.

models and filters] a b c s Taist [%0]
¢ model

u 0.720+ 0.031 -0.681+0.007 -7.14+0.10 00859 197
g 0.890+0.032 -0.701+0.013 -7.20+0.13 00800 184
r 0.955+ 0032 -0.724+0.014 -7.31+0.13 00787 180
i 0.977+0.032 -0.735+0.014 -7.34+0.13 00768 176
z 1.003+0.032 -0.738+0.014 -7.33+0.13 00859 174

dV model
u 0.708+0.031 -0.684+0.007 -7.13+0.10 00860 198
g 0.882+0.032 -0.707+0.013 -7.23+0.13 00802 184
r 0948+ 0032 -0.729+0.014 -7.33+0.13 00787 180
i 0.973+0.032 -0.739+0.014 -7.36+0.13 00768 176
z 0.999+ 0032 -0743+0.014 -7.36+0.14 00860 174

p model
u 0.796+0.031 -0538+0.004 -6.04+0.09 00996 224
g 0.903+0.031 -0.659+0.013 -6.99+0.14 00842 192
r 0973+ 0031 -0690+0.014 -7.21+0.15 00819 187
i 0.997+ 0032 -0688+0.014 -7.14+0.14 00807 185
z 1.018+0.032 -0.611+0.010 -6.48+0.12 00996 189

Table C.10. Best fits for the fundamental-plane d¢beients in all filters and for all models with the volume weights disabled. Carestty, these

results sifer from a Malmquist bias.
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models and filters] a b c s Taist [%0]
¢ model

u 0.865+0.030 -0.699+0.008 -7.66+0.10 00998 170
g 1.036+0.030 -0.738+0.013 -7.87+0.13 00995 162
r 1.103+0.030 -0.751+0.013 -7.89+0.13 00997 161
i 1131+ 0.030 -0.757+0.014 -7.87+0.13 00982 157
z 1176+ 0.030 -0.763+0.014 -793+0.13 00998 156

dV model
u 0.852+0.030 -0.704+0.009 -7.68+0.10 00990 169
g 1.028+0.030 -0.743+0.013 -7.89+0.13 00995 162
r 1.096+ 0.030 -0.755+0.013 -790+0.13 00997 160
i 1125+ 0.030 -0.759+0.014 -7.88+0.13 00981 157
z 1.171+0.030 -0.766+0.014 -794+0.13 00990 155

p model
u 0.893+0.030 -0552+0.005 -6.45+0.08 01149 201
g 1.042+0.030 -0.705+0.013 -7.74+0.14 01028 172
r 1112+ 0.030 -0.725+0014 -785+0.14 01015 168
i 1.137+0.030 -0.718+0.013 -7.74+0.14 01004 166
z 1157+ 0.030 -0.642+0.010 -7.09+0.12 01149 175

Table C.11. Best fits for the fundamental-plane ¢beients in all filters and for all models with the correction for redshift evolutompletely

disabled.

models and filters] a b c s Taist [%0]
¢ model

u 0.643+0.030 -0.671+0.008 -7.01+0.09 00850 164
g 0.880+0.030 -0.720+0.012 -7.43+0.12 008592 12
r 0.974+ 0030 -0.742+0.013 -7.58+0.12 00875 148
i 1.012+ 0.030 -0.749+0.013 -7.60+0.13 00872 146
z 1.061+0.030 -0.755+0.013 -7.66+0.13 00850 145

dV model
u 0.626+0.030 -0.672+0.008 —6.98+ 0.09 00840 164
g 0.869+0.030 -0.725+0.012 -7.45+0.12 00853 151
r 0.965+ 0030 -0.747+0.013 —-7.59+0.12 00868 148
i 1.005+ 0.030 -0.752+0.013 -7.61+0.13 00865 145
z 1.056+ 0.030 -0.759+ 0.013 -7.68+0.13 00840 144

p model
u 0.641+0.030 -0.536pn0.004 -5.84+0.08 00938 177
g 0.840+0.030 -0.661+0.012 -6.99+0.12 00867 159
r 0.928+0.030 -0.689+0.013 -7.21+0.13 Q0867 154
i 0.955+0.030 -0.683+0.012 —-7.12+0.13 00861 14
z 0.966+0.030 -0.615+0.009 -6.507+0.11 00938 157

Table C.12. Best fits for the fundamental-plane ¢beients in all filters and for all models with volume weights and- 8lipping and a filter-
dependend redshift evolution derived from the redshift evolutionestirface brightness (see Table C.13).

models and filters Qu[magarcseé] Q, [magarcseéd]

Qg [magarcsed]  Q [magarcsed] Q; [magarcsed]
2.69 2.18 1.96

¢ model 4.26 . . 1.87
dV model 4.40 2.72 2.20 1.97 1.88
p model 6.03 3.78 3.29 3.24 3.73

Table C.13. Redshift evolution derived from changes in the surface brightnesg nen-evolution-corrected magnitudes.
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models and filters] a b c s Taist [%0]
¢ model

u 0.847+0.106 -0.688+0.040 -753+0.45 00989 199
g 0.994+0.107 -0723+0.046 -7.67+0.46 00942 190
r 1.058+ 0.107 -0.742+0.047 -7.74+047 00914 184
i 1102+ 0.107 -0.758+0.048 -7.85+0.47 (00895 180
z 1126+ 0.108 -0.762+0.048 -7.84+047 00989 175

dV model
u 0.832+0.106 -0.705+0.041 -7.64+0.46 00988 199
g 0.987+0.107 -0.731+0.047 -7.72+0.47 00939 189
r 1.052+0.107 -0.747+0.048 -7.76+047 00911 183
i 1.097+0.107 -0.763+0.048 -7.87+047 00892 179
z 1.122+0.108 -0.768+0.049 -7.87+0.47 00988 174

p model
u 0.833+0.106 -0553+0.020 -6.34+0.32 01081 220
g 0.988+0.106 -0.656+0.043 -7.21+0.47 00989 201
r 1.059+ 0.107 -0.681+0.045 -7.37+049 00956 194
i 1.093+0.107 -0.688+0.044 -7.40+047 00941 191
z 1111+0.109 -0.640+0.040 -6.99+0.45 01081 193

Table C.14. Fundamental-plane ciients in all filters and for all models derived from the volume-limited soiyge, which is to 95,45% (2-)
completed. This condition limits the sample to a redshift of 0.0513. Owing toitgpieteness, the Malmquist-bias correction was disabled.

models and filters] a b c s Taist [%0]
¢ model
u 0.820+0.029 -0.697+0.008 -7.56+0.10 00952 166
g 0.987+0.029 -0.738+0.013 -7.78+0.12 00937 156
r 1.054+0.029 -0.752+0.013 -7.81+0.12 00936 153
i 1080+ 0.029 -0.757+0.013 -7.79+0.12 00922 150
z 1124+ 0.029 -0.762+0.013 -7.84+0.13 00952 148
dV model
u 0.809+0.029 -0.701+0.008 -7.57+0.10 00946 166
g 0.979+0.029 -0.742+0.012 -7.79+0.12 00937 156
r 1.047+0.029 -0.755+0.013 -7.81+0.12 00936 153
i 1075+ 0.029 -0.759+0.013 -7.79+0.12 00922 150
z 1120+ 0.029 -0.766+0.013 -7.85+0.13 00946 148
p model
u 0.871+0.029 -0.551+0.004 -6.41+0.08 011099 197
g 1.001+0.029 -0.700+0.012 -7.63+0.13 00977 166
r 1070+ 0.029 -0.720+0.013 -7.74+0.13 00962 161
i 1.095+0.029 -0.713+0.013 -7.63+0.13 00952 160
z 1121+ 0.029 -0.639+0.010 -6.99+0.11 01110 167

Table C.15. Fundamental-plane cficients in all filters and for all models derived from an extended sampte apredshift of 0.3. However, it
already stfers from an additional bias beyond the Malmquist bias at these distances.
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Chapter 5

Dozens of compact and high
velocity-dispersion, early-type
galaxies in Sloan Digital Sky Survey

The content of this paper is complementary to the main goal of my thesis. We identify a
certain group of extreme early-type galaxies that deviate from the fundamental plane, for
further follow up study. The results and analysis performed in this paper help to further
improve my calibration of the fundamental plane and provide again the largest sample
ever used to calibrate this relation. The new coefficients are presented in Appendix A of
this paper and will be used in the subsequent work. Furthermore, this paper illustrates
that the huge amount of data calibrated and analysed in the process can spawn other
interesting scientific investigations aside the main aim of my thesis.

The paper “Dozens of compact and high velocity-dispersion, early-type galaxies in
Sloan Digital Sky Survey” was published in Astronomy & Astrophysics, Volume 578,
id.A134, 36 pp '. As the first author of this paper, I wrote the majority of the text.
The introduction of this paper was co-written with Remco van den Bosch. The basic
idea of searching for extreme galaxies in the data of my previous paper was suggested
by Remco van den Bosch. I developed it further leading to the results presented in this
paper. Steffen Mieske helped me with the initial set-up of this project. I also acknowledge
the help of my two collaborators in proof-reading and structuring this paper.

More information is available on ADS: http://adsabs.harvard.edu/abs/2015A\%26A...578A.
1348
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Abstract

Context. Passive galaxies at high redshift are much smaller than equally raassily types today. If this size evolution is caused
by stochastic merging processes, then a small fraction of the comglagias should persist until today. Up to now it has not been
possible to systematically identify the existence of such objects in SDSS.

Aims. We aim at finding potential survivors of these compact galaxies in SBSt@yrgets for more detailed follow-up observations.
Methods. From the virial theorem, it is expected that for a given mass, compaakigs have stellar velocity dispersion higher
than the mean owing to their smaller sizes. Therefore velocity dispersioplex] with size (or mass), is an appropriate method
of selecting relics, independent of the stellar population propertiesdBaséhese considerations, we designed a set of criteria the
use the distribution of early-type galaxies from SDSS on theg,(&g)-log,,(c0) plane to find the most extreme objects on it. We
thus selected compact massive galaxy candidates by restricting thenhteehigity dispersions >323.2 km s* and small sizes

Ry <2.18 kpc.

Results. We find 76 galaxies at 0.05z < 0.2, which have properties that are similar to the typical quiescent galakiegh redshift.

We discuss how these galaxies relate to average present-day eargatsipies. We study how well these galaxies fit on well-known
local universe relations of early-type galaxies, such as the fundahpane, the red sequence, or mass-size relations. As expected
from the selection criteria, the candidates are located in an extreme @briier mass-size plane. However, they do not extend as
deeply into the so-called zone of exclusion as some of the red nuggets$ &thigh redshift, since they are a factor 2-3 less massive
on a given intrinsic scale size. Several of our candidates are closegiz¢hesolution limit of SDSS, but are not so small that they are
classified as point sources. We find that our candidates are systdipatitset on a scaling relation compared to the average early-
type galaxies, but still within the general range of other early-type gaakierthermore, our candidates are similar to the mass-size
range expected for passive evolution of the red nuggets from theirédtghift to the present.

Conclusions. The 76 selected candidates form an appropriate set of objects faeiftwtlow-up observations. They do not constitute

a separate population of peculiar galaxies, but form the extreme tail@ftanaous distribution of early-type galaxies. We argue that
selecting a high-velocity dispersion is the best way to find analogues gfaxirhigh redshift galaxies in the local universe.

Key words. galaxies: elliptical and lenticular, cD — surveys — galaxies: fundameatahpeters — galaxies: peculiar

1. Introduction found no analogues of the~ 2 early-type galaxies. Similarly,
Compact massive early-type galaxies are common at high r%’rujillo et al. (2009) found few objects, but those turned twu

. - - i 'young with ages of 2 Gyr. Damjanov et al. (2009) found nine
shifts ¢ > 1) (Trujillo et al. 2006; van Dokkum et al. 2008). Atfobjects — some of which were old — indicating that some of the
those epochs, an average'iM passive galaxy has a size o

1 kpe, whereas today's early-type galaxies are three td ¢ relics must exist. Damjanov et al. (2014) found several d@hje
Iarger' (Taylor et al. 2010), indicating that galaxies uigdea sig- the BOSS survey and measured a space density Sfgiikxies

iy X : Mpc~3, which is consistent with expectations from semi-analytic
nificant amount of size evolution (\(an der_WeI etal. 2014e. | models (Quilis & Trujillo 2013). In contrast to this, thenealso
small fraction of those early galaxies, which are also dafksl

X X claims of detecting high number densities of these compast m
nuggets, evolve completely passively, without any metgBen e early.type galaxies in cluster environments (Vatenti

some of them must have remained compact until today. Those : ) —

. L - : e al. 2010), and even in the field (Poggianti et al. 2013}t tha
objects would be pristine relics, which would allow direwsight ", tens)ion with the upper Iimitg o??he model predic):ions
into how these objects formed long ago. Itis therefore &dting (Damjanov et al. 2014). The results from Valentinuzzi et al.

to find out if any of those systems still remain today. (2010) have been debated, and various inconsistenciesthizh
Several studies have been done to find such objects usiiGks are pointed out in Taylor et al. (2010)

the SDSS photometry with varying success. Taylor et al. (201
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The virial theorem (and its observational projection, tine-f Roweis (2007), which were used by Truijillo et al. (2009): abo
damental plane) predicts that these small galaxies mus h&vl dex for the stellar masses used by Taylor et al. (2010giwh
high-velocity dispersions. This has been directly confolmith  were based on method of Kéimann et al. (2003) and Salim
deep spectroscopy of a handful of these objects (van Dokkwtnal. (2007), and 0.15 dex for the stellar masses of Mend#! et
et al. 2009; van de Sande et al. 2013; Toft et al. 2012). THi®014), which we used in this paper. To avoid these uncéigain
makes the dispersion a very good discriminator for findiregéh in our sample definition, we selected with more directly mea-
very dense objects in the local universe because measusng dured quantities, such as the physical radii and the cevdral
persion is much easier at low redshift. The other advantagedacity dispersion. The galaxies of van den Bosch et al. (2012
that such a selection is independent of uncertainties inophoand b19 are usually assumed to be relics of the red nuggets
metric stellar masses. The stellar velocity dispersion wsexd and if this is the case, there might be more galaxies with sim-
in van den Bosch et al. (2012) as a discriminator and found diar properties, and some of them may have the same origins.
compact objects — including NGC 1277 — in the HETMGS suf@ur method is additionally motivated by the fact that at teas
vey (van den Bosch et al. 2015). These objects appear to be caisubgroup of red nuggets possess high central velocitgdisp
sistent with being relics, given their size, mass, and \lalis- sions (Newman et al. 2010; Bezanson et al. 2013) and that the
persion (van den Bosch et al. 2012). In particular, NGC 127 hstellar-to-dynamical mass-to-light ratio decreaseshflljgover
a high dynamical mass-to-light ratio (Emsellem 2013; ¥ildi time (van de Sande et al. 2013). We set out to find them and pro-
et al. submitted). Subsequently, Trujillo et al. (2014)e@ed vide a new selection method that is capable of discoverirsg po
that its photometry is similar to the nuggets and the steltgr- sible remnants of compact massive red galaxies from thg earl
ulation has a uniformly old age. The galaxies of van den Bosahiverse that would have been missed in previous invegtigat
et al. (2012) are lenticular, which agrees well with most eonthat used dferent selection criteria. Our goal is to define a sam-
pact massive high redshift galaxies being disc-dominatad ( ple to be used for follow-up observations to determine wéeth
der Wel et al. 2011; Chevance et al. 2012). there is a systematic variation in the initial mass functsurch

This begs the question of whether relics of such compaas the bottom-heavy initial mass function of b19 (Laskerlet a
high-z nuggets can be found as high-dispersion galaxies2013), and if they host over-massive central black hole sisch
SDSS. The starting point of our investigation is [BHF2008] 1 the one in NGC 1277 (van den Bosch et al. 2012). Furthermore,
which is the galaxy with ID number 19 on the list of the highedbllow-up observation will also be required to clean the pm
dispersion galaxies in SDSS by Bernardi et al. (2008). Itisrgt  from high central velocity dispersion galaxies that areespp-
compact and massive early-type galaxy with a siz®ef2.17 sitions of two or more galaxies, which is a known issue wiik th
kpc and mass of 26 M. We refer to this object as b19 in thiskind of galaxies in SDSS (Bernardi et al. 2008).
paper. It was investigated in great detail in Lasker et £118) In Section 2, we describe the basic sample used for this in-
and it was found that b19 has a high stellar mass-to-ratio of vestigation. After it is calibrated as explained in Sect&rwe
Mo/Le,; and probably a bottom-heavy initial mass function discuss the selection of our candidates in Section 4 usingus
The object is located at a redshift= 0.1166 and is considered cuts, which are defined there. We investigate the globalgsrop
to be one of the most compact galaxies for its given mass in tties of our candidates and their relation to the basic sainple
local universe. Section 5. We discuss our candidates and their relationher ot

In this paper, we performed a systematic search in SDSSsamples of potential red nugget galaxies in Section 6. Iti@ec
find objects similar to b19, so as to have a broader basisfiorefu 7, we provide a summary and some concluding remarks on our
investigations of compact, high-dispersion, massiveyegpe work. We supplement our paper with three appendices that pro
galaxies. The other object, NGC 1277, could not be used fade updated fundamental-plane digents in Appendix A, ad-
this, because it is not in the main SDSS sufvey ditional tables of other samples and their cross-matchsouir

While this paper is primarily a sample selection for followeandidates in Appendix C, and an alternative candidate sam-
up observations, we also touch on the following importamsgu ple using Sersic profiles instead of the de Vaucouleurs profil
tions. Is b19 the most extreme (in the sense of mass and comAppendix B.
pactness) early-type galaxy in the local universe? Do @bjec Throughout this paper, we assumeAaCDM cosmology
like b19 just form the compact-massive tail of the generat diwith the following parameters: relative dark energy densit
tribution of elliptical galaxies, or are they outliers knowcaling Q. = 0.7, relative matter densit@2y, = 0.3, and a Hubble pa-
relations for early-type galaxies? In which aspects do K- rameterHy = 70 km st Mpc™.
objects difer from other present-day, early-type galaxies, and
are they related to red nuggets from the early universe? .

We used selection criteria based on size and central velgc-BasIC sample
ity dispersion to find potential red nuggets in the local ense. As the baseline sample of our search for b19 analogues, we
Th|§ is diferent from what was done by other authors, such asade broad use of the Sloan Digital Sky Surveys (SDSS) and
Trujillo et al. (2009) and Taylor et al. (2010), who used sele especially of its tenth (Ahn et al. 2014) and seventh (Atiaraj
tion criteria based on size and stellar mass. Itf8diilt to mea- et al. 2009) data releases (DR10 and DR7). Furthermore, we
sure stellar masses without additional follow-up on the SPSysed GalaxyZoo (Lintott et al. 2008, 2011) for our galaxysela
and the uncertainties are high with at least 0.1 dex steisti sifications, the refits of SDSS DR7 using Sersic profiles dgne b
and 0.2 dex systematic error for the stellar masses of Bla&to Simard et al. (2011), and the stellar masses from Mendel et al

1 A large black hole could not be ruled out by the observations, b%zg?allAzz&hi)Cthr Iiiergpt;?fs%?],Ovcetgﬁsgrﬁ\ég)du?h\gcl)ig 8: ss:érr;?)rrg

even if this system has a large black hole, then the dynamical and ste - - L
population models still work better with a bottom heavy initial mas! act massive galaxies from Taylor et al. (2010), which isedas

function. on SDSS DR7 as well as a list of 29 compact massive galaxies
2 NGC 1277 was observed by SDSS as part of a auxiliary Persd{@M Trujillo et al. (2009), which is based on the NYU Value-
survey. Added Galaxy Catalog (Blanton et al. 2005) and covers a sub-
sample of SDSS.
2
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parameter condition catalogue has stricter redshift limits than our SDSS DR10-sa
SpecObj.z >0 ple, the measured redshifts of the combined sample have to li
SpecObj.z <0.5

between 0.005 and G4ow. This also removed all galaxies that

Sé’sgﬁ’é’gf%?é?s'gg >_180 might be blended with a nearby star (Mendel et al. 2014). We
SpecObj.snMedian >~ 10 used the SDSS DR7 Object ID (to cross-match the catalogue
SpecObj.class —'GALAXY’ with the other samples) and the logarithm of the stellar emss

(P-flags_r& 0x40000) =0 derived from the Sersic profiles and the composite profileéksef

Mendel et al. (2014) catalogue. After all these cross-niatch
Table 1. Selection criteria given in the language of the SDSS CAS-jof§€ €nded up with a sample of 370 159 galaxies.
queries. Additional constraints were applied to the data after the
calculation of several parameters from the observed values
Galaxies with a velocity dispersion of higher than 420 krh s
were removed from the sample, because these values would be
We selected all galaxies from the SDSS database that fuffiltside the trusted margin of SDSS algorithm for measutieg t
the following criteria, which are summarized in Table 1:&@p& central velocity dispersion. We checked that droppingtiser
scopic data has to be available and redshifts have to bélseliadispersion limit would only contribute galaxies with unsea-
obtained ¢Warningflag set to zero). We required that the meaaply high central velocity dispersions. Furthermore, wienel
sured redshifts lie between 0 and 0.5. By using spectroscopiated all galaxies with an absolute magnitude either lieigh
data from SDSS, we implicitly introduced the selectionesté than -25 mag or fainter than -15 mag in any of the used filters.
of SDSS spectroscopy on our data, which are a minimum appArhandful of galaxies with physical radii of more thar?®kpc
ent magnitude in the r band of 17.77 mag (Strauss et al. 20Q¢gre also removed to avoid contamination from incorreciam
and a saturation limit, which corresponds to a maximum magared radii.
nitude of either 13 mag in the u band, 14 mag in the g, r, or i Furthermore, the selected galaxies must have been identifie
band, or 12 mag in the z band. The central velocity dispersiag an elliptical galaxy with a probability greater than Oz
has to be higher than 100 km'sthe signal-to-noise for spectraon GalaxyZoo. We carefully investigated thieet of diferent
has to be better than 10, and the automatic spectral clasiific values of the criterion on our sample and on the candidates we
has to confirm that the object is a galaxy. To ensure relidfte p want to find (see Section 4). Values higher than 0.5 will reenov
tometric measurements, we required that there are no g&duraoo many promising candidates from our sample, while for val
objects in our sampleR(flags_rnot set toSATURATED As a ues below 0.5, the candidates in our sample will be heavity co
direct consequence of these requirements, we requirethérat  taminated by galaxies that are superimposed on anotherygala
must be spectroscopic data for every galaxy in our sample. Methe line of sight or near neighbours, galaxies close torg ve
imposed the target limit for galaxy spectroscopy of SDSSwn obright foreground star, and star-burst galaxies. We regliinat
sample, which is a minimum Petrosian magnitude in the r bagige |ikelihood for a de Vaucouleurs profile is greater thas th
of 17.77 mag (Strauss et al. 2002) and saturation limit of 48 miikelihood for an exponential profile in every filter excepetu
in the u band, 14 mag in the g, r, or i band, or 12 mag in thegand, owing to known problerfisvith this filter. This criterion
band. was necessary because we used parameters, such as thedadii a

With these criteria, we found 393 033 galaxies in SDS@agnitudes obtained by de Vaucouleurs fits in this papenelf t
DR10. For these galaxies, we downloaded the SDSS DR10 @iRelihood for another profile is indeed higher, it would uésn

ject ID, the galactic and equatorial coordinates, the riédshe poorly derived values for our parameters.

central velocity dispersion, and the following photometiuan- In light of our comparison with other samples of compact
tities for the g, r, i, and z filters each: the axis-ratios, & massive galaxies in the local universe (see Section 5 failggt
Vaucouleurs radii, the de Vaucouleurs model magnitudes, tiye found that the vast majority of these galaxies in thediter
galactic extinction, the likelihoods for a de Vaucouleursfiie  ture are within our basic sample and therefore best desthipe
and for an exponential profile, and the probability of itsigean  a de Vaucouleurs profile. Since we were searching for peatenti
early-type galaxy based on GalaxyZoo. survivors of the red nuggets, we limited our sample to red se-

We used the Sersic fit radii and magnitudes, as well as thgence galaxies. We did this by removing all galaxies bloant
Sersic indices from the catalogue by Simard et al. (20115 Thhe lower 3¢ limit of the red sequence fit performed in Saulder
catalogue is based on SDSS DR7, and it only provides the SD&S. (2013). After this filtering, there were 233 833 gamde-
DR7 ID, which difers from the SDSS DR10 object IDs, to identween a redshift of 0.005 and 0.4 left (about®® of the first
tify the galaxies in the catalogue, but no coordinates to dd a selection and 63% of the cross-matched sample). Those farm t
rect cross-match. We could revert to SDSS DR7, but we preferiasic sample that were used for the further analysis in tpep
take advantage of the updated photometry of SDSS DR10 (Ahn
et al. 2014). We solved this problem by using a complete set
of all SDSS DR7 galaxies with object IDs, equatorial coordi3. Method
nates, and redshifts to create a bridge between our datzhendd
catalogue, which allows for direct cross-identificatiorivieen
them.

We used the stellar masses of SDSS galaxies based on'th
dusty models of the catalogue by Mendel et al. (2014). Their € 3 The reduced upper redshift limit is no concern to us, since we do
timates for stellar masses were derived using a stellarlabpao  not expect to detect any intrinsically small galaxies at redshifts higher
synthesis based on the code of Conroy et al. (2009) with isgdecthan 0.2 anyway.
energy distributions based on the SDSS broadband photpmetr* See:https://www.sdss3.org/dr10/imaging/caveats.php#

We cross-matched this catalogue with the one of Simard et adky.
(2011) and our DR10 sample. Since the Mendel et al. (2014)

ne has to carefully calibrate the parameters obtained fhem
SDSS database and the refits done by Simard et al. (2011befor
igg them to classify and characterize the galaxies. Tlefo
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ing quantities are calculated for all sources in every baseu The measured surface brightnggsis defined in the following

and for every set of fit parameters. way:
One starts fi by considering the galactic extinction by using
the Schlegel maps (Schlegel et al. 1998): fo = Meor + 2510030 (27 12,) = 10- logyo (1 + 2) + Q- Z (9)
Mextcor = Msdss— Aschlegel (1) with the term-10-log;o (1 + 2) correcting for cosmological dim-

L . ming of surface brightnesses. Since we only intend to use the
wheremeycor denotes the extinction correct magnitut®ussthe gy rface brightness, we include a parameter that correctido

observed apparent magnitude, @ghiegeithe extinction accord- gecyjar evolution evolution of early-type galaxies, wheplg-
ing to Schlegel maps. ing or calculating the fundamental plane (see Appendix A and
The K-correction used in this paper, Saulder et al. (2013)). The evolution paramefee 1.07 mag
; J. perzwas derived in Saulder et al. (2013) for early-type galaxies
K(zobs M, —my,) = Z Bij Zup(Mr, — M) @) Another quantity that is required for our investigationthis
i absolute magnitudM,,s Which is calculated using the distance

follows the model of Chilingarian et al. (2010), but with up_module:

dated cofficientsB;; from Saulder et al. (2013). It requires the Meor = Mabs = 5 - 10g;(D1/pC) - 5. (10)
extinction-corrected magnitudesy, andm;,, of two different The dynamical mass is given by
filters, f; and f,, and the observed redshiff,s.
In the next step, one obtains the fully corrected rest-frame ,B(n)o-g -Ro
magnitudemy, by considering the K correctiol (zops My, — Mayn = —(5— (11)
my,):
2 Meor = Mextcor — K (Zobs My, — My,). (3) with G being the gravitational constant. The functigfms) is

o ) ) _defined by:
The redshifiz is corrected for our motion relative to the cosmic

microwave background (CMB). B(n) = 8.87—-0.831- ng + 0.0241- n3 (12)
The measured model semi-major from the SDSS dafa ) )
has to be renormalized to account for thiatient ellipticities of according to Cappellari et al. (2006), based on results from

the galaxies in the following way: Bertin et al. (2002). It depends on the Sersic-indagx if a
Sersic profile was used to obtain th&eetive radius. For de
I'circ = Asdss\Oby/a- (4) Vaucouleurs profiles, which are Sersic profiles with Sersic-

) indicesns = 4, one would expect g of 5.953; however, it

We follow Bernardi et al. (2003) and get a comparable quantihas been found by observations (Cappellari et al. 2006)ahat
for all types of elliptical galaxies, the circularized rasiicic, g of five works better. Cappellari et al. (2006) argue that this
with the help of the minor semi-axis to the major semi-axi®ra geviation is due to dierences between the idealised simulation
Obya- ] ] ) . Equation 12 is based on and real observational data. Bedli et

Because of the fixed fibre size of SDSS, an additional corrgen14) find that the equations works well for spherical syste
tion on the measured central velocity dispersiQmssis required pyt has problems if discs are present. We therefore deciled t
and we take advantage of the work of Jorgensen et al. (1995) @Re thes(ns) from Equation 12, when using a Sersic profile, but

Wegner et al. (1999) to use we adopt 83 of 5, when using a de Vaucouleurs profile in our
004 analysis.
oo = o_sdss.( Afiber ) ’ (5) With all the equations and definitions given in this section,
Feire/8 we now proceed to the selection and analysis of galaxiesasimi

T . to b19.
whereo denotes the corrected central velocity dispersion and

asiper Stands for the radius of the SDSS fibres, which is 1.5 arcsec-
onds for the galaxies in our sample. Herg,is typically about
10% higher than the measured valugss(Saulder et al. 2013).

For the following calculations, one requires the lumingsit
distanceD, which is given by

oz z-(1-qo)
D) = Ho (1+(m+1+%‘2)) ©

with Hy being the present day Hubble parameter apd=
QTM — Q, the current declaration parameter, which depends on
the cosmological parametefs, andQ,.

With the luminosity distance at hand, the angular diameter
distance is given by

Da(@ =DL(d) - (1+2)72 (7
The physical radiusy, of the galaxy is obtained using simple
trigonometry:
Ro = Da(2) - tan(reirc) - (8)
4
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Internal ID SDSS DR10 ID ra dec z Mygssr Asdss Tsdss Opa  Lete
° [] [mag] [arcsec] [knys]
1 1237648721255596242 236.8072 -0.1422 0.1138 17080 1.17+0.02 31514 0.67 0.88
2 1237648703523520846 229.4240 -0.7049 0.1166 17@00 1.25:0.02 33612 0.67 0.81
3 1237651191892607189 125.5691 48.2553 0.1276 1761 1.39:+0.02 35k 14 0.46 0.75
4 1237651753466462236 164.0158  1.9983  0.1153 170P1 0.95:0.03 29%22 0.66 0.82
5 1237652934037536913 327.3491 -8.6752 0.1014 17391 0.81+0.03 32@16 0.88 0.70
6 1237652900773298301 58.0541  -5.8611 0.1137 1¥@®1 1.03:0.02 30614 0.38 0.66
7 1237652629102067836  8.1716  -10.6661 0.1557 1¥601 1.00+0.03 355 18 0.63 1.00
8 1237651252589363420 247.9117 46.2683 0.1321 17®01 0.78:0.01 31k 14 0.30 0.76
9 1237655502424769160 256.4241 33.4779 0.1022 17(RBB1 1.51+0.02 32616 0.52 0.77
10 1237651539246186637 167.7205 66.7862 0.1362 H/(BOU1 1.09+0.02 35& 14 0.29 0.59
11 1237651735773708418 218.3124 1.5053 0.1096 17(®B1 0.96+0.02 29k 16 0.68 0.74
12 1237659329240236080 243.4534 41.1059 0.1381 17@®61 0.85+0.03 29@ 17 0.56 0.78
13 1237666339727671425  20.8205 0.2955 0.0928 1¥@00 1.11+0.02 29611 0.73 0.88
14 1237651714798125236 248.3287 47.1274 0.1229 1/®B1 0.60+0.02 33%12 0.85 0.66
15 1237658206124507259 193.5474 50.8170 0.1209 @0 1.17+0.01 34k 16 0.41 0.80
16 1237652944786424004 1.1323 16.0719 0.1144 1#®81 0.91+0.01 2915 0.29 0.55
17 1237662267540570526 235.5841 4.7666  0.1105 @Bl 1.20+0.02 30210 056 0.77
18 1237652948530102500 10.3768  -9.2352 0.0538 15@40 3.09+0.02 31&5 0.33 0.53
19 1237656241159995854 331.7753 12.0459 0.1607 17M®O1 1.00+0.03 30616 0.57 0.89
20 1237656243317113067 354.1646 15.8222 0.1179 17(®61 1.16+0.02 29G¢-16 041 0.73
21 1237655474503024820 245.6049 44.7856 0.0716 15MBA0 1.86+0.02 3338 0.61 0.81
22 1237657596224209238 123.8014 38.6793 0.1259 17060 1.26+0.02 33213 0.48 0.89
23 1237662264318034136 217.8880 8.9225 0.1108 @Ol 1.46+0.02 38415 053 0.72
24 1237665569297203655 254.5120 41.8378 0.0375 5@BB0 1.62+0.01 3037 0.48 0.64
25 1237654605857751221 148.8860 4.3722  0.0937 16@00 1.48:0.01 3529 0.39 0.52
26 1237655465916170402 184.8400 63.5358 0.1039 17M61 0.76:0.01 29214 0.39 0.52
27 1237657628456190055 187.6884 51.7060 0.1517 1701 0.90+0.01 30% 14 0.43 0.62
28 1237660025032081578 340.4373 -0.8113 0.1293 1 ®81 0.63+0.02 37322 0.86 0.77
29 1237661064411349290 138.3286 8.1161 0.0934 1@BR0 1.41+0.01 2959 0.28 0.61
30 1237661849849430137 156.3195 40.3153 0.0682 16(BB0 1.53+0.02 3110 0.78 0.58
31 1237663277928022281  0.6027 0.5352 0.0784 1¥681 0.64+0.02 33k17 0.68 0.77
32 1237661383314702588 160.1959 39.9311 0.1394 17(¥@1 0.86+0.02 32415 0.36 0.69
33 1237662697568796852 226.2857 30.1184 0.1450 17(®@1 0.86+0.02 3149 0.73 0.71
34 1237661812272857187 180.2528 12.2175 0.1295 17(¥B1 1.00+0.03 2917 0.52 0.81
35 1237665532252520624 223.1388 22.5927 0.1551 /@61 1.32+0.02 31& 16 0.34 0.54
36 1237662224087974057 238.7278 25.4691 0.1556 H1/(®BA1 1.18+0.02 308 17 0.45 0.76
37 1237664130483618005 166.7737 13.3182 0.1188 /00 1.40+0.02 32& 13 0.49 0.76
38 1237664669510074510 158.0224 37.4689 0.1043 1600 0.99+0.01 38%12 0.63 0.71
39 1237665549429899544 223.0734 22.4871 0.1165 1®O1 0.78:£0.01 33513 0.29 0.62
40 1237667209978380503 149.1117 23.9641 0.1193 17(MBB1 0.95:0.02 35625 0.81 0.68
41 1237663278461944053 353.8668 1.0467 0.0827 1H@BO 1.71+0.02 3269 0.55 0.80
42 1237662340012638220 239.5694 27.2367 0.0896 17MOO 0.81+0.01 29612 055 0.75
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Internal ID SDSS DR10ID ra dec z Mysg Asdss Tsdss Oba Letc
[] [] [mag] [arcsec] [kryis]
43 1237664667887140986 128.6548 24.3250 0.0705 160120 1.22+0.02 2969 0.71 0.77
44 1237664093432119636 121.7265 20.7624 0.1247 176O1 0.93+0.02 29314 0.44 0.66
45 1237661850400260193 199.4989 43.6141 0.1140 170761 0.64+0.02 28%16 0.59 0.62
46 1237664852035174654 219.1545 31.3943 0.0850 160100 1.46+0.01 33%k9 0.36 0.77
47 1237667429035540562 178.7061 26.4323 0.1108 17MBO 1.12+0.01 31612 0.62 0.67
48 1237673808655221213 121.7151 19.4664 0.1242 18MB1 0.69+ 0.03 29419 0.62 0.73
49 1237664854715727968 210.0376 35.9503 0.1494 1761 1.01+0.03 31Z14 0.66 0.65
50 1237665535469486145 243.3042 17.8080 0.0374 14(0R0 3.44+0.01 3167 0.44 0.68
51 1237663478723969457 338.0784 -0.4059 0.0865 /MO0 1.23+0.02 32Z17 0.54 0.80
52 1237665440978698364 194.2722 28.9814 0.0686 (B0 2.19+0.01 34@8 0.57 0.78
53 1237667910055100586 181.7985 23.8744 0.0775 H1®GBO 1.21+0.02 32& 11 0.77 0.86
54 1237667734526492801 227.3075 16.4333 0.1159 ({61 1.02+0.02 31@G17 0.49 0.61
55 1237662619725005006 240.2092 29.2028 0.0913 166BBO 1.40+0.01 32211 0.62 0.84
56 1237664869745230095 128.9418 34.2085 0.1978 18(1B1 0.68+0.04 31624 0.77 0.65
57 1237665429169242591 209.7906 27.9501 0.0811 1760 0.63+0.01 28410 0.46 0.62
58 1237665440975224988 185.1490 29.2998 0.0908 160100 1.45:0.02 33213 0.74 0.85
59 1237668299281662070 194.2881 20.8064 0.0868 1660 1.17+0.01 30Z&9 0.51 0.56
60 1237668349753950509 232.0499 12.1307 0.1225 17®B1 1.16+0.02 31k 14 0.38 0.81
61 1237668271372501042 227.9714 14.2653 0.1221 101 0.92+0.02 29k 16 0.54 0.75
62 1237648721758978188 160.3022 0.2285 0.1300 @Ol 1.24+0.02 30%15 0.37 0.64
63 1237664671640715458 191.2284 36.1838 0.0877 17®A1 0.47+0.01 29315 0.65 0.68
64 1237667735062708393 225.9192 17.2367 0.1505 17081 1.07+0.03 30217 0.56 0.74
65 1237662335717015837 236.8248 33.1773 0.1265 170181 0.84+0.03 29616 0.64 0.78
66 1237668310021440087 245.6255 9.3970 0.2018 /Ol 0.85:0.02 30213 0.51 0.79
67 1237661358617067696 181.3091 48.4216 0.0648 15BO0 2.01+0.02 31%k8 054 0.71
68 1237668298203070641 182.4650 20.0535 0.1116 176681 1.02+0.02 29312 0.56 0.72
69 1237662336794820961 245.8542 28.0910 0.1233 17MA0 1.01+0.02 30611 0.73 0.65
70 1237667917032980629 189.9670 21.1529 0.1085 160680 1.43+0.01 32x9 0.51 0.74
71 1237662224614490342 214.0046 35.9910 0.1271 17(GR1 1.12+0.02 30@-14 0.54 0.78
72 1237661950244945934 162.5130 11.8190 0.0812 16(B60 1.75+0.02 34@-11 0.46 0.88
73 1237668333640810655 225.5537 14.6343 0.0697 16(6BR0 0.95+0.01 35k 14 0.58 0.52
74 1237662236410577091 226.1287 6.6601 0.1439 /(@61 0.82+0.03 31617 0.78 0.80
75 1237662302971691136 214.9301 49.2366 0.0260 1480 3.59+0.02 37&2 0.93 051
76 1237667917030555837 184.0304 21.1393 0.1278 17MB0 1.24+0.02 38% 16 0.53 0.79
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Table 2. List of the basic parameters of our candidate galaxiest Egisimn: internal IDs, which are used to identify the gadsxiThe numbering is essentially random ar@
only based on the order the galaxies were drawn from the basiple. The galaxy b19 has the internal ID 2. Second colutyjecblD used by SDSS DR10. Third and fourtt

column: equatorial coordinates of the galaxies. Fifth noluredshiftz, already corrected for our motion relative to the CMB. Sjdaventh, and eighth columns: observ:
uncorrected refitted SDSS parameters in the following omigserved apparent magnitunhesss angular semi-major axikgss central velocity dispersionrsgss Ninth column:

axis ratiogp/a. Tenth column: GalaxyZoo probabilit¢erg of the galaxy being classified as an early-type.

internal ID R or) Hr M, (Mg = M) M, l0g10(Mayn) l0g19(M..) Tdyn
[kpc] [km s [sroes] [mag] [mag] [mag] [logo(Me)]  [l0g10(Me)l  [Mo/Lo.]
1 2.00+0.04 34& 16 18.38:t0.04 -21.81+0.01 0.83:0.01 -22.46:0.01 11.45:0.02 11.040.15 6.95+0.37
2 217+ 0.05 37k 13 18.43+0.05 -21.950.01 0.80+0.01 -22.61+0.01 11.54-0.02 11.15:+0.15 7.55+0.35
3 2.17+0.05 38216 18.78:£0.05 -21.60:0.01 0.77+0.02 -22.31+0.01 11.58:0.02 10.98:0.15 11.39:+0.61
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internal ID R oo I M, (Mg — M) M, 10g10(Mayn) ~ 10g10(M.) Tayn T.
[kpc] kms™] [l [mag] [mag] [mag] [logo(Mo)l  [l0g1o(Me)l  [Mo/Lod  [Mo/Lel
4 162+ 0.06 33225 18.60+0.07 -21.15:0.01 0.77:0.02 -21.83:0.02 11.32:0.03 10.770.15 9.41+0.83 2.64x 1.09
5 1.44+0.05 358 18 18.29+0.08 -21.180.01 0.62+0.01 -22.00+0.01 11.33:0.03 10.83:0.15 9.44+0.61 2.99+1.23
6 1.32+0.04 34415 17.50+0.06 -21.79:0.01 0.77£0.01 -22.46:0.01 11.26:0.02 10.95:0.15 4.54:0.26 2.23+0.92
7 2.18+0.09 39520 18.41+0.09 -22.01+0.01 0.78:0.02 -22.80+0.02 11.60+0.03 11.16+0.15 8.13+0.55 2.97+1.23
8 1.02+0.03 35516 17.27+0.06 -21.480.01 0.83+0.01 -22.19+0.01 11.18 0.02 11.00:0.15 5.01+0.28 3.32+1.37
9 2.05£0.05 35& 17 19.02+0.05 -21.22+0.01 0.84+0.02 -21.89:0.01 11.49:0.02 10.85:0.15 13.02:0.77 3.00+1.24
10 1.42+0.05 39% 16 17.81+0.08 -21.66:0.01 0.83:0.01 -22.39:0.02 11.41+0.02 10.99:0.15 7.28+0.43 2.75:1.14
11 158+ 0.04 32418 18.26+0.06 -21.42:0.01 0.73:0.02 -22.06:0.01 11.29-0.03 10.88:0.15 6.80+0.45 2.65+ 1.09
12 159+ 0.07 32%19 18.10+0.09 -21.62:0.01 1.10+0.02 -22.16:0.02 11.29:0.03 11.01+0.15 5.78:0.44 2.97+1.23
13 1.66+0.03 32% 13 18.54+0.04 -21.22:0.01 0.76:0.01 -21.87:+0.01 11.31+0.02 10.78:0.15 8.76+0.41 258+ 1.07
14 1.24+0.03 37214 17.88+0.06 -21.29:0.01 0.59+0.01 -21.91+0.01 11.31+0.02 10.66:0.15 8.23+0.39 1.82+0.75
15 1.65+0.03 38118 18.09+0.04 -21.70:0.01 0.83:0.01 -22.39:0.01 11.45:0.02 11.00:0.15 7.60+0.41 2.74+1.13
16 1.03+0.02 33%17 17.46+0.05 -21.29:0.01 0.81+0.02 -22.01+0.01 11.12:0.02 10.85:0.15 5.21+0.31 2.80+1.16
17 1.83+0.04 33% 11 18.33:0.05 -21.66:0.01 0.83:0.01 -22.33:0.01 11.38:0.02 10.95:0.15 6.72+0.30 251+ 1.04
18 1.85+0.02 3346 18.15+0.02 -21.82:0.01 0.82+0.01 -22.51+0.01 11.38:0.01 11.04:0.15 5.89+0.14 269+ 1.11
19 2.13+0.07 34218 18.44+0.07 -21.94:0.01 0.85:0.02 -22.69:0.02 11.46+0.03 11.15:0.15 6.35:0.42 3.07+1.27
20 1.60£0.04 32418 18.26:0.05 -21.45:0.01 0.80+0.02 -22.18:0.01 11.29:0.03 10.88:0.15 6.69+0.43 2.64+ 1.09
21 2.00+0.02 3629 18.34+0.02 -21.81+0.01 0.81+0.01 -22.46:0.01 11.48:0.01 11.02:0.15 7.54+0.24 2.57+1.06
22 2.00+0.04 37G:14 1827+0.05 -21.94:0.01 0.82:0.01 -22.63:0.01 11.50:0.02 11.14:0.15 6.99+0.34 3.01+ 1.24
23 2.17+0.04 42317 18.70+0.04 -21.67:0.01 0.82+0.02 -22.42+0.03 11.66:0.02 11.02:0.15 12.70+0.64 2.96+1.22
24 0.84+0.01 3337 17.39+0.02 -20.83:0.01 0.82+0.01 -21.59+0.01 11.03:0.01 10.60:+0.15 6.53:0.20 2.42+1.00
25 1.62+0.02 39610 17.72:£0.03 -22.00:0.01 0.82+0.01 -22.73:0.01 11.46:0.01 11.11+0.15 5.94+0.19 2.68+1.11
26 0.92+0.02 33316 17.37+0.05 -21.12:0.01 0.82+0.01 -21.86:0.01 11.07:0.02 10.77:0.15 5.49+0.31 2.74+1.13
27 158+ 0.04 346:-16 17.81+0.05 -21.91+0.01 0.83:0.01 -22.60:+0.01 11.34:0.02 11.06:+0.15 4.96+0.27 2.58+1.06
28 1.36+0.05 42%25 17.83+0.07 -21.53:0.01 0.77+0.02 -22.23:0.02 11.45:0.03 10.93:0.15 8.88+0.65 2.73+1.13
29 1.29+0.02 32210 17.65+0.03 -21.57+0.01 0.81+0.01 -22.29:+0.01 11.21+0.01 10.85:0.15 4.99+0.19 2.15:0.89
30 176+ 0.03 34& 11 18.91+0.04 -20.96:0.01 0.66:+0.01 -21.57+0.01 11.39:0.02 10.57+0.15 13.21+0.53 1.99+0.82
31 0.78+0.02 37%19 17.76:+0.06 -20.35:0.02 0.74+0.02 -21.00:0.02 11.10:+0.02 10.41+0.15 11.99:0.82 2.40+ 0.99
32 1.29+0.05 36& 17 17.73x0.08 -21.54+0.01 0.82+0.02 -22.27:+0.01 11.31+0.02 10.96:0.15 6.41+0.40 2.90+ 1.20
33 1.89+0.06 35%10 17.95:0.07 -22.16:0.01 0.79+0.01 -22.71+0.01 11.43:0.02 11.15:+0.15 4.87+0.22 251+ 1.04
34 1.68+0.06 326:19 18.41+0.08 -21.43:0.01 0.83:0.02 -22.18:0.02 11.32:0.03 10.94+0.15 7.28+0.53 3.05: 1.26
35 2.09+0.07 35518 18.36+0.07 -21.97:+0.01 0.86:0.02 -22.75:0.01 11.49:0.02 11.180.15 6.51+0.41 3.22+1.33
36 2.16+0.06 34319 1853+0.06 -21.88:0.01 0.82:0.02 -22.54:0.02 11.47+0.03 11.09:0.15 6.86+0.47 2.88+1.19
37 2.13+0.04 36315 1857+0.04 -21.77:+0.01 0.77+0.01 -22.390.01 11.51+0.02 10.96:0.15 8.32+0.39 2.33+0.96
38 151+ 0.02 42913 17.61+0.03 -21.97+0.01 0.78:0.01 -22.62:0.01 11.51+0.01 11.06:0.15 6.88+0.27 2.44+1.01
39 0.89+0.02 38315 16.94+0.05 -21.50+0.01 0.80+0.01 -22.20:0.01 11.18:0.02 10.87:0.15 4.96+0.25 2.45+1.01
40 1.87+0.05 39% 27 18.48+0.06 -21.57+0.01 0.66+0.01 -22.23:0.01 11.53:0.03 10.80+0.15 10.44+0.79 1.94:+0.80
41 1.97+0.02 35@ 10 18.38+0.03 -21.75:0.01 0.81+0.01 -22.50+0.01 11.45:0.01 11.09:0.15 7.33:0.25 3.21+1.33
42 1.01+0.02 33413 17.41+0.05 -21.27:0.01 0.84+0.01 -22.04t0.01 11.12:0.02 10.88:0.15 5.28+0.26 3.05+ 1.26
43 1.39+0.02 32Z10 18.09x0.03 -21.27:0.01 0.79+0.01 -21.91+0.01 11.24:0.01 10.84:0.15 7.01+0.27 2.79+1.15
44 1.40+0.03 33G: 15 18.01+0.05 -21.42:0.01 0.78:0.01 -22.17:0.01 11.26:0.02 10.91+0.15 6.49+0.36 2.87+1.19
45 1.03:0.04 326:18 17.72:£0.08 -21.03:0.01 0.77+0.02 -21.78:0.01 11.10:0.03 10.71+0.15 6.42+0.46 2.61+ 1.08
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internal ID R oo I M, (Mg — M) M, 10g10(Mayn) ~ 10g10(M.) Tayn T.
[kpc] kms™] [l [mag] [mag] [mag] [logo(Mo)l  [l0g10(Me)l  [Mo/Lod  [Mo/Leyl
46 1.39+0.01 368 11 17.45:0.02 -21.93:0.01 0.80:0.01 -22.63:0.01 11.34:0.01 11.04:0.15 4.86:0.17 2.43:1.00
47 1.80+0.03 3514 18.28:0.04 -21.68:0.01 0.76:0.01 -22.24:r0.01 11.41+0.02 10.90:0.15 7.12:0.33 2.21+0.91
48 1.22+0.06 33321 1811+0.11 -21.02:0.01 0.86+0.02 -21.57:0.02 11.20:0.03 10.70:0.15 8.01+0.68 2.54+1.05
49 2.17+0.07 35216 18.70+0.08 -21.71+0.01 0.85:0.02 -22.39:0.01 11.50:+0.02 11.05:0.15 8.50+0.51 3.04+1.26
50 1.69+0.01 3387 18.18+0.01 -21.56:0.01 0.84+0.01 -22.22:+0.01 11.35:0.01 10.91+0.15 6.96+0.21 255+ 1.05
51 1.48+0.03 362 18 18.32:0.05 -21.19:0.01 0.77+0.02 -21.86:0.02 11.35:0.02 10.74:0.15 9.88+0.62 2.43+ 1.00
52 217+0.02 3689 18.22+0.02 -22.10:0.01 0.84:0.01 -22.80:0.01 11.53:0.01 11.10:0.15 6.43:0.19 2.37+0.98
53 157+ 0.03 36112 18.30+0.03 -21.33:0.01 0.76:0.01 -21.91+0.01 11.38:0.02 10.85:0.15 9.11+0.39 2.70+1.12
54 152+ 0.05 34%19 18.31+0.07 -21.30:0.01 0.82+0.02 -21.97:+0.02 11.33:0.03 10.86:0.15 8.44+0.58 2.87+1.19
55 1.89+0.03 36@:12 18.39+0.03 -21.66:0.01 0.79+0.01 -22.30:0.01 11.45:0.02 10.92+0.15 8.07+0.33 2.34+0.97
56 2.00+0.14 356:27 18.38+0.15 -21.90:0.01 1.04+0.03 -22.49:0.02 11.47+0.04 11.28:0.15 6.67+0.71 4.27+1.77
57 0.66+0.01 32812 16.93+0.04 -20.81+0.01 0.79:+0.01 -21.47+0.01 10.92:0.02 10.58:0.15 5.09+0.23 2.36+ 0.98
58 2.12+0.03 36415 1855+0.03 -21.75:0.01 0.77+0.01 -22.39:0.01 11.51+0.02 10.97:0.15 851+0.40 2.45+1.01
59 1.37+0.02 34211 17.92+0.04 -21.41+0.01 0.80+0.01 -22.15:0.01 11.27+0.01 10.88:0.15 6.59+0.26 2.67+ 1.10
60 159+ 0.04 348 16 18.29+0.05 -21.42:0.01 0.79+0.02 -22.20:0.02 11.35:0.02 10.96:0.15 7.95+0.47 3.27+1.35
61 150+ 0.04 326:18 18.27+0.05 -21.31+0.01 0.78:0.02 -21.96:0.01 11.27+0.03 10.86:0.15 7.25+0.47 2.80+1.16
62 1.77+0.05 34116 18.32:0.06 -21.63:0.01 0.84+0.02 -22.36:0.01 11.38:0.02 11.00:0.15 6.97+0.41 2.90+ 1.20
63 0.62+0.01 33%&17 17.12+0.05 -20.51+0.01 0.80+0.02 -21.14:0.01 10.91+0.02 10.45:0.15 6.71+0.40 2.32:0.96
64 2.14+0.08 34419 1858+0.08 -21.80:0.01 0.81+0.02 -22.46:0.01 11.47+0.03 11.06:0.15 7.33:0.52 2.87+1.18
65 154+ 0.06 33218 18.30:0.08 -21.34:0.01 0.79+0.02 -22.07:0.02 11.29:0.03 10.80+0.15 7.46+0.54 2.38+ 0.99
66 2.06+0.08 34@-15 17.66+0.09 -22.69:0.01 0.80+0.02 -23.36:+0.01 11.44:0.03 11.27:+0.15 3.03:0.19 2.05+0.84
67 1.83+0.02 3389 18.39+0.03 -21.57+0.01 0.78:0.01 -22.25:0.01 11.39:0.01 10.89:0.15 7.52+:0.26 2.38+0.98
68 156+ 0.05 32813 18.46+£0.07 -21.19:0.01 0.75:0.01 -21.88:0.01 11.29:0.02 10.79:0.15 8.45:0.46 2.69+1.11
69 1.94+0.04 33212 18.06+£0.05 -22.07:0.01 0.62+0.01 -22.66:0.01 11.41+0.02 10.96:0.15 5.02:0.22 1.77+0.73
70 2.03+0.03 35510 18.26+0.03 -21.95:0.01 0.80+0.01 -22.70:0.01 11.47:0.01 11.17:0.15 6.40+0.23 3.23+1.33
71 1.90+0.04 33415 1857+0.05 -21.52:0.01 0.80+0.02 -22.12:0.01 11.39:0.02 10.91+0.15 7.93+0.43 2.61+1.08
72 1.83+0.03 37312 1853:0.03 -21.43:0.01 0.77+0.01 -22.13:0.01 11.47:0.01 10.87:0.15 10.33:0.41 2.62+1.08
73 0.97+0.01 39315 17.56+0.03 -21.01+0.01 0.76:0.01 -21.64:0.01 11.24+0.02 10.61+0.15 8.94+0.42 2.08+0.86
74 1.85+0.07 35219 18.41+0.09 -21.65:0.01 0.80+0.02 -22.36:+0.01 11.43:0.03 10.99:0.15 7.70+0.55 2.80+1.15
75 1.81+0.01 39%3 19.07+0.02 -20.81+0.04 0.73:0.06 -21.39:0.04 11.52:0.00 10.59:0.15 20.56+2.13 2.42+1.03
76 2.08+0.04 43218 1822+0.04 -22.07:+0.01 0.79:+0.01 -22.770.01 11.65:0.02 11.10:0.15 8.76+0.44 2.47+1.02
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Table 3.List of the derived parameters based on the de Vaucoulesifsdin SDSS for our candidate galaxies. First column: irgtelDs of our galaxies. Second column: scalg.

radiusR; of the galaxies measured in the SDSS r band (in kpc). Thinagheol corrected central velocity dispersieg (in km/s). Fourth column: surface brightnggsmeasured «
in the SDSS r band (in mggycsed). Fifth column: absolute magnitude in r bahl. Sixth column: g-r colourilg — M;) (in mag). Seventh column: logarithm of the dynamic:
massMayn (in solar masses). Eighth column: logarithm of the stellassM- (in solar masses). Ninth column: dynamical mass-to-lighibr"ay, (in solar unitsMg/Le ).

Tenth column: stellar mass-to-light rafio. (in solar unitsMe/Le,).
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4. Candidate selection

Dozens of compact and high velocity-dispermsarly-type galaxies in Sloan Digital Sky Survey

investigated over the course of this paper. A set of SDSShhum
nail images for all our candidates is provided in Figure 2.

In Appendix B, we provide an alternative sample of candi-
dates using the Sersic fit parameters from Simard et al. {2011
instead of the de Vaucouleurs fit directly from SDSS.

logg(0q [km/s])

0.25 0 025 05 075 1 125 15
log10(Rg [kpc])

Figure 1. Selection criteria for our compact and massive galaxy can-
didates indicated by the dashed magenta lines. The black stars repre-
sent the 75 new candidates for galaxies with similar properties in de
Vaucouleurs fit parameters as b19, while b19 itself is represented by a
grey filled square in the plot.

The main idea behind this paper is to find galaxies with prop-
erties comparable to b19 (Lasker et al. 2013) and NGC 1277
(van den Bosch et al. 2012) and to investigate whether theey ar
unique objects or not. B19 is characterized by a relativelgls
scale radius, but a relatively high central velocity disjen that
implies a high dynamical mass for its given radius.

In the following we define a set of criteria that provides us
with galaxies in the same region of the |gRo)-109;4(c0) dia-
gram as b19. The selection criteria have to be restricticeigin
that only the most massive and most compact galaxies are in-
cluded, but still generous enough to include b19. To avodd to
much arbitrariness, we used the samples averages andrstanda
deviations as a basis for our definitions. We adopted thevell
ing selection criteria:

- IOglO (RO) < IOglO (RO) ~ Tlogyo(Ro)

= 10019 (070) > 10934 (070) + 2 Tiog,(cr0)
= 109, (070) - Kryr - 100930 (Ro) < dry + 3 Scro-

The first criterion means that the logarithm of the physical
radiusRy has to be smaller than the sample’s averiagg, (Ro)
by at least one standard deviatiofyg, (r,), Which provides us
with an upper limit forR, of 2.18 kpc for the de Vaucouleurs
fit parameters. The lower limit for the central velocity désp
sion oy is requiring by demanding it to be at least two standard
deviationcieg, () higher than the mean of the logarithm of the

central velocity dispersiofog;, (o). This yields a lower limit
of o9 =323.2 km s. The last criterion ensures that all candi-
dates are more than three root mean squags off from the
109;(Ro) — l0g;o(o0) relation: logy(co) = krs - 109;0(Ro) + dry,
for which the coéicientskg, anddg, were obtained by a linear
fit to the data points of the basic sample. The selectionriite
are illustrated in Figure 1.

By applying the above selection criteria to the basic sample
one finds 76 galaxies. All candidates are listed with thegiba
parameters in Table 2 and their derived parameters in Table 3
B19 itself has the internal ID 2. The others are new compact
massive galaxies similar to b19, whose global propertidiei
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Figure 2. SDSS DR10 colour thumbnails for our 76 compact massive galaxyidaesd. They are arranged by their internal ID with galaxy 1 in
upper left corner and then in ascending order from left to right andadgttom. B19 is the second galaxy in the top row. The thumbnails show
an square area with a side length corresponding @,d2of the displayed galaxy. There is also a small scale in the top left correerabfimage.
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5. Results 15

In this section, we discuss the distribution of our candidat 125
along known scaling relations for early-type galaxies. \&me
pare our sample to the work of Taylor et al. (2010), who listed =
63 compact massive red-sequence galaxies in a similarifedsh 5,5
range. When cross-matching their sample with our data, we findfa

60 of their galaxies that are in our basic sample. Anothepsam
of possible low-redshift, compact, massive red-sequentzxg

ies is the sample of Truijillo et al. (2009), which containssgh
galaxies, of which we detect 23 in our basic sample. All s@sipl
are based on SDSS. In the following, we compare our compac
galaxy sample of 76 galaxies to the 60 galaxies that are im bot -0.25
our basic sample and the Taylor et al. (2010) sample, as well

o) +¢C

1

0

+
o
o

candidates ¥
TalO sample 4
| |

~alogo(0p)
o
o O

Tr09 sample

fundamental plane -
3- o interval

5 1 125 15

. i ) ; '””-o.zs 0 025 05 _ 07
as to the 23 galaxies, which are in both our basic sample and log1(Ro)

the Trujillo et al. (2009) sample. For simplicity, we calktie0

galaxies of Taylor et al. (2010), which are in our basic sanplFigure 3. Location of the candidate galaxies on the fundamental plane.
the Ta10 sample from here on, and they are listed with theicbaThe candidates are indicated by black stars. The galaxies belonging to
and derived parameters from SDSS in Tables C.2 and C.3. 1he Tal0 sample are represented using filled green triangles, and the

23 galaxies of the Truiillo et al. (2009), which are in our isas T09 Sample is denoted by filled cyan diamonds. B19, the starting point
of our investigation, is indicated by a filled grey square. The magenta

S?‘rrf]‘PtLe*. atl;e c_alleddtge '_I'rOg sample fl’OfT; here, and t_hey ﬁg lis otted lines show the limiting physical radius used in the sample sample
with their basic and derived parameters from SDSS in Tablés election. The black dashed lines are the fundamental plane fits from

and C.5. Appendix A with their corresponding @-confidence intervals shown
A comparison of the Tal0 sample with our compact galaxgs red solid lines. The fit appears to be slightfiset due to the volume

sample reveals that they only have five galaxies in comman (seeights used to correct the Malmquist bias in the fitting process.

Table C.1). It is surprising to only find so few galaxies in com

mon with a sample that should be similar to our own. THeedi

ence between our candidate sample and the Tr09 is even more ) .

striking, since they do not share a single galaxy. Aside from °-2- The colour-magnitude diagram

cal samples, we compare our candidates also to various eampl

of intermediate-and high redshift data (see Figs.5 anadviall

ing). We used the recent intermediate redshift sample ofdzah 12

candidates ¥
1 A

et al. (2015), the classic high redshift sample of Damjanal.e Talg sampie
(2009), the new high redshift sample of Belli et al. (2014 a ¥ red %equ%rgg?l;igtl =
A ¥ - O | Vi

the catalogue of van de Sande et al. (2013), which contains a
composition of various high redshift samples, such as Bezan

et al. (2013), van Dokkum et al. (2009), Onodera et al. (2012)
Cappellari et al. (2009), Newman et al. (2010), van der Wal.et
(2008), Blakeslee et al. (2006), Toft et al. (2012), andrtbein
work. We cannot perform a comparison with these datasets in
every figure, because sometimes some samples do not contain
the required parameters.

g-r [mag]

5.1. The fundamental plane

-24 -23 M -22 -21 -20
. . . . . m
As illustrated in Figure 3, the fundamental plane is a tight r z [mag]

lation for early-type galaxies and a good starting pointdar  rjgyre 4. Distribution of the candidate galaxies in a colour-magnitude
investigation. According to Lasker et al. (2013), b19 is@acl giagram. The galaxies belonging to the Ta10 sample are represented us-
outlier of the fundamental plane of Bernardi et al. (2008). ling filled green triangles, and the Tr09 sample is denoted by filled cyan
contrast to this, we found that b19 is only slightly more thagiamonds. B19 is indicated by a filled grey square. The black dashed
1-0 off the fundamental plane using the new @méents listed line represents the fit on the red sequence performed in Saulder et al.
in Appendix A, which are based on the work of Saulder et dR013) with the corresponding @-confidence intervals shown as solid
(2013). Furthermore, all candidate galaxies can be fousatlyl red lines.

within 3-0- of the fundamental plane (see Figure 3). Almost all

of them are located on the same side above the fundamental

plane and are grouped in a similar region. The Tal0 sample is In Figure 4, we plot the z band absolute magnitudes vs. the g-
much more distributed over the fundamental plane than aur s& colours. Galaxies in the colour-magnitude plane can gelyer
ple. Some galaxies in the Tal0 sample are even beyond éhe Be divided into two main groups: the red sequence and the blue
boundary on the opposite side to the clustering of our candioud (Chilingarian & Zolotukhin 2012), which are only con-
dates. The Tr09 sample forms a relatively tight group araml nected by a relatively sparsely populated ‘green valley’ilévh
beyond the 3r boundary at the opposite side of our candidaiie blue cloud is mainly composed of late-type galaxies, the
sample on the fundamental plane. The Tal0 sample appeargetdsequence mainly consists of early-type galaxies, ssithea

be distributed between the Tr09 sample and our sample, whigllaxies discussed in this paper. The selection critertainba-

are opposite extremes of the Tal0 sample distribution. sic sample reduces the galaxies used in this paper to thered s
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quence. In Figure 4 we indicate the red sequence fit from 8auld.4. The mass-to-light ratio
et al. (2013) in the g-r colour vs. the absolute z band madaitu
plane.

At a given absolute magnitude AMhe galaxies of our can-
didate sample are systematically redder than the averdgeere
guence galaxy by about 0.05 mag in g-r. At the same time,
cept for two outliers, all galaxies are well withind4imits of
the overall distribution, and there are only a few galaxigsich

Since the starting point of our investigation, b19, is shiisker

et al. 2013) to have a bottom-heavy initial mass functioe, th
mass-to-light ratio” will contain valuable information for us.
\g_e investigated both the dynamical mass-to-light rétig, and

% e stellar mass-to-light ratio’=. The dynamical mass-to-light
ratio is derived directly from measured SDSS parameters us-

are blue than the average red sequence galaxy. Most of1$1>egai|ng Equ(zja(tji_(t)_n 11|’ Wr:jile”_thetste(zjlla( m?ss't(i‘lliﬁht ratio rbq'?vh.
ies of the Tal0 sample are also redder than the average andsé?m'fj a Iblonl\{/jll rr:jo Ie t'n? %Oledtlve'l'h este g‘r mztas"sesc II
associated to the grouping of galaxies from the candidates (V&S done by Mendel et al. (2014). They used a stellar popula-

Figure 4). The systematicffset of our sample towards reddefiOn Synthesis to derive the stellar masses from specteaggn
colours is consistent with a higher stellar metallicityrthiat of distributions based on the SDSS broadband photometry.
the average early-type galaxy at the same luminosity. Abga

ies of the Tr09 sample are bluer than the average red sequence o5 : : : : _ :
galaxy, which contrasts with our candidate sample. B

TalO sample omssss
Tr09 sample c=

©
IS
T

5.3. The mass-size relations

=]
03}

In Figures 5 and 6, we plot the stellar masses and the dynami
cal masses, respectively, against the physical radii of#tex-

ies. Relations between the size and the mass of dynamiaatlly h
stellar systems are frequently used to distinguish themdift
ferent classes, as done, for example, in Misgeld & Hilked @0

for dwarf galaxies vs. star clusters. Also bulges, largiptithl
galaxies and similar objects can be found in very distineaaiof

a mass-size diagram. The galaxies in which we are inter@sted
this paper are early-type galaxies with small radii andtiedty 0g 2 s 8
high masses. These galaxies are located on the edge of the so- Mayn/L IMdL,]
called zone of exclusion (Burstein et al. 1997; Misgeld &kdil o ) ) )
2011; Norris et al. 2014). This zone is empirically defined bygure 7. Distribution of the dynamical mass-to-light ratid%,,. The

L - lue histogram corresponds to our basic sample, which consists of
a limit of stellar _mass_beyond which (most) hot stellar syste early-type galaxies alone.The green histogram represents the Ta10 sa
cannot grow at fixed sizes.

; ' ' . ) le, while the cyan histogram corresponds to Tr09 sample. The red his-
In Figure 5, one finds, in contrast to the previous figureq, thp@gram indicatgs our 76gcandidates.p P

there seems to be rough overall agreement on the distribafio
our galaxies and the galaxies from Taylor et al. (2010) a$ wel
as our galaxies and the galaxies from Truijillo et al. (20093.
found that the galaxies from the Ta10 sample tend to corgam |
stellar mass for their sizes than our candidates. In cantizes

relative number of galaxies
I3
N
:

o
[
T

10 12

galaxies of the Tr09 sample tend to be more compact for their ;¢ _ basic sample == |
stellar masses than most of our galaxies. Almost all gadaaie Talg sample =
at the edge of the distribution, as expected. When plottiaglyh Bosf

namical mass instead of the stellar mass against the schilsra %

(see Figure 6), the Tal0 and the Tr09 samples are detachrd fro @ 05t

our candidates again. Since Figure 6 is basically a resealdd 2, |

tilted version of the selection criteria (see Figure 1),cese of 2

the definition of the dynamical mass (see Equation 11), ithig 32 o3}

lights the diferences in the sample selection between this work g

and Taylor et al. (2010) as well as Trujillo et al. (2009), wised & %2

stellar masses, when compared to Figure 5. Over the course of oikb

this paper, we found that our selection criteria yield a nure ' I 1B 1 BN B

hesive sample than the Tal0 sample or the Tr09 sample. The o A AN RN AN ws o . s
sample of Zahid et al. (2015) apparently contains many gedax 0 ! M./L [ﬁAG/LM] N ° °

with larger radii than the low redshift samples. Most gadaxin

the various high redshift samples can be found in areas thoséigure 8. Distribution of the stellar mass-to-light rati6s.. The blue

our candidates and the other low redshift sample. They are histogram corresponds to our basic sample, which consists of eady-typ
cated close to the edge of the zone of exclusion. A more detaipalaxies alone. The green histogram represents the Ta10 sample, while
discussion of the diierences between our sample and the saffe cyan histogram corresponds to Tr09 sample. The red histogram in-
ples of various other authors can be found in Sections 6.4 dfigtes our 76 candidates.

6.5.

Figures 7 and 8 illustrate the distribution of the r band dy-
namical and stellar mass-to-light ratios, respectivelypfur can-
didate sample, the Tal0 sample, the Tr09 sample, and the ba-
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candidates (this paper)
1 TalO sample 4
Tr09 sample
0.8 Taylor+ 2010 &
— Trujillo+ 2009 ¢
g 0.6 van de Sande+ 2013  +
= Belli+ 2014  x
o 0.4 Damjanov+ 2009 v
c»a Zahid+ 2015 ©
o van den Bosch+ 2012
0.2 b19 (this paper)
b19 (Lasker+ 2013)
0
3
-0.2

11 11.25 11.5 11.75
l0g19(M« [M, 1)

Figure 5. Stellar mass-size relation for our basic sample and several other saofigiempact massive early-type galaxies from the literature in
comparison to our own data. The blueish cloud indicates the early-typriemlaf our basic sample. The black stars represent the candidates
of our sample. The galaxies of the Tal0 sample are shown using filled ¢niangles and the galaxies of the Tr09 sample are denoted by filled
cyan diamonds. The galaxies from Taylor et al. (2010), using the salfitheir paper, are indicated by open dark green triangles. The dpen b
diamonds represent the galaxies of Trujillo et al. (2009). Orangesesomark the catalogue of various high redshift samples by van de Sand
et al. (2013). The high redshift sample of Belli et al. (2014) is indicateded Xs. Open brown nabla symbols mark the high redshift galaxies of
Damjanov et al. (2009). Open magenta circles indicate the intermediateifteshmple of Zahid et al. (2015). NGC 1277 of van den Bosch et al.
(2012), which is the only galaxy of their sample for which we have a steléasis represented by an filled violet circle. b19 using our calibration
of SDSS data is shown by a filled grey square and b19 using the calibratigsker et al. (2013) is indicated by an open grey square. Because
we use the values available in the literature to mark the positions of the galaxies piot, one has to consider potential systematics, especially
in the efective radiusRy, which was measured inftierent filters by dierent authors. The dashed magenta line marks the limiting scaling radius
for our sample selection.

sic sample. Comparing the mass-to-light ratios of our cdaités while our candidates form the high end in Figure 9 owing to
to the basic sample, we found them clearly elevated. The aveur selection criteria. We found that the galaxies of our-sam
age dynamical mass-to-light of the basic sample is 8074 ple have aMgy, to M, ratio as one might expect for galaxies
Mo/Le,, and the average stellar mass-to-light of the basic samith such higho, following the general trend of the galaxy
pleis 2.040.20Mp /Lo, . The average dynamical mass-to-lightlistribution in Figure 9. Galaxies of the basic sample with a
ratio of our candidate sample is 76045 Mg /Lo, which is central velocity dispersion between 323.2 and 400.(skmave
about twice the number of the average of the basic sample. Aleg;o(Mayn/M.) =0.432, which is almost the same value as our
the average stellar mass-to-light ratio of our candidagesith, candidates with log(Mayn/M.) =0.441. The vast majority of
2.66+0.38 M /L@, notably higher than the one of the basithe Tr09 sample havélgy, to M, ratios below one and are
sample. The average mass-to-light ratios of the Tal10 saanple thus located in a zone of exclusion, indicating possiblebpro
however, relatively close to the averages of the basic samiph  lems in the measurement of the stellar masses of these gglaxi
aTgyn of 3.81+1.98Mp /Lo, and a1« of 2.270.51Mp/Le,.  Although the galaxies of the various intermediate and hegh r
The average mass-to-light ratios of the Tr09 sample are eshift samples are scattered widely the distribution of casi®
tremely low: Tgyn = 1.15:0.31 Mp/Le, and T+ = 1.60:0.24 sample, there is a tendency toward higher central velogsy d
Mo/Loy- persion, but few of them reach values as high as our candidate
Conroy et al. (2013) show that there is an increasing dif- In Figure 10, we plot the distribution of our sample in the dy-
ference between the dynamical and the stellar mass-tofigh namical mass vs. stellar mass plane. ThHedénce between our
tio for compact galaxies with higher central velocity disggen own sample and the Tal0 sample becomes very clear in Figure
using the same data (fits from Simard et al. (2011) and stelle®. While the Tal0 sample has several objects with lower dy-
masses from Mendel et al. (2014)). They argue that this indiamical to stellar mass-to-light ratios, our galaxies argen-
cates a systematic variation in the initial mass functiorzigure eral more massive in both dynamical and stellar mass, ad the
9, we plot the ratio of dynamical over stellar mass against vehow a tendency for elevated dynamical mass compared to thei
locity dispersion. The increase in this ratio with incregsve- stellar mass, as already shown in Figure 9. The Tr09 sample is
locity dispersion is clearly visible. The area in Figure 9ooe again concentrated in what is normally a zone of exclusiatin, w
a logarithm of the dynamical-mass-to-stellar-mass raftiveoo  formally higher stellar than dynamical masses.
is only sparsely populated, and most galaxies in that regien
consistent with a log ratio of 0 thanks to measurement uncer-
tainties (0.15 dex for the stellar masses according to Mende
et al. (2014)). The Tal0 sample is scattered widely over ¢me g
eral distribution with some galaxies even in the forbiddezaa
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candidates (this paper)
TalO sample 4

0.6 Tr09 sample
Taylor+ 2010 2
— Trujillo+ 2009 ¢
g 04 van de Sande+ 2013
= Belli+ 2014  x
g:é 02l Zahid+ 2015 ©

S ' van den Bosch+ 2012
o % b19 (this paper) =

0 b19 (Lasker+ 2013)

|
-0.2

105 10.75 115 11.75

11 11.25
10910(Mgyn M, ]

Figure 6. Dynamical mass-size relation for our basic sample and several atimgles of compact massive early-type galaxies from the literature
in comparison to our own data. The blueish cloud indicates the early-typriemof our basic sample. The black stars represent the candidates
of our sample. The galaxies of the Tal0 sample are shown using filled ¢niangles and the galaxies of the Tr09 sample are marked by filled
cyan diamonds. The galaxies from Taylor et al. (2010) using the valutbeir paper are indicated by open dark green triangles. The open blue
diamonds represent the galaxies of Truijillo et al. (2009). Orangsesasark the catalogue of various high redshift samples by van de 8gaald
(2013). The high redshift sample of Belli et al. (2014) is indicated lolyXs. We do not have dynamical masses for the high-redshift sarfiple o
Damjanov et al. (2009). However we can calculate dynamical masstfintermediate-redshift sample of Zahid et al. (2015), which is itetica

by open magenta circles. The six galaxies of van den Bosch et al.)(@f.2presented by filled violet circles. b19 using our calibration of $DS
data is shown by a filled grey square and b19 using the calibration of Laské (2013) is indicated by an open grey square. Because we use
the values available in the literature to mark the positions of the galaxies in thi@phas to consider potential systematics, especially in the
effective radiusRy, which was measured infterent filters by dierent authors. The dashed magenta line denotes the limiting scaling radius f
our sample selection.

5.5. Sersic indices the galaxy. Our candidates are clearly more elongated than t

. . alaxies of our basic sample. The Tal0 sample appears to be
Than_ks to Fhe SDSS refits from Simard e_t al. (20.11)’ we ha?&under than the basic sample, but the Tr09 contains several
Sersic profiles for almost all SDSS galaxies. In Figure 11,

The ) VE‘:;llaxies with high ellipticity (higher than our sample)t biso a
compare the Sersic indices offiirent samples. It should beIarger number of very round galaxies than our sample. The sam

pl(lj'nmd out th_at theé'ilgo_rlthrr(; US%d by S'mﬁrd etal. (Zolll%orble of Belli et al. (2014) seems to contain on average rounder
allows a maximum Sersic index-8, so we have some cluster-yayies than our candidate sample.

ing around this value for all samples. In Figure 11 there igarc
difference between our basic sample, which only consists of red )
sequence galaxies because of the colour cut and Galaxy@eo cf- Discussion

sification (Lintott et al. 2011) used in its selection, anel $3M- \ye start r investiaation with b19. which is known t

ple of all SDSS DRY galaxies, that qualified for the refits dor\f‘e?ysczmepdagtu massiieggl\ligtical gall?alx?/'in SI%SSs in t?le Ioc;ilbf :
by Simard etal. (2011), which thereby consists of a mixedpop e se (Lasker et al. 2013). In this paper, we identify a sampl
lation. The early-type galaxies have clearly higher Sérglices ¢ 76 galaxies (including b19) that have similar global @Bp
than the full SDSS DR7 sample. The TalO sample and our g@s, with dispersions ofrq >323.2 km s! and sizes smaller
candidates do not show any significant peculiarities coean, nR -2 18 kpe. These selection criteria, which are described

to the distribution of the Sersic indices of the basic sam®te  j, jetajl in section 4, place these objects at the edge of the
cept for a less smooth distribution due to small numbersitesi | 916(Ro)-10015(070) '
Fﬁ 10 10(070)-

and a weak trend toward higher Sersic indices. The Tr09 sam
shows an outstanding peak in its distribution around a &érsi

dex of 4.5, but is otherwise in agreement with our basic sampb.1. Global properties
The sample of Belli et al. (2014) shows a preference for low

Sersic indices in contrast to all other samples. Bur candidate sample forms a relatively homogeneous group i

most of the scaling relations and parameter spaces we invest
gated. The observed parameters (see Table 2), such as the ob-
5.6. Semi-axis ratios served apparent magnitutegyss the angular semi-major axis

. . L L . asgss and the central velocity dispersiernygss are in a range
We investigate the distribution of the semi-minor to sendilon - \;pare SDSS measurements are reliable (statistical ertessf
axis ratiosg,a of our sample and the samples that we used f?rﬁan 4%).
comparison. A ratio of 1 indicates a perfectly round galaxy, " \ye found that all our candidate galaxies are located within
and the value decreases to zero for increasing ellipticfty §,o 3. |imits of the fundamental plane using the new fice
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Figure 9. Dependence of the dynamical mads,, to stellar massvl,  Figure 11. Distribution of the Sersic indices of fiierent samples of
ratio on central velocity dispersiom,. The candidates are indicatedgalaxies. The black histogram corresponds to all galaxies in SDSS DR7
by black stars. The galaxies belonging to the Tal0 sample are regog-which Simard et al. (2011) did their refits. The blue histogram corre-
sented using filled green triangles, and the Tr09 sample is indicateddppnds to our basic sample, which consists of early-type galaxies alone.
filled cyan diamonds. Orange crosses indicate the catalogue of varidbe green histogram represents the Tal0 sample, and the cyan his-
high redshift samples by van de Sande et al. (2013). The high redstogram the Tr09 sample. The yellow histogram corresponds to sample
sample of Belli et al. (2014) is indicated by red Xs. The intermediats Belli et al. (2014) and the orange histogram indicated the distribution
redshift sample of Zahid et al. (2015) is indicated by open magenta aif-the sample of van de Sande et al. (2013). The red histogram shows
cles. B19 is indicated by a filled grey square. The magenta dashed lng 76 candidates.

marks the limiting scaling central velocity dispersion for our sample
selection. The green dashed line indicates a central velocity dispersion

of 400 kny's. The area below the black dashed line is considered to be 0.4

) basic sample e '
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Figure 12. Distribution of the semi-minor to semi-major axis ratmpg,

of different samples of galaxies. The blue histogram corresponds to our
basic sample. The green histogram represents the Tal0 sample, and the
cyan histogram the Tr09 sample. The black histogram corresponds to
Figure 10. Distribution of the sample’s galaxies in the dynamical masi@mple of Belli et al. (2014). The red histogram shows our 76 candi-
Mayn Vs. stellar mas$/. plane. The candidates are indicated by blacRates.

stars. The galaxies belonging to the Tal0 sample are represented using

filled green triangles, and the Tr09 sample is indicated by filled cyan
diamonds. Orange crosses indicate the catalogue of various high red—Our candidates are also redder than the average early-tvpe
shift samples by van de Sande et al. (2013). The high redshift sam&leI - A - g y-typ
of Belli et al. (2014) is indicated by red Xs. The intermediate redshi§a/axies, suggesting metallicity enhancements compartess

sample of Zahid et al. (2015) is indicated by open magenta circles. Bg@Mpact galaxies at the same luminosity. The vast majofity o

is indicated by a filled grey square. The magenta dashed line matRem can be found above our fit on the red sequence in the CMD

the limiting scaling central velocity dispersion for our sample selectiodiagram (see Figure 4), but still within thed3limits (except for

The black dashed line marks the limit of tMyy, to M, ratio, which is two very red outliers).

still considered to be physical, because abowé.itvould exceedayn. When analysing the mass-size relations, we found that the
galaxies of the candidate sample are located within or dose
the zone of exclusion (Burstein et al. 1997; Misgeld & Hilker

011; Norris et al. 2014). This is a direct consequence of the

ample’s definition, because we were looking specifically fo

WOX

10

105 12 125

11 115
10g16(Mayn M, 1)

cients listed in Appendix A. They occupy the same corner ef tii

lc:)yerall g'sﬁ“z{mﬂf‘ ofttrr]\etgalames dc')g tthe fundamentanpi¢see ¢ galaxies in this area. We wanted the most massive galaxies fo
igure 3), indicating that our candidates are more compct their given small sizes, and Figures 5 and 6 illustrate ittt

the average ga!axy with similar surface brightness andra:bnRNe got them. One should keep in mind that the sizes may carry
velocity dispersion. '
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an additional systematic uncertainty, because the intranggu- galaxies. We note, though, that there is a small overlap ®f th
lar sizes of our galaxies are close to the size of the SDSS PSlparameter range occupied by the Tal0 sample with our sample,
We found that both the stellar and the dynamical mass-tas seen in the various plots provided in this paper.
light ratios of our candidates are elevated compared toetbteof
the sample. Figure 9 illustrates that there is an increadiiier-
ence between the stellar masses and the dynamical mashkes
increasing central velocity dispersiofy as reported in Conroy While the Ta10 sample still has a small overlap with the param-
et al. (2013). Since we specifically selected for high céwvga eter range of our candidates, the Tr09 sample behavesytotall
locity dispersion galaxies, the candidates belong to tha &ty differently from our candidate sample in most scaling relations
tip of this correlation. Our galaxies have not only highlstednd The Tr09 does not have a single galaxy in common with our
dynamical masses for their small sizes, but also high dyc@misample or the Ta10 sample.
masses for their given stellar mass as illustrated in FigQre The galaxies of the Tr09 are bluer than almost all our candi-
As shown in Figure 11, our sample does not have any sigates (see Figure 4), related to their indeed being bluertte
nificant diference in their Sersic indices compared to regulayerage red sequence galaxies, and some are close to the gree
early-type galaxy. Figure 12 shows that our candidate gz8axvalley. This is certainly connected to the younger steligssthat
have a higher ellipticity than the galaxies of the basic dampTruijillo et al. (2009) derived for their sample of 29 “supenge
In the context of the SAURON results (Krajnavet al. 2008; massive galaxies”.
Cappellari et al. 2007; Emsellem et al. 2007), we intergresée The Tr09 sample occupies afidirent region on the funda-
results such that most of our our candidates are lenticalaxg mental plane (see Figure 3) around and beyond therdimit,
ies that host a significant disc component. This result is corendering their galaxies outliers on the opposite side tsam-
sistent with the observation that red nuggets are disc-dat@d ple. The galaxies of Tr09 sample have stellar masses compara
(van der Wel et al. 2011; Chevance et al. 2012). ble to our galaxies (see Figure 5), but lower dynamical ngasse
(see Figure 6), which are comparable to those of the Tal0 sam-
ple. This and the fact that they have very low mass-to-light r
tios (see Figures 7 and 8) indicate a potential problem. lAs-il
The most important dierence between our candidate sampleated in Figure 9 and more clearly in Figure 10, the galagfes
and the sample of Taylor et al. (2010) is the way in which the Tr09 sample appear to contain more stellar mass than dy-
was selected. Taylor et al. (2010) selected their samplegushamical mass, which hints at stellar population peculesiin
a colour cut demanding that their galaxies be redder tham ththese objects. The stellar masses that we used have uneertai
2.5 in %1(u-r)®, and they also restricted their sample to haveties of about 40%. We know that these galaxies are very young
minimum stellar mass of £8”Mg. Furthermore, their galax- (about 2 Gyr (Trujillo et al. 2009)). It seems reasonablego a
ies have to be located between the redshifts of 0.066 and 0.42me that the contrast between the young Tr09 sample and our
while our candidate sample allows redshifts up to 0.4, alifnio candidate galaxies may indicate that our sample contaihsiml
we did only detect one galaxy beyond 0.2. When cross-matchijegts, which are true survivors of the red nuggets from thiyea
their 63 galaxies with our own basic sample, we found 60 galaxniverse.
ies. These 60 galaxies, the so-called Tal0 sample, aré Vistie
their parameters in Tables C.2 and C.3. There are only fiaxgal
ies that are shared between the Tal0 sample and our candi
sample (see Table C.1), the galaxies with the internal IS8, Aside from the comparison to the Ta10 and the Tr09 samples, we
39, 52, and 53. We attribute thefigirence between our candi-cross-matched our data with other samples of compact neassiv
dates and the Tal0 sample to th&etient selection criteria and early-type galaxies as well. A visual comparison of the fioca
want to point out that most of our galaxies tend to containenopf compact massive early-type galaxies frofiietient authors on
stellar mass and definitely more dynamical mass for the@ssizhe stellar mass-size plane is provided in Figure 5. We oaleh
than the galaxies of the Ta sample. the stellar mass of one galaxy in the sample of van den Bosch
In general, we found that the galaxies of the Tal0 sample ag-al. (2012), namely NGC 1277, which is located next to the
cupy diferent regions in the various considered scaling relatiopglk of our sample and b19 in the plot, and it is even one of the
and diagrams than our candidate galaxies. Furthermongatiee denser objects of our sample. None of our candidates has been
a less homogeneous sample than the galaxies presented indéWered by the HETMGS (van den Bosch et al. 2015). The other
paper. In a stellar mass-size diagram (see Figure 5), tt@ypgc samples using galaxies from the local universe (ours, auji
a very similar corner to our candidates, although they a88 leat al. (2009), and Taylor et al. (2010)) occupy a distinciorg
massive for their size than a large portion of our galaxié®iiT in the stellar mass-size plane at the edge or within the zéne o
distribution in this specific diagram is restricted to a dmed  exclusion (Burstein et al. 1997; Misgeld & Hilker 2011; Nisrr
gion, which is a consequence of the selection criteria f& thetal. 2014), but with only a small overlap between the irdiieil
sample. Figure 5 also contains the positions in the stellssm samples.
size plane of all galaxies of Taylor et al. (2010) using the pa As a visual comparison of the ftérent samples in the dy-
rameters of their paper. They occupy a similar area in that plnamical mass-size plane, Figure 6 shows that the samples of
Comparing Figures 5 and 6 highlights th&eience between the Taylor et al. (2010) (the Ta10 sample and the one with thepara
Tal0 sample and our candidates owing to their selectiori@it eters from their paper) and Trujillo et al. (2009) (the Tragnple
We found that the galaxies of the Tal0 sample largely behaygd the one with the parameters from their paper) are digéib
like average early-type galaxies, while our candidatesy$oc- in a large area of the plot partially overlapping. Althougadl,
cupy di-average regions in the parameter space, because they are clearly less massive than the galaxies of our saffipte
are in the extreme tail of the general distribution of edyiye six galaxies of van den Bosch et al. (2012) are within the com-
pact distribution of our candidates in the dynamical mass-s

%?T Comparison to the Tr09 sample

6.2. Comparison to the Tal0 sample

ga‘fe Comparison to other local samples

5 This denotes the SDSS u-r band colour at a redshift of 0.1
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plane, which agrees with our intention to find galaxies @intib et al. (2013), van Dokkum et al. (2009), Onodera et al. (2012)
them and b19. In Figures 5 and 6, there may be small system&appellari et al. (2009), Newman et al. (2010), van der Wal.et
deviations between the férent samples because th@eetive (2008), Blakeslee et al. (2006), Toft et al. (2012), andrtbein
radii were measured in fiierent filters. While our sample andwork. In the size-stellar mass plane (see Figure 5), all tgke h
the Tal0 samples uses the r band, the sample of Taylor etratishift samples are distributed along the edge of the zéne o
(2010) was measured in the i band, the sample of Trujillo et @&xclusion with some objects deeper in to it than any of the low
(2009) was measured in the z band and the Tr09 sample uses#ushift samples. The sample of Belli et al. (2014) consi$ts
r band, and the sample of van den Bosch et al. (2012) was meere compact and lower mass objects to which the low redshift
sured in the K band. Our candidates in the redder SDSS basdsples match best. Although the van de Sande et al. (2013)
are smaller than what we measured in the r band by an averageple is distributed over a wider range of masses, a signtfic
of 0.30 kpc ¢ 14%) in the z band and 0.11 kpe 6%) in the fraction of it shares the same areas with our low redshifidas
i band. This suggests that at least the points of the samplesTbe sample of Damjanov et al. (2009) mainly consists of highe
Taylor et al. (2010) and Trujillo et al. (2009) are shiftedwhe mass galaxies, which are on average deeper in the zone af excl
wards a little bit in relation to the r band measured pointswf sion than the other high redshift samples. Things lodledgntly
sample, the Tal0 sample, and the Tr09 sample in Figures 5 amthe size-dynamical mass plane (see Figure 6). The galakie
6. Belli et al. (2014) take less extreme positions than our chateds

Since b19 was first analysed in Bernardi et al. (2008), v this diagram. However, the Belli et al. (2014) galaxieseag
have cross-matched our candidate sample with their list3of well with the low redshift samples of Taylor et al. (2010) and
massive early-type galaxies. Although they also seledted t Truijillo et al. (2009). The sample of van de Sande et al. (2013
sample by high central velocity dispersion, the only otredagy contains galaxies with higher dynamical masses and marig of i
in common with our candidate sample, aside from b19, is bImpst massive and most compact members agree well with our
which has the internal ID 3. However, they do not impose amandidate sample and the sample of van den Bosch et al. (2012)
restriction on the #ective radii of their sample, and only a frac- When analysing Figure 10, we get a similar result. The sam-
tion of our sample can match their minimwny of 350 knmis. ple of Belli et al. (2014) agrees well with Tal0 sample, while
Furthermore, the redshifts of most of their galaxies ardadig a large number of galaxies from the van de Sande et al. (2013)
than of the galaxies in our sample, and small galaxies wilbeo catalogue can be found around our candidates. We have to bear
resolved and detected any more at this distance. The sampléomind that van de Sande et al. (2013) report a decrease in
Bernardi et al. (2008) is also a subset of SDSS DR1 (Abazajiéh. /Mgy, over time, which would explain the shift of our can-
et al. 2003), which covered a much smaller area of the sky thdidates in relation to most of the high redshift sample. lguiFé
SDSS DR10, which we used. An interesting result of their pap®, the high redshift samples are all over the place. Thersane
was that almost half (20 out of 43) of their sample of high- tendencies towards higher central velocity dispersionghem,
galaxies are either superposition of two or more galaxiéschv but only a few galaxies (from the van de Sande et al. (2013) sam
is something to consider in the light of follow-up obsergas. ple) posses as high values as our candidates. The disbriboiti
the Sersic indices of the Belli et al. (2014) sample iedent
from the low redshift sample, since it favours lower values f
the Sersic indices as illustrated in Figure 11. The Sersicas
We compared our candidates and the other low redshift sa@ithe van de Sande et al. (2013) catalogue strongly peakigt fo
ples to various intermediate and high redshift samples.dtied  which is the value for de Vaucouleurs profiles. Since the van d
quite some dference between them and the local samples, be@nde et al. (2013) catalogue is a composite of various kigih r
also between the fierent high redshift samples themselves. Owhift samples, where not all of them performed a Sersic model
candidate sample corresponds best to the subsample oftthe dif, but only a de Vaucouleurs fit, this result is not surprisiAs
logue of van de Sande et al. (2013) with high dynamical mass#&istrated in Figure 12, the galaxies of the high redshifngle

We used a very recent sample of compact massive galaxiegfdBelli et al. (2014) are also slightly rounder than our ddates
intermediate redshifts of Zahid et al. (2015), which is lbese or the Tr09 sample, but not as round as the galaxies of the Tal0
COSMOS results (Damjanov et al. 2015). Their galaxies are$ample.
general more massive, but also less compact than ours. & larg After this comprehensive analysis, we conclude that the var
number of them are located at the edge of or within the zoneigfis high redshift samples do not form a very uniform groug an
exclusion, as can been seen in comparison to our basic sanip@ there are dierences between the various samples, which
in Figure 5. They seem to form an extension of our sample afises the question of whether this is due to systematic dif-
the other low redshift sample, but restricted to higher massnd ferences between selection and fitting methods appliedeo th
larger radii. As illustrated in Figure 6, the intermediatelshift Samples (discussed in van de Sande et al. (2013)) or to the
sample of Zahid et al. (2015) contains galaxies of similad(a red nuggets themselves being a relatively diverse populati
also higher) dynamical masses to our candidates, but theey Brrthermore, none of the low redshift samples agrees inyever
generally less compact than our galaxies or other low rédstispect with the high redshift data. However, one has to keep i
samples. In Figure 10, the galaxies of Zahid et al. (2015) tefind that ten billion years lie between them, in which the red
to be more massive than ours and behave like the more mas#ivggets may have undergone significant changes.
galaxies of the basic sample. In Figure 9, they show a terydenc We explored the connections of our candidate sample to
to higher central velocity dispersion than does the basigse, compact galaxies at higher redshifts in Figure 13 furthéiens
but few of them reach values that are as high as ours. for reasons of comparability, we plot only galaxies whosdat

We used a variety of high redshift samples for comparinasses lie between ¥°Mg and 18**Mg,. It is highlighted
son, such as the classic high redshift sample of Damjanolv etii the plot that our candidates are indeed amongst the most co
(2009), the new high redshift sample of Belli et al. (2014) a pact galaxies of the stellar mass range in SDSS and indeed bor
the catalogue of van de Sande et al. (2013), which containglef the resolution limit of SDSS. We adopt a value of 0.50ezcs
composition of various high redshift samples, such as Bsman for the observed Vaucouleurs radii in the SDSS r band asuresol

6.5. Comparison to intermediate and high redshift samples
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Figure 13. Redshift vs. size distribution for galaxies offféirent samples within a stellar mass range betwedd’2@g and 16'?°Mg. The
blueish cloud in the background represents all galaxies of the basidesaitip stellar masses greater than®®Mg and less than 26%Mg.

The black stars represent the candidates of our sample. The galbttiesTa10 sample are shown using filled green triangles and the galaxies of
the Tr09 sample are indicated by filled cyan diamonds. The galaxies fagioriet al. (2010) using the values of their paper are indicated by open
dark green triangles. The open blue diamonds represent the galéfiesilo et al. (2009). Orange crosses denote the catalogue of vahnighs
redshift samples by van de Sande et al. (2013). The high redsimfilsaf Belli et al. (2014) is indicated by red Xs. Open brown nabla sysbo
indicate the high redshift galaxies of Damjanov et al. (2009). Open ntagécles indicate the intermediate redshift sample of Zahid et al. (2015).
The six galaxies of van den Bosch et al. (2012) are represented lidlet circles. Using our calibration of SDSS data, b19 is shown by a filled
grey square. The magenta dashed line denotes the limiting scaling radaws feample selection. The red solid line corresponds to the angular
resolution limit of SDSS of 0.50 arcsec. The green dashed line den@d$thercentile range of the redshift evolution of an early-type galaxy
with a stellar masses of 10°Mg, according to Table A1 of van der Wel et al. (2014b) and the blue dottedrdieates the 16-percentile range

of the redshift evolution of an early-type galaxy with a stellar masses'6f%dg, based on the same work.

tion limit, which is the lower lower 3r-limit of all angular sizes down to a redshift of 0.75 in van der Wel et al. (2014b), be-
(de Vaucouleurs radii) of early-type galaxies in SDSS. Tag0T cause for some unknown reason, the value at a redshift of 0.25
sample and the original values of Taylor et al. (2010) cat bofor this percentile and mass is missing in their table fordar-
be found in the same region of the plot as our candidates,tbutzed radii, but an educated guess based on the other valdes an
slightly lower redshifts. The Trujillo et al. (2009) samlend other tables would yield a value of IggRy) ~ 0.6. The stellar
naturally the Tr09 sample) appears to be around and parly evnasses of almost all of our candidates range betwe¥{ %M
beyond the resolution limits of SDSS. and 16%?°M, (we only plotted those within that range in Figure
The galaxies of van den Bosch et al. (2012) are much neats), which means that when comparing with the extrapolaifon
than the galaxies of any other sample and would be beyond the redshift evolution of van der Wel et al. (2014b), we fotHt
saturation limit of SDSS. The nearest galaxies of our caaidid our candidates are clearly amongst the most compact galaikie
sample can be found close to them. The new intermediate régkir mass range and that they may be relics of the red nuggets
shift sample of Zahid et al. (2015) mainly contains largdaga
ies than the other samples, but their most compact objeztsar )
the expected evolutionary path of the most compact higthitids 6-6- Space density

objects on the way to our candidates. The high redshift sesnp{ye calculated the space density of candidate sample consid-
of Damjanov et al. (2009), Belli et al. (2014), and van de $angring the Malmquist-bias and a resolution limit of 0.50 arc-
et al. (2013) contain many galaxies that are as compact as 8@ (lower 3¢-limit). The value that we obtained this way is
most compact galaxies in the local universe, while contgini 4.10-7 galaxiegMpc3, which is about 400 times lower than the
more mass at the same time. We included the redshift evolutighace density of red nuggetszat 2 (Quilis & Trujillo 2013).

of early-type galaxies of the two highest mass bins from vem dowever, when comparing space densities @edent samples,
Wel et al. (2014b) in our plot. The 16-percentile range of thgne has to be aware of the selection criteria used to defime the
redshift evolution of an early-type galaxy with a stellarsses and biasesfiecting them. Our sample only contains one galaxy
of 10'*"*Mg (only 16% of all early-type galaxies at this masapove a redshift of 0.2, while the rest are clearly below ftisT
range are more compact than indicated by the line) shows-a caa consequence of the selection bias from using specpizsco
nection between the two of the most compact galaxies of warioyata from SDSS. Galaxies with very small angular sizes (be-
high redshift samples, the most compact galaxies of thentte o\ the resolution limit mentioned above) are not included i
diate redshift sample of Zahid et al. (2015), and our cané&lathe pasic sample, which explains the dearth of compact galax
(if extrapolated to the redshift ranges of our sample). ies at higher redshifts in our sample. Most samples (Tauijill

The 16-percentile range of the redshift evolution of anyearlet a1, 2009; Taylor et al. 2010; Quilis & Truijillo 2013) usekar
type galaxy with a stellar masses of'4&Mg only extends
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masses as a selection criterion. We tried to derive more acanp served angular semi-major axagqss Of only (0.64 + 0.02) arc-
ble quantities by considering additional selection cidtéor our sec one of the galaxies close to the resolution limit of SDSS.
candidate galaxies, which are similar to the selectiorgatof Although this galaxy has the lowest stellar mass of our atatdi
other authors. We restricted our candidate sample to dys@misample withM, = (2.57 + 1.06) 10'1°Mg, its dynamical mass
masses greater thanBX°Mg and physical radii of less than 2 Mgyn = (1.25+ 0.06) 10 Mg is fairly average for our candidate
kpc to be better comparable with the predication for oldrffed sample. In combination with the fact that it is the faintesbgy,
before a redshift of 2) compact massive galaxies by Damjanthis results in a relatively high dynamical mass-to-lightio of
et al. (2014). Fifty-eight of 76 galaxies in the candidatepie  Tgyn = (11.99+0.82)Mp /L . This makes it a promising object
fulfil this condition, and they obtain a space density &30’  for follow-up observations.
galaxiegMpc® for our sample, which is located at redshifts be- At the other extreme of the angular sizes, we have our
low 0.2. The lowest redshift interval considered in Damjanahree best-resolved galaxies wikyssgreater than 3 arcsec. The
et al. (2014) is 0.2 to 0.3, and they predict a space density gdlaxy with an internal ID of 75 is with an angular semi-major
2,6;‘21 - 1077 galaxiegMpc®, which is about seven times higheraxis of (359 + 0.02) arcsec not only the apparently biggest ob-
than ours. ject in the sky of our candidate sample, but also the neditest.
For our comparison with the space density of Truijillo et als located at a redshift of 0.0260. Galaxy 75 is also outstand
(2009), we applied the same restriction as they do on our camg because it has the by far highest dynamical mass-to-ligh
didate sample. The stellar masses have to be higher thamaBo of our sample withl"gy, = (2056 + 2.13)Mp/Le, and,
-10'°Mg, and the z band physical radii smaller than 1.5 kpavith 0.51 (which is just over the selection criterion of 0).5be
This reduces our candidate sample to merely 16 galaxies, amgest GalaxyZoo probability et for a galaxy to be classified
we obtained a space density for them ¢f-30°8 galaxiegMpc®, as an early type within our sample. A visual inspection of the
which is by more than a factor of two lower than the upper limgalaxy (see Figure 2) shows a face-on featureless dischwiific
of the space density of Truijillo et al. (2009), which i8110" fers from the other candidate galaxies. A manual analysiiseof
galaxiegMpc® (Quilis & Trujillo 2013). Comparing to space SDSS classification of its spectrum confirms our suspiciai th
densities to the Taylor et al. (2010) is mordfidult due to their this galaxy is no regular early-type galaxy, but rather aosiast
definition. We only considered their restriction that thellat galaxy. We therefore consider it a false positive in our damp
masses have to be higher that%®g. Hence the space den-  The next largest galaxy in angular size has the internal ID 50
sity, which we derived using a subsample of 67 galaxies of owhich also happens to be, with a redshift of 0.0374, the sitcon
candidates, is an upper limit. We obtained a value.@f 20" nearest candidate galaxy. It possesses a physical radiis-of
galaxiegMpc®, which is almost an order of magnitude highe(1.69+0.01) kpc and an absolute r-band magnitude-&#1{ 56+
than the value of Taylor et al. (2010) of 3078 galaxiegMpc®  0.01). With a dynamical mass ®flgyn = (2.24+ 0.05) 10'Mg,
(Quilis & Trujillo 2013). We thus found that the space densig stellar mass of, = (8.13+ 3.35) 101°M@, and no outstand-
ties we derived are comparable within an order of magnitodeihg mass-to-light ratios, galaxy 50 is an average examptaiof
those of other samples in the local (and intermediate réjishtandidates. Its low redshift allows for easier follow-usetva-
universe, but we refrain from a strong interpretation oflmum-  tions of this object, so we rank it as one of our priority candi
bers compared to the high redshift universe given the ddinga dates.
influence of selectionfiects on the results. The brightest galaxy in our sample has the internal ID 66
and shines with an absolute magnitude -22.69 + 0.01) mag
in the r band. It is located at a redshift of 0.26d is there-
fore the most distant galaxy of our candidates. It has a physi
Although the candidate galaxies form a very homogeneocsl radius ofRy = (2.06 + 0.08) kpc and is one of the largest
group in all their properties, one can identify particufape- candidates. Galaxy 66 possesses a dynamical malkaf=
culiar objects by focusing on some individual galaxies. rféhe(2.75+ 0.20) 10'*Mg, and it stands out with the second highest
are seven galaxies in our sample with radii less than a kggellar mass of our candidates with, = (1.86+ 0.77) 10'*Mg.
The smallest one has the internal ID 63 and a physical ranother outstanding property of galaxy 66 is its dynamical
dius of Ry = (0.62 = 0.01) kpc. At its redshift of 0.0877, this mass-to-light ratio of"gyn = (3.03 + 0.19)Mg /L, is the low-
means that the observed angular semi-major axisis only est of our candidate sample, and we found that is also has
(0.47+0.01) arcsec and therefore at the limit of SDSS resolutiothe fifth lowest stellar mass-to-light ratio wiflf, = (2.05 +
Galaxy 63 also happens to be the second faintest object of 0i84)Mp/Le,. We consider galaxy 66 a priority candidate for
sample, with an r-band absolute magnitude-e#{51 + 0.01), follow-up observations, although its high redshift will kea
and it has the lowest surface brightness with.127 0.05) them more dficult, but on the other hand the high luminosity
magarcseé in the r band. The galaxy also stands out by itsf the galaxy will help a bit.
mass: it possesses the lowest dynamical mass of our cagslidat The galaxy with the highest stellar mass has the internal ID
with Mgyn = (8.13+ 0.38) 10'°Mg, and the second lowest stellars6. It has a stellar mass &fl, = (1.91+0.79) 101Mg and a
mass of our sample witM, = (2.82+ 1.16) 10'°Mg,. By be- dynamical mass oMgyn, = (2.95+ 0.28) 10''Mg. The galaxy
ing a peculiarly compact and faint, but also relatively loasa with a physical radius oRy = (2.00 + 0.14) kpc is also the
object in our sample, we consider galaxy 63 as one of the mestcond most distant candidate with a redshift of 0.1978.ttie
interesting objects for our follow-up observations. second reddest object with a g-r colour of04 + 0.03) mag,
The other extremely small objects in our sample show sim#ich makes it one of only two outliers of our candidate sampl
ilar properties to galaxy 63. The faintest object with ancabsabove the upper 3 o limit of the red sequence. Galaxy 56 also
lute r-band magnitude of only-@0.35 + 0.02) is, with a phys- stands out for having the highest stellar mass-to-lighb rat
ical radius of Ry = (0.78 + 0.02) kpc, also the third small- our candidate sample with, = (4.27 + 1.77)Mg/Lg,. This
est galaxy in the candidate sample. It has an internal ID of 31

and is located at a redshift of 0.0784. Galaxy 31 is with an ob” It IiS also the only galaxy beyond a redshift of 0.2 in our candidate
sample.

6.7. Individual galaxies
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and its average dynamical mass-to-light ratiof@f, = (6.67+ not behave as do outliers in other relations for early-tyglesxy
0.71)Me/Le, contrasts it with the previously discussed galaxies except for those that are directly related to the seleaii-
66. Galaxy 56 is a very interesting object and qualifies awityi teria. The candidates seem to form the compact massiveftail o
target for our follow-up observations. the general distribution of early-type galaxies, and atearsep-

The galaxy with the highest dynamical mass has the interrsahte population of particularly peculiar objects. We conéd
ID 23. It contains a stellar mass M, = (1.10+ 0.45) 10"'Mg, that there is an increase in the dynamical and stellar nwass-t
and a dynamical mass &gy, = (4.57+0.22) 10"Mg. This is light ratios at higher central velocity dispersions.
due to its high central velocity dispersion®f = (423+17) km Furthermore, we saw the same tendency as Conroy et al.
s ! and its relatively large physical radil = (2.17+0.04) kpc, (2013) that the dference between the dynamical mass and the
which is close to the limit of our sample selection. Galaxy 28tellar mass derived using simple models (Mendel et al. 014

has the fourth highest dynamical mass-to-light ratio Witly, = increases at higher central velocity dispersions. Thissislly
(1270+0.64)Mp /Lo, and an average stellar mass-to-light raticonsidered to be an indication of a systematic variatiorhé t
of T, = (296+ 1L.22)Mp /Lo, initial mass function of those galaxies. As a result our ¢and

Aside from the troublesome galaxy 75, galaxy 30 has thimtes may have an extremely bottom-heavy initial mass ifumct
highest dynamical mass-to-light ratio witfigy, = (1321 + as proposed for b19 (Lasker et al. 2013). The high centratvel
0.53)M@e/Le,- In contrast to this, its stellar mass-to-light ratiaty dispersion, which is crucial for determining of the dymiaal
is one of the lowest with onl§y’, = (1.99+ 0.82)Mg/Le,. This mass, could also be due to over-massive central black hales (
agrees with Galaxy 30, which has the third lowest stellarswés den Bosch et al. 2012; Mieske et al. 2013; Seth et al. 2014).
the candidate sample witl, = (3.72+ 1.53) 10'°Mgp. Galaxy However, a robust detection of such a black hole is only jpbessi
30 has a dynamical mass Mqy, = (2.45+0.12) 10*Mg. It for the nearest objects with high spatial resolution sjpscopy
is worth pointing out that it has neither an extraordinahilgh (L&asker et al. 2013; Emsellem 2013; Yildirim et al. subrditté
central velocity dispersion efy = (346+ 11) km s nor alarge is unlikely that all these objects contain such a large blaalk.
physical radius, = (1.76+0.03) kpc for the candidate galaxies. ~We also tried to draw a connection between the compact

The galaxy with the highest central velocity dispersion imassive galaxies in our sample and even more massive and more
galaxy 76 withop = (432+ 18) km s. With an absolute r- compact galaxies from high redshifts. Based on the prexabus
band magnitude of22.07 + 0.01), this galaxy is one of the servation of quiescent high-redshift galaxies (Kriek e2&i06,
brighter objects in our candidate sample. It is also the s&c02008), van Dokkum et al. (2008) found that there are already
most massive galaxy in our sample in terms of dynamical masdly formed early-type galaxies with scale radii that araahn
with Mayn = (4.47 + 0.21) 101 Mg. smaller and stellar masses that are much higher than any ob-

The reddest galaxy in our candidate sample has the interjeadt known in the local universe. For comparison, we used sev
ID 12. With a g-r colour of £1.10+0.02) mag, itis a clear outlier eral samples of these galaxies at high redshifts, such ae tifo
on the red sequence and significantly redder than all galaixie Damjanov et al. (2009), van de Sande et al. (2013), and Belli
our candidate sample (except one) and even than most galaeieal. (2014), and also at intermediate redshifts as in Zahi.
in the basic sample (see Figure 4). Surprisingly, galaxys¥®t (2015). Many of these galaxies must have evolved, mostylikel
outstanding in any other parameters than colour, and itappeby mergers, into more regular early-type galaxies. Thexgala
to be an average member of the candidate sample. ies in our sample are those that still resemble to a specific su

We visually inspected the images of all our candidates (sgeoup of these red nuggets. Some of these exotic galaxiégin t
Figure 2) and find that several have other (foreground or-badarly universe possess high dynamical masses and small size
ground) objects that are only less than five angular scalié ralerom some local galaxies, such as b19 (Lasker et al. 2013) and
asdss from their centre. The galaxies with the internal IDs 18\GC 1277, and others (van den Bosch et al. 2012), we know
24, 25, 33, 35, and 50 have other prominent objects (galax&milar features, and they are remnants of red nugget gaaxi
or stars) within their immediate vicinity. We have to be cardt is shown in van de Sande et al. (2015) that although the ini-
ful when using the parameters measured for these galaxyg sitial mass function of most red nuggets shows a rather shallow
there is a chance that their values mighffesufrom some con- slope, the one for those galaxies with high mass-to-ligtibsa
tamination. tend to be bottom-heavy. The galaxy b19 is known for its botto

Last but not least, we return to the starting point of our irkeavy initial mass function and our candidates have an eldva
vestigation, b19, which has the internal ID 2. It is a member onass-to-light ratio in comparison to normal early-typeagads.
our candidate sample with rather average properties cadparherefore, one may suspect that some galaxies of our sangple a
to the other 75 candidates. It is always a central part of themnants of these ancient objects or that they are at leas-so
group of data points formed by our candidates in the diagranm®w related to the subgroup of these objects where the galaxi
The only feature of b19 that is a little outstanding compareaf Lasker et al. (2013) and van den Bosch et al. (2012) origi-
to the other members of the candidate sample is its Sersic pated. The advantage of our sample is that it is located in the
rametems, which borders the maximum allowed value of eighibcal universe and is thus easier to study than galaxiesgét hi
by the algorithm used by Simard et al. (2011). This is close tedshifts.
the Sersic index of 6.9 found by Lasker et al. (2013) based on By selecting galaxies based on stellar velocity dispersian
HST/ACSHRC imaging. found 76 compact, massive early-type galaxies below a itdsh
of z = 0.2018. These are excellent targets for further studies
. of various scientific questions, such as the variation initire
7. Summary and conclusions tial mass function, over-massive black holes, and poteria-

Our sample of 76 candidates (including b19) for compact magants of exotic galaxies from the early universe. High-etémn
sive early-type galaxies forms an ideal basis for futuréofel ~imaging data can confirm their sizes and rule out superpaositi
up observations using high-resolution spectroscopy aratyim Spectroscopy of these objects will enable us to study their d
ing. We found that our homogeneous sample, which has bemnical mass distribution and kinematics, and it will allfw
defined as extreme outliers in the lgfRo)-log; o(00) plane does (resolved) stellar population analysis.
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Appendix A: Updated fundamental plane 0
coefficients

0

The fundamental plane, which was first mentioned in Tertevic 1010(Ro)
et al. (1981) and properly defined and discussed Dresslér etriyure A.2. Edge-on projections of the fundamental plane of elliptical
(1987) and Djorgovski & Davis (1987), is an empirical redati galaxies for the SDSS g band (left panel) and r band (right panel) using
between three global parameters of elliptical galaxiesct#ntral Sersic fit parameters. The dashed black lines indicate the fundamental
velocity dispersionrg, the physical fective radiusRy, and the plane fits in the corresponding filters.

mean surface brightnegg within the efective radius. The last
parameter is usually expressedlgswhich is a renormalized
surface brightnesgo: logy, (lo) = —4%. The codficientsa, b,
andc are obtained by fitting

15 0 15

05 1
10936(Ro)

calculation of the average distance error. This mistakesedu
the values of the error estimate in the old paper to be systema
—a- . ically lower by a couple of percentage points than the ua
10810 (Ro) = 21010 (770) + b 10Gyo (lo) + . A1) are. Even with the slightly larger error, it is still the bgiégft
We provide updated values of the fundamental plane codlie fundamental plane using a large sample at this waveHeng
ficients presented in Saulder et al. (2013). The main improv@nge (Bernardi et al. 2003; Hyde & Bernardi 2009; La Barbera
ments are that we now use SDSS DR10 (Ahn et al. 2014) ietal. 2010).
stead of SDSS DR8 (Aihara et al. 2011) and that we do not use Another improvement on the fit is that the volume weights
any constraints on or information about the SDSS u band,iwhiare now considering that the sample only covers a limited red
we found to be quite problematic. Therefore, we have 133 18fift from 0.01 to 0.2 (or from 0.05 to 0.4 for the Sersic fits
galaxies instead of 100 427 for our basic sample (for dediniti based on the basic sample in this paper). In our previouy-anal
see Saulder et al. (2013)), and after all filtering we end uf wisis, the very luminous galaxies were slightly under-repmnésd,
119 085 galaxies instead of the 92 953 that are used for tHe fihacause their volume weights assumed a larger volume (e on
fit. This again makes it the largest sample ever used forreatib in which they are theoretically still visible) than the vole of
ing the fundamental plane so far. In addition to improved fitsample (redshift cut at 0.2). We then also subtract the velum
which are based on the de Vaucouleurs fit parameters direatyrresponding to a redshift of 0.01 from the volume weights,
from SDSS, we provide new fits for the g and r bands using théhere all galaxies were removed from the sample. The satura-
Sersic parameters from Simard et al. (2011). To this end,age dion limit of SDSS spectroscopy is also measured and include
121 443 galaxies selected after some 8lipping from the basic in the new volume weights by removing the volume associated
sample in this paper. with it in the same fashion as for the the Malmquest bias &mit
Aside from the extended sample, there are a couple of otlien. The negligence of these two corrections caused themnel
minor changes and improvements over the old paper (Sauldaights of very faint galaxies to be underestimated. Bothems
et al. 2013). First of all, we corrected a minor mistake in thigons are relatively tiny, and the new dbeients are only slightly
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bands | a b c s T dist [%0]
g(dV) | 0.999+0.026 -0.754+0.011 -7.93+0.10 00942 193
r(dv) | 1.070+0.026 -0.770+0.011 -798+0.11 00935 190
i(dVv) | 1.100+0.026 -0.775+0.012 -7.96+0.11 00919 186
z(dV) | 1145+ 0025 -0.781+0.012 -8.02+0.11 00920 185
g(S) | 0.966+0.026 -0.726+0.009 -7.62+0.09 00977 206
r(S) 1.029+0.026 -0.729+0.009 -7.56+0.09 00972 204

Table A.1. Results of the best fits for the fundamental plane. Thef@ientsa, b, andc for 4 SDSS bands using redshift evolution, volume
weights, 3e clipping, and the radii and magnitudes of de Vaucouleurs (dV) fits andged in this table. Furthermore, it contains thefo@&nts

for 2 SDSS bands using the same calibration, but the radii and magnftodeshe Sersic (S) fits of Simard et al. (2011). The root mean square
s, of the fits and the relative distance erray; of the fundamental plane are also provided.

different from the old ones. In particular, theodficientis mod- l0g;,(Ro) — 109,4(c7) relation, which was obtained by a linear fit
erately larger, hence closer to the values from the liteeatsee to the data points. The selection criteria is illustratedrigure
Table 1 in Saulder et al. (2013)). The new fimgents are listed B.1. We find that b19 fails to fulfil the radial size requirerhanm

in Table A.1, edge-on projects of the fundamental plane flor @ahe case of the Sersic fit parameters (see Table B.2 for nsnber
four bands used for the de Vaucouleurs fit parameters in the @nd it is not included in the 85 alternative candidates. Hawe
ibration can be found in Figure A.1, and the edge-on projecige keep on providing its position in the plots and tables.Ikis-

of the fundamental plane for the g and r SDSS bands using thated in Figures B.2 to B.9, the alternative sample hasrgédiye
Sersic fit parameters are displayed in Figure A.2. speaking similar properties to the main candidate samplef b

is less cohesive and more scattered. We therefore prefenaiar
sample to this one. There are 51 galaxies, which the two eandi
date lists have in common (see Table C.1). We consider these
galaxies as candidates with increased priority for any¥f@lup

Appendix B: The Sersic fit sample

observations.
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alt. candidates %
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Figure B.1. Selection of the alternative candidates in Beo plane.

The restrictions, which define our alternative candidates, are indicat

d . . .
by the dashed magenta lines. The black stars represent the 85 camdij?%"e B._2. Locat_lor_] of the candidate 9a'a?x'es on the _fundamental
lghe using Sersic fit parameters. The candidates are indicated by black

for galaxies with similar properties in Sersic fit parameters as b19, aﬂt ; . 3
p : " - stars. The galaxies belonging to the Tal0 sample are represented using

b19 itselfis represented by a grey filled square in the plot. filled green triangles, and the Tr09 sample is marked by filled cyan di-

amonds. The starting point of our investigation, b19, is indicated by a

filled grey square. The magenta dotted lines show the limiting physi-

In addition to the candidate sample defined using the é%l radius used in the sample sample selection. The black dashed lines

- . - e the fundamental plane fits from Appendix A with their correspond-
_Vaucouleurs_ flt_parameters, we prov_lde an alternative sampl ing 3-u confidence intervals shown as red solid lines. The fit appears
ing the Sersic fit parameters from Simard et al. (2011). to_be slightly dfset owing to the volume weights used to correct the
The sample is defined in the same fashion as the main candiimquist bias in the fitting process.
date sample, and we find 85 galaxies fulfilling the requiret:ien
(listed in Table B.1, together with b19, which was assigries t
Sersic ID 1). The logarithm of the physical radigg has to be
smaller than the sample’s average by at least one standard de
viation, which provides us with an upper limit fé% of ~2.65
kpc. The lower limit for the central velocity dispersiery of
~316.6 km s! is obtained by requiring it to be at least two
standard deviations higher than the mean of the logarithm of
the central velocity dispersion. The last criterion ensuhet all
candidates are more than three standard deviatifirfsomn the
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Figure B.3. Stellar mass-size relation for our basic sample using tiiégure B.5. Distribution of the dynamical mass-to-light ratio%y, us-
Sersic fit parameters. The alternative candidates are indicated by blaxkthe Sersic fit parameters. The blue histogram corresponds to our
stars. The galaxies belonging to the Tal0 sample are represented usasic sample, which only consists of early-type galaxies. The green
filled green triangles, and the Tr09 sample is indicated by filled cydaistogram represents the Tal0 sample, while the cyan histogram cor-
diamonds. B19 is indicated by a filled grey square. The magenta dashesponds to Tr09 sample. The red histogram denotes our 85 alternative

line denotes the limiting scaling radius for our sample selection. candidates.
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Figure B.4. Dynamical mass-size relation for our basic sample usirfggure B.6. Distribution of the stellar mass-to-light rati6s. using the

the Sersic fit parameters. The alternative candidates are indicate ic fit parameters. The blue histogram corresponds to our basic sa
black stars. The galaxies belonging to the Ta10 sample are represeftédwhich only consists of early-type galaxies. The green histogram
using filled green triangles, and the Tr09 sample is indicated by fillégPresents the Tal0 sample, while the cyan histogram corresponds to
cyan diamonds. B19 is indicated by a filled grey square. The magert®9 sample. The red histogram denotes our 85 alternative candidates.
dashed line denotes the limiting scaling radius for our sample selection.
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Figure B.7. Dependence of the dynamical madg, to stellar mas$4.  Figure B.9. Distribution of the Sersic indices of fiierent samples of
ratio on central velocity dispersian, using the Sersic fit parameters.galaxies. The black histogram of the Sersic indices stands for all galax-
The alternative candidates are indicated by black stars. The galaxiesibgin SDSS DR7 for which Simard et al. (2011) did their refits. The blue
longing to the Tal0 sample are represented using filled green triandiestogram indicates the distribution of Sersic parameters for our basic
and the Tr09 sample is marked by filled cyan diamonds. B19 is indicate@imple, which only consists of early-type galaxies. The green histogram
by afilled grey square. The magenta dashed line marks the limiting saa@lpresents the Tal0 sample, while the cyan histogram corresponds to
ing central velocity dispersion for our sample selection. The area beldgwd9 sample. The red histogram denotes our 85 alternative candidates.
the black dashed line is considered to be unphysical, beddus®uld
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Figure B.8. Distribution of the sample’s galaxies in the dynamical mass
Mayn Vs. stellar mas¥l, plane using the Sersic fit parameters. The alter-
native candidates are indicated by black stars. The galaxies belonging
to the Tal0 sample are represented using filled green triangles, and the
Tr09 sample is indicated by filled cyan diamonds. B19 is indicated by
a filled grey square.The magenta dashed line marks the limiting scaling
central velocity dispersion for our sample selection. The black dashed
line denotes the limit of thé/qy, to M, ratio, which is still considered

to be physical, becaudd. would exceedMyy, above it.
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14

Sersic ID SDSS DR10ID ra dec z Msr as Tsdss Ns Lete
[] [] [mag] [arcsec] [kryss]
1 1237648703523520846 229.4240 -0.7049 0.1166 16001 1.62+0.02 33& 12 7.99+0.04 0.81
2 1237651191892607189 125.5691 48.2553 0.1276 17®H63 0.87+0.02 35k 14 2.92+0.30 0.75
3 1237651252557513010 125.0735 48.8830 0.1338 170103 1.00+0.03 318 13 3.22+0.34 0.83
4 1237652934037536913 327.3491 -8.6752 0.1014 170182 1.01+0.03 32G16 3.50+0.19 0.70
5 1237654342254002376 212.1645 61.1317 0.1215 17(93 1.13:+0.02 338 16 5.66+0.36 0.76
6 1237652900773298301 58.0541 -5.8611 0.1137 1¥Q®3 0.77+0.02 306 14 4.76+0.37 0.66
7 1237651252589363420 247.9117 46.2683 0.1321 17®02 0.53:0.01 31k 14 3.79+0.21 0.76
8 1237655502424769160 256.4241 33.4779 0.1022 17AP2 1.32+0.02 32616 5.63+0.17 0.77
9 1237651539246186637 167.7205 66.7862 0.1362 17®HR2 0.65+0.02 35@ 14 3.51+0.13 0.59
10 1237655742944248167 223.0119 5.2335 0.0639 1MB1 1.37+0.02 29410 2.51+0.10 0.77
11 1237651714798125236 248.3287 47.1274 0.1229 1/(BB1 0.81+0.02 33%12 7.98+0.08 0.66
12 1237660615586611373 175.2231 11.0085 0.0809 16X B2 1.00+0.02 28% 14 4.48+0.23 0.82
13 1237658206124507259 193.5474 50.8170 0.1209 1/@®MB2 0.83+0.01 34k 16 5.70+0.33 0.80
14 1237652944786424004 1.1323 16.0719 0.1144 1¥@62 0.62+0.01 29k 15 4.48+0.29 0.55
15 1237658423007707334 138.8689 4.6676 0.1431 @03 0.91+0.03 30314 3.75£0.38 0.71
16 1237657242435584230 146.2765 47.8321 0.1170 16MmO2 1.24+0.03 31219 4.25+0.27 0.62
17 1237657856067830007 161.5842 49.4468 0.1306 170103 0.88+0.02 286G 14 5.01+0.49 0.71
18 1237654952670003535 253.9937 39.4776 0.1496 17802 0.97+0.02 39318 2.85:+0.20 0.78
19 1237670956787695816  23.2042 -9.1208 0.1336 1¥M@O02 1.09+0.03 3189 5.36+0.27 0.79
20 1237652948530102500 10.3768 -9.2352 0.0538 15MH0 2.46+0.02 31&5 4.38+0.01 0.53
21 1237656243317113067 354.1646 15.8222 0.1179 170183 0.79+0.02 29@-16 5.00+0.34 0.73
22 1237657610723655845 158.1494 53.3763 0.1340 1704 0.92+0.02 29315 3.29+0.46 0.69
23 1237655474503024820 245.6049 44.7856 0.0716 15080 1.89+0.02 3338 5.46+0.03 0.81
24 1237658424616616162 134.8572 5.6269 0.1625 H/®BGB3 0.79+0.03 288 16 6.21+0.28 0.72
25 1237657596224209238 123.8014 38.6793 0.1259 17M@2 1.06+0.02 33313 4.70+0.17 0.89
26 1237665569297203655 254.5120 41.8378 0.0375 15080 1.50+0.01 3037 3.54+0.04 0.64
27 1237654605857751221 148.8860 4.3722 0.0937 16@BP1 1.07+0.01 3529 3.99+0.05 0.52
28 1237653614796865660 143.0592 56.4013 0.1173 16061 1.09+0.01 30210 5.21+0.12 0.69
29 1237655465916170402 184.8400 63.5358 0.1039 17(BB1 0.60+0.01 29214 6.00+0.28 0.52
30 1237658204493185306 130.8260 34.6824 0.0658 160101 1.79+0.03 30k 11 2.62+0.03 0.86
31 1237657628456190055 187.6884 51.7060 0.1517 170162 0.70+0.01 30% 14 4.51+0.22 0.62
32 1237660025032081578 340.4373 -0.8113 0.1293 1782 0.78+0.02 37322 7.95+0.16 0.77
33 1237661064411349290 138.3286 8.1161 0.0934 16001 0.95+0.01 2959 4.78+0.14 0.61
34 1237661849849430137 156.3195 40.3153 0.0682 16(B63 1.79+0.02 31Z10 5.30+0.28 0.58
35 1237661069261209757 180.2716 14.5850 0.0831 H6@@1 1.29+0.02 29%9 2.86+0.06 0.57
36 1237662663746060502 221.9296 34.6657 0.0974 1/(B02 0.72+0.01 28414 6.17+0.38 0.59
37 1237663277928022281 0.6027 0.5352 0.0784 1¥G03 0.71+0.02 33k17 7.97+0.11 0.77
38 1237661383314702588 160.1959 39.9311 0.1394 17(B@2 0.68+0.02 32415 5.06+0.25 0.69
39 1237662697568796852 226.2857 30.1184 0.1450 16MO2 1.00+0.02 3149 7.99+0.04 0.71
40 1237661812272857187 180.2528 12.2175 0.1295 1@®03 0.87+0.03 29k 17 555+0.46 0.81
41 1237665532252520624 223.1388 22.5927 0.1551 1 ®02 0.94+0.02 31816 4.06+0.28 0.54
42 1237667255083991162 170.3135 29.9694 0.1237 170682 0.97+0.03 37824 3.26+0.18 0.65
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B3 Sersic ID SDSS DR10ID ra dec z Msr as Tsdss Ns Lete
[] ] [mag] [arcsec] [kryss]
43 1237667324323758158 166.9049 27.1948 0.1502 170164 0.83+0.02 28% 14 6.32+0.69 0.63
44 1237667735054647478 206.9225 20.9708 0.1232 170103 0.78+0.01 28614 6.30+0.49 0.76
45 1237662193459986552 206.5336 39.4248 0.1297 170183 0.80+ 0.03 28315 3.77+0.35 0.68
46 1237667736104861820 149.3027 19.2625 0.0975 17M@3 0.97+0.02 28%10 3.41+0.26 0.84
47 1237665549429899544 223.0734 22.4871 0.1165 17(®02 0.58+0.01 33% 13 4.63+0.19 0.62
48 1237667209978380503 149.1117 23.9641 0.1193 170182 1.06+0.02 35625 6.92+0.26 0.68
49 1237663278461944053 353.8668 1.0467 0.0827 16062 1.62+0.02 3269 5.18+0.24 0.80
50 1237662340012638220 239.5694 27.2367 0.0896 16MB02 0.77+0.01 29612 5.82+0.28 0.75
51 1237664667887140986 128.6548 24.3250 0.0705 16081 1.63+0.02 2969 7.17+0.08 0.77
52 1237664093432119636 121.7265 20.7624 0.1247 1M84 0.72+0.02 29% 14 5.55+0.53 0.66
53 1237665533335175692 243.8410 16.3942 0.0818 15HQA1 1.63+0.01 31%7 6.03+0.13 0.81
54 1237661850400260193 199.4989 43.6141 0.1140 17(@B@4 0.65+0.02 28Z 16 5.15+0.48 0.62
55 1237664852035174654 219.1545 31.3943 0.0850 H16MO1 0.95+0.01 33%9 3.96+0.04 0.77
56 1237667321652248694 199.8561 25.5487 0.2810 (B3 0.52+0.01 28412 6.49+0.44 0.89
57 1237667730736873763 134.9926 14.7626 0.1008 1/(®@Q2 1.07+0.02 29k 14 2.98+0.09 0.57
58 1237662664290402490 239.6933 27.2131 0.0879 16MO1 1.01+0.02 29215 3.91+0.11 0.74
59 1237665535469486145 243.3042 17.8080 0.0374 1400 2.89+0.01 3167 5.76+0.05 0.68
60 1237665016311840908 163.4479 32.8694 0.1307 17(BO3 0.97+0.02 33214 3.67+0.44 0.64
61 1237667212115050932 124.1550 16.1777 0.1511 ®@®@2 0.77+0.02 30313 2.74+0.19 0.64
62 1237665564997976239 218.1283 20.4259 0.1216 17(®@62 1.11+0.03 304 17 4.62+0.23 0.83
63 1237663478723969457 338.0784 -0.4059 0.0865 16002 1.44+0.02 32%17 7.96+0.10 0.80
64 1237667910055100586 181.7985 23.8744 0.0775 16(®01 1.63+0.02 32811 7.99+0.03 0.86
65 1237667734526492801 227.3075 16.4333 0.1159 17(®04 1.21+0.02 31@:-17 7.62+0.37 0.61
66 1237670450522816720 137.8481 16.5697 0.0900 16(BO1 1.09+0.02 29%9 4.42+0.08 0.77
67 1237663789032669425 125.7014 59.7435 0.1344 1702 0.99+0.03 296-14 4.86+0.25 0.69
68 1237665429169242591 209.7906 27.9501 0.0811 17MB1 0.65+0.01 28%10 3.67+0.32 0.62
69 1237668299281662070 194.2881 20.8064 0.0868 16(BO3 1.54+0.01 30%&9 7.40+0.52 0.56
70 1237668349753950509 232.0499 12.1307 0.1225 17(663 0.85+0.02 31k 14 3.77+0.21 0.81
71 1237667783900135493 164.2812 22.2115 0.1206 170102 1.01+0.02 303 14 3.80+0.17 0.77
72 1237668271372501042 227.9714 14.2653 0.1221 170183 0.90+0.02 29k 16 6.61+0.40 0.75
73 1237648721758978188 160.3022 0.2285 0.1300 L7@B2 0.94+0.02 30% 15 4.40+0.18 0.64
74 1237668495782117442 176.4731 17.3242 0.0928 16BB1 0.72+0.01 28%9 3.40+0.11 0.59
75 1237664671640715458 191.2284 36.1838 0.0877 170182 0.35+0.01 29315 7.03+0.49 0.68
76 1237662335717015837 236.8248 33.1773 0.1265 17(GB3 0.84+0.03 29616 7.01+0.48 0.78
77 1237667782274187688 128.9043 12.6627 0.1054 1MB2 0.98+0.02 29%12 4.29+0.13 0.71
78 1237661087497126080 132.4080 29.6033 0.1059 H®6(®BB1 1.27+0.02 3027 3.75+0.12 0.80
79 1237661358617067696 181.3091 48.4216 0.0648 15@B00 1.54+0.02 31%8 4.09+0.07 0.71
80 1237653651837026391 4.8387 14,9802 0.1277 1¥@D3 1.10+0.03 303% 14 541+0.29 0.74
81 1237668298203070641 182.4650 20.0535 0.1116 1782 0.88+0.02 29312 4.96+0.30 0.72
82 1237654604796985469 178.6502 4.3536 0.0761 1702 0.18+0.01 27Z13 2.66+0.22 0.53
83 1237667917032980629 189.9670 21.1529 0.1085 16(BB1 1.17+0.01 32k 9 5.19+0.12 0.74
84 1237661950244945934 162.5130 11.8190 0.0812 16021 1.51+0.02 34G-11 5.14+0.16 0.88
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Sersic ID SDSS DR10 ID ra dec z s, as Tsdss Ns Letc
[] [] [mag] [arcsec] [kryss]

85 1237668333640810655 225.5537 14.6343 0.0697 16MBO1 0.89+0.01 35k 14 8.00+0.02 0.52

86 1237667917030555837 184.0304 21.1393 0.1278 16(O1 1.12+0.02 38% 16 6.35+0.13 0.79

Table B.1.List of the basic parameters of our alternative candidalexgss using the Sersic fit parameters of Simard et al. (20tkt¢ad of the de Vaucouleurs fit parametel%
used for our main candidate sample. First column: intereasig IDs, which are used to identify the galaxies. The nuinges essentially random and only based on the ordgr
the galaxies were drawn from the basic sample. The galaxyhb$%he internal ID 3. Second column: object ID used by SDS$MRhird and fourth column: equatorialS.
coordinates of the galaxies. Fifth column: redshijfalready corrected for our motion relative to the CMB. Sjxtbventh, and eighth columns: observed uncorrected cefitte
SDSS parameters in the following order: observed appareghitudemsgss angular semi-major axisgss central velocity dispersiotrsgss Ninth column: axis rati@y .. Tenth
column: GalaxyZoo probability’etc of the galaxy being classified as an early-type.

Sersic ID Re g0 Hr M, (Mg - M) IOglO(Mdyn) logio(M.) Tdyn T

[kpc] kms™] gl [mag] [mag] [logio(Me)]  [logio(Me)]l  [Mo/Lod  [Mo/Lod
1 3.46+0.05 36413 19.11+0.01 -22.28-0.01 0.80+0.02 11.60:0.02 11.16:+0.15 6.44+0.30 2.31x0.96
2 2.00+0.05 39&-16 18.59+0.03 -21.62-0.03 0.84+0.04 11.670.05 10.99-0.15 13.84+1.84 2.90+1.22
3 241+ 0.06 35k 14 18.76+£0.03 -21.86-0.03 0.83+0.05 11.65-0.05 11.09+0.15 10.43+1.41 2.89+1.21
4 1.90+0.05 35418 18.62+0.02 -21.45:0.02 0.67+0.04 11.54-0.03 10.86-0.15 11.86-1.05 2.46+1.02
5 249+ 0.05 37k 17 18.92+0.03 -21.76-0.03 0.86+0.04 11.60+0.03 11.02+0.15 10.16+1.10 2.70+1.13
6 1.60+0.04 34%15 17.78+0.03 -21.92:t0.03 0.83+0.04 11.37+0.04 11.09:0.15 5.24+0.61 2.76+1.15
7 1.27+0.03 35216 17.67+0.02 -21.55:+0.02 0.87+0.04 11.35:0.03 10.95:0.15 6.95:0.60 2.76+1.15
8 251+ 0.05 35617 19.24+0.02 -21.43:0.02 0.87+0.03 11.56:0.02 10.90+0.15 12.79:0.99 2.76+1.15
9 1.59+0.05 39316 18.00+0.02 -21.73:0.02 0.88+0.03 11.55:0.02 11.05:0.15 9.53:0.71 3.02+1.26

10 1.69+0.03 32k 11 18.37+0.01 -21.41+0.01 0.81+0.02 11.45:0.02 10.870.15 10.00+0.61 2.63+1.09
11 1.80+0.03 37314 18.38:0.01 -21.59+0.01 0.59+0.02 11.34:-0.02 10.63:0.15 6.62+0.30 1.28+0.53
12 1.53+0.03 31216 18.25:0.02 -21.32:0.02 0.76+0.03 11.31+0.03 10.69:0.15 7.85+0.69 1.90+0.79
13 1.83+0.03 38&18 18.15:£0.02 -21.86£0.02 0.84+0.04 11.48:0.03 11.05:0.15 7.11+0.64 2.67+1.11
14 1.29+0.02 32& 17 17.83:0.02 -21.41+0.02 0.81+0.04 11.26:0.03 10.870.15 6.47+0.62 2.64+1.10
15 2.31+0.07 33616 1857+0.03 -21.97%0.03 0.84:£0.04 11.57+0.05 11.09:0.15 7.89+1.06 2.63+1.10
16 2.64+0.06 35@-21 18.96+0.02 -21.84:0.02 0.73:0.04 11.64:0.04 11.04:0.15 10.40:1.05 2.60+1.08
17 2.06+0.05 31%&16 18.54+0.03 -21.74-0.03 0.96+0.04 11.41+0.05 11.15:0.15 6.73+0.89 3.76+1.58
18 257+ 0.05 43420 1858+£0.02 -22.19-0.02 0.87+0.04 11.88:0.04 11.23:0.15 13.05:1.29 2.97+1.24
19 2.60+0.06 3510 18.54+0.02 -22.25:0.02 0.85£0.083 11.58:0.02 11.19:+0.15 6.27+0.47 2.55+1.06
20 258+ 0.02 335 18.67+0.00 -22.01+0.01 0.86+0.01 11.57+0.01 11.11+0.15 7.62+0.16 2.65+1.09
21 1.69+0.04 32318 18.24+0.03 -21.59:+0.03 0.83+0.04 11.34-0.04 10.94-0.15 6.60+0.76 2.60+1.09
22 2.22+0.06 32517 18.75:£0.04 -21.69:-0.04 0.79+0.06 11.54:0.06 10.94:+0.15 9.57+1.71 2.36+1.00
23 258+0.02 3589 18.71+0.00 -21.99-0.01 0.85:£0.01 11.59+0.01 11.07+0.15 8.10+0.24 2.43+1.00
24 2.25+0.07 32k 18 18.35:0.03 -22.15-0.03 0.86:£0.05 11.40:0.03 11.17+0.15 4.50+0.46 2.65+1.11
25 242+ 0.04 36&14 1853+0.02 -22.09-0.02 0.88:0.03 11.62£0.02 11.15:0.15 7.97+0.58 2.73+1.14
26 1.12+0.01 3297 17.83+0.00 -21.02-0.01 0.83+0.01 11.24-0.01 10.53+0.15 8.94+0.28 1.72+0.71
27 1.88+0.02 38810 17.95:+0.01 -22.09-0.01 0.82+0.02 11.59-0.01 11.12:0.15 7.44+0.29 2.53+1.05
28 2.33+0.03 33211 1837+0.01 -22.16:0.01 0.86:£0.02 11.49:0.02 11.18:0.15 556+0.27 2.68+1.11
29 1.16+0.02 32916 17.75:+0.01 -21.25:0.01 0.84+0.02 11.14+0.03 10.80+0.15 5.74+0.42 2.62+1.08
30 2.27+0.04 32411 19.00+0.01 -21.42-0.01 0.80+0.02 11.58:0.02 10.82:0.15 13.45:0.64 2.35+0.97
31 1.88+0.04 34416 18.03:+0.02 -22.07+0.02 0.88+0.04 11.46+0.03 11.10+0.15 5.63+0.47 2.42+1.01
32 1.82+0.05 416:24 18.16+0.02 -21.85:0.02 0.83+0.04 11.44:+0.03 11.00+0.15 6.60+0.54 2.40+1.00
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Sersic ID R oo Uy M, (Mg — M) 10gi0(Mgyn)  l0g1o(M.) Tayn T,
[kpc] kms™] steei] [mag] [mag] [logio(Mp)]  [l0g10(Me)]  [Mo/Lod — [Mo/Lo.l
33 166+ 002 326 10 18.08+0.01 -21.690.01 0.78:0.02 11.35-0.02 10.88:0.15 6.17+0.31 2.10+0.87
34 2.34£0.03 34211 19.31+0.03 -21.18:0.03 0.73:0.04 11.52:0.03 10.74:0.15 14.47:1.38 2.44+1.02
35 2.02+0.03 31810 18.34+0.01 -21.84:0.01 0.85:0.02 11.50:0.02 11.03:0.15 7.64+0.35 2.55+1.06
36 1.31+0.02 31%16 18.15+0.02 -21.12:0.02 0.77+0.03 11.16:0.03 10.72:+0.15 6.69+0.63 2.47+1.03
37 1.06+0.02 3719 18.16+0.03 -20.62:0.03 0.78:0.04 11.11+0.02 10.48:0.15 9.42+0.90 2.22+0.93
38 1.69+0.05 364 17 18.17+0.02 -21.68:0.02 0.85:0.03 11.44+0.03 11.03:0.15 7.62+0.64 2.96+1.23
39 258+ 0.06 34%10 18.40+0.02 -22.39:0.02 0.74:0.03 11.44:0.01 11.19:0.15 3.96+0.22 2.24+0.93
40 2.04+0.06 32319 18.69+0.03 -21.56:0.03 0.85:0.04 11.39+0.04 10.93:0.15 7.70+0.97 2.66+1.11
41 257+0.07 35317 18.65:0.02 -22.13:0.02 0.89+0.04 11.64:0.04 11.26:0.15 8.00+0.79 3.31+1.38
42 2.18+0.07 41%26 19.06+0.02 -21.33:0.02 0.75:+0.03 11.75:0.03 10.82:0.15 21.75:2.22 2.53+1.05
43 219+ 0.04 31916 18.36+0.04 -22.07:+0.04 0.84:0.06 11.38:0.05 11.12:0.15 4.61+0.71 2.57+1.09
44 1.74+0.03 31216 18.30+0.03 -21.60:0.03 0.80+0.04 11.28:0.04 10.96:0.15 5.66+0.67 2.71+1.14
45 1.87+0.06 32217 18.44+0.03 -21.63:0.03 0.85+0.05 11.44+0.04 10.99:0.15 8.01+1.03 2.87+1.20
46 176+ 0.04 31%11 18.48+0.03 -21.42:0.03 0.83:0.04 11.41+0.03 10.87+0.15 9.22+1.03 2.61+ 1.09
47 1.23+0.02 37& 15 17.53:0.02 -21.60:0.02 0.82+0.03 11.35:0.02 10.86:0.15 6.74+0.52 2.18+0.91
48 2.30+0.05 39227 18.76:0.02 -21.74:0.02 0.60+0.03 11.55:0.03 10.71+0.15 9.22+0.86 1.35:0.56
49 254+ 0.02 3469 18.74+0.02 -21.94:0.02 0.88+0.03 11.57:0.02 11.14:0.15 8.11+0.59 3.00: 1.25
50 1.30£0.02 33@ 13 17.76:0.02 -21.47:0.02 0.89+0.03 11.20:0.03 10.94:0.15 5.38+0.43 291+ 1.21
51 2.20+0.02 32110 18.80+0.01 -21.56:0.01 0.83:0.02 11.34:0.01 10.89:0.15 6.79:0.29 2.41+ 1.00
52 1.63:0.03 33415 18.17+0.04 -21.59:0.04 0.84+0.06 11.33:0.04 11.03:0.15 6.39:0.92 3.20+1.36
53 252+ 002 33%&7 18.30+0.01 -22.36:0.01 0.78:0.02 11.50:0.01 11.14:0.15 4.67+0.19 2.06+0.85
54 1.35+0.04 32318 18.18:0.04 -21.16:0.04 0.84:0.06 11.23:0.04 10.80:+0.15 7.65+1.12 2.86+1.22
55 153+0.01 36%10 17.57+0.01 -22.01+0.01 0.81+0.02 11.45:0.01 11.04:0.15 5.84+0.24 2.26+0.93
56 2.32+0.05 32214 16.94+0.03 -23.76:0.03 0.71+0.05 11.40:0.03 11.39%0.15 1.03+0.11 1.01+0.42
57 2.00+0.04 32115 18.83+0.02 -21.35:0.02 0.86+0.04 11.50:0.02 10.86+0.15 11.92:0.90 2.76+1.15
58 1.67+0.03 32217 1854+0.01 -21.25:0.01 0.85:0.03 11.38:0.02 10.85+0.15 10.05:0.67 2.90+1.20
59 2.14£0.01 33%7 1856+0.00 -21.71+0.01 0.84:0.01 11.44:0.01 10.85:0.15 7.41+0.22 1.90+0.79
60 2.28+0.05 36816 18.69+0.03 -21.80:0.03 0.85:0.04 11.64+0.05 11.04:0.15 10.91+1.61 2.73:+1.14
61 2.05+0.05 33814 1835002 -21.94:0.02 0.86+0.03 11.57+0.03 11.10:0.15 8.07+0.76 2.77+1.15
62 2.46+0.06 33%19 1892+0.02 -21.73:0.02 0.80+0.03 11.55:0.03 10.98:0.15 9.42+0.85 2.56+ 1.07
63 2.35+0.03 356:18 19.01+0.02 -21.50:0.02 0.85+0.03 11.42:0.02 10.92:0.15 858065 2.75+1.15
64 2.40+0.03 35512 1893+0.01 -21.62:0.01 0.87+0.03 11.42:0.01 10.96:0.15 7.79+0.35 2.66+1.10
65 255+ 0.05 346:19 19.11+0.04 -21.62:0.04 0.81+0.07 11.43:0.03 10.90:0.15 7.97+0.99 2.35+ 1.00
66 1.84+0.04 32% 10 18.32:0.01 -21.67+0.01 0.82+0.02 11.41+0.02 10.93:0.15 7.19+0.32 2.40+ 0.99
67 2.39+0.06 32%15 1855:0.02 -22.05:+0.02 0.88+0.04 11.51+0.03 11.17:0.15 6.32+0.54 2.90+1.21
68 1.00+0.01 32311 17.76+0.01 -20.90:0.01 0.79+0.02 11.17+0.04 10.56+0.15 8.48+0.83 2.09+ 0.86
69 252+0.02 33310 18.88+0.03 -21.78:0.03 0.82:0.05 11.42:0.03 10.95:0.15 6.64+0.70 2.26+0.95
70 1.89+ 0.04 34616 18.58+0.03 -21.51+0.03 0.91+0.05 11.51+0.03 11.06:0.15 10.45:1.09 3.78+1.58
71 2.22+0.05 33415 1859+0.02 -21.84:0.02 0.84:0.03 11.54:0.03 11.03:0.15 8.37+0.68 2.58+1.07
72 2.00+0.04 32218 18.61+0.03 -21.59:0.03 0.84:0.05 11.33:0.03 10.92:0.15 6.43:0.71 2.52+1.06
73 2.20+0.05 33816 18.64:0.02 -21.78:0.02 0.85:0.03 11.52:0.03 11.04:0.15 8.39+0.67 2.79+1.16
74 1.25:0.02 31210 17.72:0.01 -21.44:0.01 0.78:0.02 11.27+0.02 10.77:0.15 6.53+0.34 2.04+0.84
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Sersic ID R oo Uy M, (Mg — M) 10gi0(Mgyn)  l0g1o(M.) Tayn T,
[kpc] kms™] (o] [mag] [mag] [logio(Mp)]  [l0g10(Me)] ~ [Mo/Lod — [Mo/Lo.l
75 0.58+0.01 33& 17 16./6+0.02 -20.71=0.02 0.83x0.03 10.81+0.04 1052:0.15 4.38: 0.44 2.26:0.94
76 1.92+0.06 32918 18.56+0.03 -21.56:0.03 0.82+0.04 11.31+0.04 10.94+0.15 6.32+0.73 2.71+1.14
77 1.91+0.05 32813 18.48:0.02 -21.60:0.02 0.81+0.03 11.44:0.02 10.93:0.15 8.24+0.58 2.57+1.07
78 2.49+0.03 3368 18.55+0.01 -22.11+0.01 0.84:0.02 11.58:0.02 11.12:0.15 7.19:0.34 2.49+1.03
79 1.92+0.02 3389 1840+0.00 -21.66:0.01 0.83:0.01 11.48:0.01 10.93:0.15 8.50+0.30 2.39+ 0.99
80 254+ 0.06 33316 18.84+0.03 -21.88:0.03 0.86+0.04 11.52:0.03 11.08:0.15 7.67+0.79 2.76:+1.16
81 1.80+0.05 32613 18.60+0.02 -21.36:0.02 0.83:0.04 11.37+0.03 10.87+0.15 8.84+0.77 2.77+1.15
82 0.26+0.01 32815 15.44+0.02 -20.33:0.02 0.76+0.03 10.65:0.04 10.37:0.15 4.37+0.47 2.27+0.94
83 2.35+0.03 35310 18.37+0.01 -22.16:0.01 0.89+0.02 11.55:0.02 11.21+0.15 6.29+0.29 2.86+1.18
84 2.32+0.03 36912 1891+0.01 -21.58:0.01 0.85:0.02 11.59+0.02 10.94r0.15 11.79:0.62 2.65+1.10
85 1.19+0.01 38215 17.76+0.01 -21.26:0.01 0.79+0.02 11.20+0.02 10.68:0.15 6.46+0.32 1.95+0.81
86 258+ 0.04 42817 18.43:0.01 -22.33:0.01 0.83:0.02 11.70:0.02 11.180.15 7.67+0.41 2.33:+0.96

Table B.2.List of the derived parameters based on the Sersic fits fronai et al. (2011) for our alternative candidate galaxigst Eolumn: internal Sersic IDs of our galaxies

doisuyn

stiazoq :'[e 18 Jap|nes U

Second column: scale radi& of the galaxies measured in the SDSS r band (in kpc). Thirdneol corrected central velocity dispersiog (in knys). Fourth column: surface o

brightnesg, measured in the SDSS r band (in nfeagseé). Fifth column: absolute magnitude in r baMj. Sixth column: g-r colour g — M) (in mag). Seventh column:
logarithm of the dynamical masdgy, (in solar masses). Eighth column: logarithm of the stellassM- (in solar masses). Ninth column: dynamical mass-to-lighibr gy,

(in solar unitsMg/Lg ). Tenth column: stellar mass-to-light rafio. (in solar unitsMg/Le).

Appendix C: The cross-match list and, the Ta10 and Tr09 sampl es

SDSS DR10 ID internal ID  Sersic ID  Taylor ID  Trujillo IDN SDSS DR10 ID internal ID  SersicID  Taylor ID  Truijillo IDNY
1237648704060129355 - - 55 - 1237648721255596242 1 - - -
1237648703523520846 2 1 - - 1237651191892607189 3 2 - -
1237650760782905596 - - - 155310 | 1237651538710167661 - - - 225402
1237651252557513010 - 3 - - 1237651753466462236 4 - - -
1237652934037536913 5 4 - - 1237654880201932994 - - - 460843
1237654342254002376 - 5 - - 1237652900773298301 6 6 49 -
1237652629102067836 7 - - - 1237651252589363420 8 7 - -
1237655502424769160 9 8 - - 1237656496713892027 - - - 685469
1237657401874710721 - - 62 - 1237651539246186637 10 9 - -
1237654400765591702 - - 30 - 1237651735773708418 11 - - -
1237655742944248167 - 10 - - 1237662267538997604 - - 21 -
1237662501086691600 - - 38 - 1237659329240236080 12 - - -
1237666339727671425 13 - 19 - 1237651714798125236 14 11 - -
1237660615586611373 - 12 - - 1237658206124507259 15 13 - -
1237652943695184336 - - - 321479 | 1237658204522807485 - - - 796740
1237652944786424004 16 14 - - 1237652629104427133 - - 22 -
1237658423007707334 - 15 - - 1237660412113912034 - - - 929051
1237652629103968326 - - 18 - 1237662267540570526 17 - - -
1237653651308871866 - - 15 - 1237654400224592070 - - - 415405
1237650796219662509 - - 14 - 1237657242435584230 - 16 - -
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SDSS DR10 ID internal ID  SersicID Taylor ID  Trujillo IDN SDSS DR10 ID internal ID  Sersic ID  Taylor ID  Trujillo IDNY
1237657856067830007 - 17 - - 1237654391106896136 - - - 411130
1237654952670003535 - 18 - - 1237662524157460585 - - 1 -
1237670956787695816 - 19 - - 1237658300604809510 - - - 815852
1237652948530102500 18 20 - - 1237653665789575334 - - - 417973
1237662524694659165 - - 42 - 1237657590319022174 - - - 721837
1237656241159995854 19 - - - 1237656243317113067 20 21 - -
1237657610723655845 - 22 - - 1237655474503024820 21 23 - -
1237661070319091925 - - 8 - 1237658423018389671 - - - 824795
1237658424616616162 - 24 - - 1237657769628926193 - - 27 -
1237657190367297807 - - 48 - 1237657596224209238 22 25 - -
1237662264318034136 23 - - - 1237671265496006878 - - 20 -
1237657401346687209 - - 36 - 1237665569297203655 24 26 - -
1237674650998341919 - - 33 - 1237654605857751221 25 27 - -
1237655126084157462 - - 47 - 1237653614796865660 - 28 - -
1237655463236141124 - - 9 - 1237655465916170402 26 29 - -
1237658204493185306 - 30 - - 1237658206117036087 - - 26 -
1237659324945072200 - - - 896687 | 1237657628456190055 27 31 - -
1237657874328715438 - - 24 - 1237661356460671120 - - 12 -
1237659153685610726 - - 37 - 1237660343928750289 - - 57 -
1237660962936062177 - - - 986020 | 1237660025032081578 28 32 - -
1237661064411349290 29 33 - - 1237661064941929079 - - 45 -
1237659161735397586 - - - 890167 | 1237661068721586383 - - 61 -
1237661849849430137 30 34 - - 1237661069261209757 - 35 - -
1237662663746060502 - 36 - - 1237663277928022281 31 37 - -
1237661383314702588 32 38 - - 1237662619722711187 - - 50 -
1237662697568796852 33 39 - - 1237665128542044254 - - 34 -
1237665531170783414 - - 56 - 1237661812272857187 34 40 - -
1237665532252520624 35 41 - - 1237667255083991162 - 42 - -
1237667324323758158 - 43 - - 1237667735054647478 - 44 - -
1237662193459986552 - 45 - - 1237667736104861820 - 46 - -
1237662224087974057 36 - - - 1237670965389557929 - - 39 -
1237664130483618005 37 - - - 1237664669510074510 38 - - -
1237665549429899544 39 47 35 - 1237667209978380503 40 48 - -
1237663278461944053 41 49 - - 1237662340012638220 42 50 - -
1237662664292630745 - - 11 - 1237662307269804288 - - 52 -
1237667781740331285 - - 41 - 1237664667887140986 43 51 - -
1237664093432119636 44 52 - - 1237665533335175692 - 53 54 -
1237661850400260193 45 54 - - 1237664852035174654 46 55 - -
1237663543683711270 - - 43 - 1237665098466656347 - - 63 -
1237667321652248694 - 56 - - 1237667429035540562 47 - - -
1237664339328172101 - - - 1780650 | 1237673808655221213 48 - - -
1237667730736873763 - 57 - - 1237665373329096903 - - 10 -
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SDSS DR10 ID internal ID  SersicID Taylor ID  Trujillo IDN SDSS DR10 ID internal ID  Sersic ID  Taylor ID  Trujillo IDNY
1237664853648015625 - - 3 - 1237664854715727968 49 - - -
1237662664290402490 - 58 17 - 1237665535469486145 50 59 - -
1237665016311840908 - 60 - - 1237667212115050932 - 61 - -
1237667442972754078 - - 53 - 1237665564997976239 - 62 - -
1237663478723969457 51 63 - - 1237665440978698364 52 - 59 -
1237667910055100586 53 64 13 - 1237667252924842120 - - - 2258945
1237667734526492801 54 65 - - 1237667782277071029 - - 46 -
1237670450522816720 - 66 - - 1237668495245705310 - - - 2402259
1237663789032669425 - 67 - - 1237662619725005006 55 - - -
1237664869745230095 56 - - - 1237665429169242591 57 68 - -
1237665440975224988 58 - - - 1237668299281662070 59 69 - -
1237668349753950509 60 70 - - 1237670449986273410 - - 31 -
1237661871876669606 - - 5 - 1237667783900135493 - 71 - -
1237668271372501042 61 72 - - 1237648721758978188 62 73 - -
1237663547440431315 - - 2 - 1237668625165975629 - - 23 -
1237668495782117442 - 74 - - 1237648720716890184 - - - 54829
1237674365919363403 - - 7 - 1237664671640715458 63 75 - -
1237661356469387315 - - 60 - 1237665351319552146 - - 6 -
1237661433237733495 - - 25 - 1237661139034046601 - - - 1044397
1237667735062708393 64 - - - 1237662237484646804 - - 4 -
1237662335717015837 65 76 - 1237667782274187688 - 7 - -
1237661087497126080 - 78 - - 1237668585969877156 - - - 2434587
1237668310021440087 66 - - - 1237662195064438832 - - - 1173134
1237661358617067696 67 79 - - 1237648721747378408 - - 28 -
1237653651837026391 - 80 - - 1237668298203070641 68 81 - -
1237662336261685637 - - 29 - 1237662224621240601 - - 51 -
1237654604796985469 - 82 - - 1237662236945088747 - - 58 -
1237662336794820961 69 - - - 1237667917032980629 70 83 - -
1237662224614490342 71 - - - 1237661950244945934 72 84 - -
1237668333640810655 73 85 - - 1237662236410577091 74 - - -
1237662302971691136 75 - - - 1237661971718799467 - - 40 -
1237667917030555837 76 86 - -

Table C.1.Cross-match list of all IDs of all galaxies of used in thiséstigation. First column: Object IDs used by SDSS DR10. Bécolumn: internal IDs of our candidat
sample. Third column: Sersic IDs of the alternative sampteel on the parameters from Simard et al. (2011) providegpeAdix B. Fourth column: IDs of Taylor et al. (201

as listed in their paper. Fifth column: IDNY from Trujillo at. (2009).

Taylor ID SDSS DR10 ID ra dec z Mygssr Asdss Tsdss Oba  LetG
[] [’1 [mag] [arcsec] [knyis]
55 1237648704060129355 228.8519 -0.3402 0.1001 16090 1.62£0.03 35% 11 0.84 0.86
49 1237652900773298301 58.0541  -5.8611 0.1137 1¥@®1 1.03:0.02 30614 0.38 0.66
62 1237657401874710721 121.4479 32.8120 0.1203 16(M01 1.38:0.03 22Z10 0.80 0.78
30 1237654400765591702 178.7375 65.7964 0.1071 1600 1.11+0.01 1928 0.62 0.75
21 1237662267538997604 231.9958 5.0639 0.0872 1@O0 1.00:£0.02 2238 0.85 0.88
38 1237662501086691600 253.5743 26.9582 0.1035 17000 0.81+0.01 1748 0.46 0.67
19 1237666339727671425 20.8205  0.2955 0.0928 1¥A00 1.11+0.02 29611 0.73 0.88
22 1237652629104427133  13.5572 -10.6207 0.1189 1##(@FO01 0.83+0.04 14314 091 0.86
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Taylor ID SDSS DR10 ID ra dec z Mydss Asdss Tsdss Opa  Lete
[] ° [mag] [arcsec] [knys]
18 1237652629103968326 12.4721 -10.7547 0.0983 (@361 1.06+0.04 18412 0.90 0.68
15 1237653651308871866  25.4214  13.6498 0.0724 16@80 1.25:0.02 1836 0.87 0.81
14 1237650796219662509 145.3475  0.0544 0.0913 1 @B0 0.95:0.02 1637 0.98 0.84
1 1237662524157460585 190.1666 13.8156 0.0865 16880 1.02+0.02 166 0.77 0.83
42 1237662524694659165 190.9405 14.1608 0.0877 16(BO0 1.43+0.02 23k8 0.58 0.76
8 1237661070319091925 143.0571 11.7045 0.0821 16@90 0.90+0.01 166:6 0.86 0.70
27 1237657769628926193 131.3568 41.5528 0.1015 16®60 1.19+0.03 1928 0.98 0.79
48 1237657190367297807 357.6717 -0.6124 0.0794 1#@V0 1.77+0.02 18%&7 0.58 0.68
20 1237671265496006878 191.8619 -1.5344 0.0887 16@O0 1.16+0.02 24910 0.64 0.83
36 1237657401346687209 141.6903 45.8730 0.0799 ®6®BB0 1.23+0.02 22%9 0.98 0.79
33 1237674650998341919 170.7120 0.4215 0.1040 17181 1.12+0.02 2529 0.70 0.63
47 1237655126084157462 187.1464 55812 0.0676 1500 1.52+0.01 1754 0.87 0.88
9 1237655463236141124 204.6658 59.8185 0.0707 @80 1.16+0.01 23%7 0.78 0.82
26 1237658206117036087 166.7747 49.6303 0.1069 @GO 1.07+0.03 18210 0.96 0.77
24 1237657874328715438 139.8645 40.1167 0.0937 1660 1.29+0.03 167 0.89 0.89
12 1237661356460671120 153.4443 42.0479 0.1060 17MBO 0.93+0.01 1438 0.71 0.81
37 1237659153685610726 254.3686 26.7014 0.1198 1761 1.00+0.04 20312 0.92 0.82
57 1237660343928750289 127.0233 30.0714 0.1097 17(B1 1.90+0.06 129 0.96 0091
45 1237661064941929079 124.0758 5.9420 0.1032 @O0 1.01+0.02 22k11 0.98 0.81
61 1237661068721586383 173.8238 13.9530 0.0821 15®BO0 2.25:0.02 27%7 0.89 0.97
50 1237662619722711187 235.1621 32.1894 0.1183 17061 2.25:+0.04 17315 0.56 0.75
34 1237665128542044254 179.5965 35.0486 0.0807 16®O0 1.39+0.02 19%8 0.79 0.87
56 1237665531170783414 203.4256 25.7488 0.0742 15®BO0 2.70+0.02 23%6 0.96 1.00
39 1237670965389557929 149.4396 16.5398 0.1017 16®QA0 1.25+0.02 1837 0.64 0.74
35 1237665549429899544 223.0734 22.4871 0.1165 17(BO1 0.78:+0.01 33%13 0.29 0.62
11 1237662664292630745 244.4193 24.3831 0.0829 17(®01 1.70+0.04 1529 0.57 0.83
52 1237662307269804288 232.0260 32.5324 0.0918 160100 1.56+0.02 24%8 0.68 0.79
41 1237667781740331285 135.7019 14.4294 0.1141 16®B0 0.96+0.02 1636 0.82 0.87
54 1237665533335175692 243.8410 16.3942 0.0818 15@BBO 1.86+0.01 31k7 0.58 0.81
43 1237663543683711270 331.9419 0.3080 0.0978 @Bl 1.20+0.03 21612 0.94 0.88
63 1237665098466656347 149.9874 30.2277 0.0833 15BO0 2.62+0.03 2838 0.66 0.90
10 1237665373329096903 230.2855 24.2198 0.0813 16®BO 1.17+0.02 1536 0.98 0.79
3 1237664853648015625 225.3171 30.5827 0.0984 17@MBO 0.92+0.01 1956 0.70 0.88
17 1237662664290402490 239.6933 27.2131 0.0879 17MA0 1.17+0.02 29215 0.79 0.74
53 1237667442972754078 189.3463 27.3214 0.1009 ®6®BO0 1.39+0.02 2568 0.84 0.91
59 1237665440978698364 194.2722 28.9814 0.0686 150160 2.19+0.01 34@8 0.57 0.78
13 1237667910055100586 181.7985 23.8744 0.0775 ®6GB0 1.21+0.02 32& 11 0.77 0.86
46 1237667782277071029 135.2174 14.7181 0.0959 17®BB1 1.24+0.04 20411 0.82 0.84
31 1237670449986273410 138.7474 16.3422 0.0909 16MBB0 1.61+0.03 168 0.65 0.78
5 1237661871876669606 215.4104 40.0323 0.1003 H/®BO1 1.06:£0.02 17610 042 0.74
2 1237663547440431315 127.0272 55.3799 0.0669 16@R0 1.31+0.03 19%7 0.93 0.81
23 1237668625165975629 199.4207 17.6978 0.0739 15®B0 1.50+0.01 145 0.65 0.80
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Taylor ID SDSS DR10ID ra dec z Mygssr Asdss Tsdss Oba Letc
[] ] [mag] [arcsec] [kryis]
7 1237674365919363403 118.8170 33.2286 0.0985 17M60 0.92+0.01 1547 0.62 0.67
60 1237661356469387315 180.7761 46.6946 0.0730 15060 1.91+0.01 26%Z6 0.64 0.93
6 1237665351319552146 222.1299 26.4879 0.1063 16@B00 0.71+0.02 1556 0.92 0.68
25 1237661433237733495 195.3300 46.1813 0.0914 16(V00 1.22+0.02 2129 0.63 0.80
4 1237662237484646804 227.0853 7.2533 0.0770 16090 1.03:0.02 1928 1.00 0.76
28 1237648721747378408 133.7980 0.2189 0.1020 MO0 0.95+0.01 1836 0.44 0.72
29 1237662336261685637 252.5918 22.1319 0.1182 17(6R1 0.78+0.01 26214 043 0.73
51 1237662224621240601 230.9765 29.9078 0.1128 17MO1 1.42+0.03 20Z11 0.80 0.88
58 1237662236945088747 220.8522 7.6574 0.0842 15180 1.64+0.02 2345 0.93 0.87
40 1237661971718799467 176.6058 7.6119 0.0867 1AV0 1.17+0.01 20&5 0.61 0.74

[e 10 Japjnes ydoisuyd

Table C.2.List of the basic parameters of all galaxies in our basic darhat are also parts of the galaxies provided in Taylor.g28l10). First column: IDs used in the tableg
in their paper. Second column: object ID used by SDSS DR1bdEmnd fourth column: equatorial coordinates of the galaxFifth column: redshift, already corrected for

our motion relative to the CMB. Sixth, seventh, and eightlucms: observed uncorrected refitted SDSS parameters foltbeing order: observed apparent magnitudgss
angular semi-major axigsqss central velocity dispersionrsgss Ninth column: axis ratiay,a. Tenth column: GalaxyZoo probabilitgere of the galaxy being classified as ai

early-type.
Taylor ID R oo Uy M (Mg — My) M, 10g10(Mayn) ~ 10G10(M.) Tayn .
[kpc] kms?  [gee [mag] [mag] [mag] [logo(Me)] [logio(Me)l  [Mo/Le, [Mo/Le
55 2.76-0.05 39% 12 18.80+0.04 -22.08:0.01 0.77x001 -22.680.01 11.69:0.02 11.12:0.15 9.39:0.40 2.51+1.04
49 1.32:0.04 34415 17.50:0.06 -21.79:0.01 0.77:0.01 -22.46:0.01 11.26:0.02 10.95:0.15 4.54+0.26 2.23+0.92
62 271+ 0.06 248 11 18.81+0.05 -22.05:0.01 0.76:0.01 -22.91+0.01 11.29:0.02 11.23:0.15 3.84:0.21 3.32+1.37
30 1.72:0.02 2139 17.99+0.03 -21.87:0.01 0.69:0.01 -22.40:0.01 10.96:0.02 10.91+0.15 2.12+0.10 1.89+0.78
21 151+ 0.03 2538 18.29+0.04 -21.2740.01 0.81+0.01 -21.98-0.01 11.05£0.02 10.80+£0.15 4.57+0.19 2.55+1.05
38 1.04+0.03 192410 17.15+0.05 -21.62:0.01 0.76+0.01 -22.20:+0.01 10.67+0.02 10.83:0.15 1.38+0.08 2.00+0.83
19 1.66+ 0.03 32413 18.54+0.04 -21.22+0.01 0.76+0.01 -21.87+0.01 11.31+0.02 10.78:0.15 8.76+0.41 2.58+1.07
22 1.72+0.08 15916 18.62+0.10 -21.25+0.01 0.85+0.02 -21.87+0.02 10.70+0.05 10.84+0.15 2.09+0.24 3.03+1.25
18 1.84+0.07 20314 18.90+0.09 -21.10:0.01 0.76+0.02 -21.83:0.01 10.94-0.03 10.82:0.15 4.18+0.34 3.11+1.28
15 1.62+0.03 20k 7 18.33+0.04 -21.37+0.01 0.75+0.01 -22.02-0.01 10.88-0.02 10.78-0.15 2.84+0.12 2.21+0.91
14 1.61+0.04 1868 18.39+0.05 -21.31+0.01 0.81+001 -21.8%:0.01 10.78:0.02 10.79:0.15 2.38:0.13 2.41+1.00
1 1.45+ 0.02 178 6 17.71+0.04 -21.76:0.01 0.69+0.01 -22.26+0.01 10.73+0.02 10.76-0.15 1.38:0.06 1.50+0.62
42 1.79+0.03 2549 18.34+0.03 -21.59+0.01 0.79+0.01 -22.21+x0.01 11.13-0.02 10.88-0.15 4.07+0.17 2.27+0.94
8 1.30+0.01 1857 17.72+0.03 -21.51+0.01 0.69:0.01 -22.09:0.01 10.71+0.02 10.69:0.15 1.69:0.07 1.59: 0.66
27 2.23+0.05 21@9 18.85+0.05 -21.56+0.01 0.74+0.01 -22.150.01 11.06-0.02 10.76-0.15 3.54+0.18 1.78+0.74
48 2.03:0.02 2048 18.31+0.03 -21.88:0.01 0.71+0.01 -22.46:0.01 10.99:0.02 11.0:+0.15 2.28:0.10 2.36+0.98
20 1.55:0.03 27611 18.30+0.04 -21.31+0.01 0.80:+0.01 -21.91+001 11.14-0.02 10.79:0.15 5.32:0.26 2.39+0.99
36 1.84:0.03 2429 1856+0.04 -21.42:0.01 0.80:0.01 -22.12:0.01 11.10:0.02 10.89:0.15 4.40:0.20 2.72+1.12
33 1.80+0.03 28610 18.53:0.04 -21.43:0.01 0.80+0.01 -22.04:0.01 11.23-0.02 10.83:0.15 6.02:0.26 2.39+ 0.99
47 1.85:0.02 1965 17.74+0.02 -22.24:0.00 0.70:0.01 -22.74:0.01 10.89:0.01 10.97:0.15 1.30+0.04 1.56+0.64
9 1.38+0.02 257 18.15+0.03 -21.20:0.01 0.77+0.01 -21.84:0.01 11.03:0.01 10.74:0.15 4.67+0.16 2.38:0.98
26 2.07+0.06 20911 18.81+0.06 -21.46:0.01 0.76:0.01 -22.080.01 11.02:0.02 10.84:0.15 3.59+0.22 2.38:0.98
24 213+005 1838 18.74+0.05 -21.57:0.01 0.74:001 -22.15:0.01 10.92:0.02 10.85:0.15 2.56+0.13 2.18:0.90
12 1.54+0.03 166-9 18.06+0.04 -21.55:0.01 0.69+0.01 -22.13:0.01 10.66:0.03 10.68: 0.15 1.42+0.09 1.51+0.62
37 2.09+0.08 22513 18.91+0.08 -21.38:0.01 0.82:0.02 -22.07:0.02 11.09:0.03 10.89:0.15 4.50+0.32 2.81+1.16
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Taylor ID R oo 1y M (Mg — My) M, l0g10(Mayn) ~ 10g10(M.) Tayn T,
[kpc] [kms™] [sroes] [mag] [mag] [mag] [logo(Me)l  [l0g10(Me)]  [Mo/Lo,d  [Mo/Leyl
57 376+ 012 13% 10 19.96+0.07 -21.61x0.01 0.67=0.01 -22.20:0.01 10.92+0.03 10.84:0.15 250+0.20 2.06+0.85
45 1.90+0.04 24412 1852+0.05 -21.56:0.01 0.81+0.01 -22.16:0.01 11.12:0.02 10.98:0.15 4.11+0.24 2.95:1.22
61 3.31+0.03 2997 18.83+0.02 -22.42:0.01 1.05:0.01 -23.02:0.01 11.54+0.01 11.19:+0.15 4.83:0.14 2.19+0.90
50 3.64+0.09 18%16 19.75:0.05 -21.74-0.01 0.77+0.01 -22.180.01 11.17+0.04 10.83:0.15 3.86:+0.35 1.78+0.74
34 1.89+0.03 2189 18.78+0.03 -21.26:0.01 0.79+0.01 -21.89:0.01 11.02:0.02 10.83:0.15 4.29+0.20 2.74+1.13
56 3.74+0.03 2527 19.37+0.02 -22.14:0.01 0.81+0.01 -22.71+0.01 11.44:+0.01 11.12:0.15 5.00+0.15 2.37+0.98
39 1.89+0.04 2028 18.24+0.04 -21.81+0.01 0.69+0.01 -22.38:0.01 10.95:0.02 10.90+0.15 2.19+0.10 1.93+0.80
35 0.89+0.02 38315 16.94+0.05 -21.50:0.01 0.80+0.01 -22.20+0.01 11.18:0.02 10.87+0.15 4.96+0.25 2.45+1.01
11 2.00+0.06 166:9 19.22+0.06 -20.95:0.01 0.71+0.01 -21.56+0.02 10.81+0.03 10.53:0.15 3.51+0.23 1.86+0.77
52 2.22+0.03 276:9 18.60+0.03 -21.80:0.01 0.83+0.01 -22.43:0.01 11.27+0.02 10.99+0.15 4.67+0.19 2.45+1.01
41 1.81+0.03 18%6 18.11+0.04 -21.87+0.01 0.72:+0.01 -22.47:0.01 10.84:0.02 10.87:0.15 1.62+0.07 1.75:+0.72
54 2.18+0.02 3397 18.14+0.02 -22.21+0.01 0.76:0.01 -22.87+0.01 11.46:0.01 11.12:0.15 4.97+0.14 2.25:+0.93
43 2.12+0.05 23813 18.78+0.05 -21.52:0.01 0.77+0.01 -22.15:0.01 11.14:0.02 10.88:0.15 4.47+0.27 2.42+1.00
63 3.34+0.05 316¢:9 18.85+0.03 -22.42:0.01 0.80+0.01 -23.08:0.01 11.57+0.01 11.30:0.15 5.22+0.18 2.80+1.15
10 1.78+0.03 1686 18.60+0.03 -21.31+0.01 0.78:0.01 -21.90+0.01 10.770.02 10.80+0.15 2.30+0.10 2.49+1.03
3 1.42+0.02 2187 18.06+0.04 -21.37:0.01 0.74:0.01 -21.94:0.01 10.89:0.02 10.71+0.15 2.88+0.11 1.92+0.79
17 171+ 0.03 32217 18.64+0.04 -21.19:0.01 0.82:0.01 -21.89:0.01 11.31+0.02 10.82:0.15 9.00+0.54 2.88+1.19
53 2.39+0.04 2829 18.70+0.03 -21.87:0.01 0.79:0.01 -22.50:0.01 11.34:0.02 11.05:0.15 5.08+0.20 2.60+1.07
59 2.17+0.02 3689 18.22+0.02 -22.10:0.01 0.84:0.01 -22.80:0.01 11.53:0.01 11.10:0.15 6.43:0.19 2.37+0.98
13 157+ 0.03 36112 18.30+0.03 -21.33:0.01 0.76:0.01 -21.91+0.01 11.38:0.02 10.85:0.15 9.11+0.39 2.70+1.12
46 2.01+0.07 22412 19.33:0.07 -20.85:0.01 0.86+0.02 -21.65:0.01 11.07:0.03 10.83:0.15 6.97+0.47 4.04+ 1.67
31 221+ 0.05 1828 19.00+0.05 -21.39:0.01 0.71+0.01 -22.01+0.01 10.93:0.02 10.75:+0.15 3.10+0.17 2.05+0.85

5 1.28+0.04 19Z12 18.26+0.06 -20.95-0.01 0.75+0.01 -21.780.01 10.76£0.08 10.57+0.15 3.13+£0.22 2.01+0.83
2 1.63+0.03 2097 18.54+0.04 -21.16:0.01 0.74+0.01 -21.82-0.01 10.92:0.02 10.72£0.15 3.72£0.16 2.35:0.97
23 1.71+0.02 1546 18.04+0.02 -21.77+0.00 0.67+0.01 -22.29:-0.01 10.68:0.02 10.770.15 1.21+0.05 1.52+0.63
7 1.32+0.02 1728 17.84+0.04 -21.44-0.01 0.70+0.01 -22.12-0.01 10.66+0.02 10.78:0.15 1.58+0.08 2.09+0.86
60 213+ 0.02 29&6 17.73+0.02 -22.55:0.00 0.74+0.01 -23.23:0.01 11.32:0.01 11.02:£0.15 2.59+0.07 1.29+0.53
6 1.33+0.03 1747 17.48+0.05 -21.83:0.01 0.69+0.01 -22.38-0.01 10.67+0.02 10.84-0.15 1.13+0.05 1.66+0.68
25 1.66+0.03 23510 18.29+0.04 -21.47+0.01 0.78:0.01 -22.07+0.01 11.03:0.02 10.81+0.15 3.58+0.17 2.17+0.90
4 1.50+0.04 22@¢9 18.44+0.05 -21.09:-0.01 0.77#0.01 -21.74:0.01 10.93:0.02 10.69+0.15 4.02+0.20 2.34+0.97

28 1.20+0.02 2066 17.08+0.03 -21.99+0.01 0.67+0.01 -22.54:-0.01 10.770.01 10.84:0.15 1.24+0.04 1.46+0.60
29 1.10+0.03 29%16 17.54+0.06 -21.37+0.01 0.83+0.02 -22.06:+0.02 11.05:+0.02 10.88:+0.15 4.20+0.26 2.83+1.17
51 2.62+0.06 22%12 19.08+0.05 -21.70:+0.01 0.82:£0.01 -22.26:0.01 11.19:+0.02 10.93:0.15 4.29+0.26 2.31+0.95
58 252+ 0.03 2535 18.02+0.03 -22.64:-0.00 0.70+0.01 -23.22:0.01 11.27+0.01 11.18:0.15 2.15+0.06 1.74+0.72
40 1.49+0.02 2296 17.58+0.03 -21.95:0.00 0.72+0.01 -22.54:-0.01 10.96:+0.01 10.88+0.15 1.97+0.06 1.65+0.68

Table C.3.List of the derived parameters of all galaxies in our basiopge that are also parts of the galaxies provided in Tayl@i.ef2010). First column: IDs used in th
table in their paper. Second column: scale radtusf the galaxies measured in the SDSS r band (in kpc). Thirdnaol corrected central velocity dispersiog (in knys).
Fourth column: surface brightnegs measured in the SDSS r band (in nfegsed). Fifth column: absolute magnitude in r baMj. Sixth column: g-r colourlfly — M;) (in
mag). Seventh column: logarithm of the dynamical mislgg, (in solar masses). Eighth column: logarithm of the stellassM- (in solar masses). Ninth column: dynamic
mass-to-light rati6"ayn (in solar unitsMo /L ). Tenth column: stellar mass-to-light rafid. (in solar unitsMe/Le,).
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Trujillo IDNY SDSS DR10 ID ra dec z Mysg Asdss T sdss Opa  Lete
[] [] [mag] [arcsec] [kryis]

155310 1237650760782905596 186.7713 -3.2216 0.1665 %042l 0.59+0.01 2028 0.44 0.78
225402 1237651538710167661 172.5828 66.8247 0.1441 200® 0.76+0.01 1885 0.22 0.55
460843 1237654880201932994 219.0524 4.0700 0.1534 170501 0.49+0.01 2049 0.56 0.53
685469 1237656496713892027 335.4180 13.9873 0.1486 103BL 0.90+0.01 1749 0.45 0.69
321479 1237652943695184336 320.2198 11.1203 0.1274 16060 0.76+0.01 2168 0.48 0.82
796740 1237658204522807485 221.9016 43.4960 0.1828 17038 0.70+0.01 1789 0.34 0.69
929051 1237660412113912034 139.8602 6.8893 0.1856 170501 0.48+0.01 16& 12 0.78 0.56
415405 1237654400224592070 157.7106 62.9833 0.1675 2068 0.71+0.01 18310 0.29 0.53
411130 1237654391106896136 127.3659 46.2254 0.1683 1706BL 0.80+0.01 1999 0.26 0.59
815852 1237658300604809510 151.6223 7.2351 0.1222 360630 0.83+0.01 18k7 0.62 0.79
417973 1237653665789575334 135.8508 2.4459 0.1890 103 0.82+0.01 22%10 0.25 0.55
721837 1237657590319022174 167.9007 53.6700 0.1427 21880 0.51+0.01 18&5 0.74 0.78
824795 1237658423018389671 163.3506 6.4059 0.1873 1/06B1L 0.58+0.01 18210 0.63 0.74
896687 1237659324945072200 218.9466 54.5913 0.1305 2185 0.66+0.01 1826 0.96 0.80
986020 1237660962936062177 129.8227 30.6294 0.1798 107 0.58+0.01 23311 043 0.81
890167 1237659161735397586 234.8920 44.2979 0.1436 03B 0.53+0.01 15%9 0.49 054
1780650 1237664339328172101 180.7131 38.2790 0.1579 610P1 0.67+0.01 21k 10 0.57 0.60
2258945 1237667252924842120 141.8472 21.9347 0.1686 210D1 0.87+0.01 2319 0.29 0.54
2402259 1237668495245705310 177.6347 17.0510 0.1566 720M0 0.56+0.02 21310 1.00 0.76
54829 1237648720716890184 232.5811 -0.4885 0.0861 160080 0.78:0.01 13@4 092 0.75
1044397 1237661139034046601 154.1551 39.0343 0.1965 71001 0.62+0.02 196 10 0.68 0.80
2434587 1237668585969877156 169.2473 17.1548 0.1739 710®1 0.61+0.01 19910 0.48 0.76
1173134 1237662195064438832 188.1617 42.8557 0.1668 61001 0.84+0.02 20212 0.30 0.79

Table C.4.List of the basic parameters of all galaxies in our basic sariat are also parts of the galaxies provided in Trujill@ale(2009). First column: IDNYs used in theZ
table in their paper. Second column: object ID used by SDS$MRhird and fourth column: equatorial coordinates of thkagies. Fifth column: redshift already corrected &
for our motion relative to the CMB. Sixth, seventh, and eigbolumns: observed uncorrected refitted SDSS parametéhns ifollowing order: observed apparent magnitmg
Msass angular semi-major axisqss central velocity dispersiomrsgss Ninth column: axis ratiay,/a. Tenth column: GalaxyZoo probabilitgere of the galaxy being classified as@
an early-type. =3

19012/ yBiy pue 10edwod Jo suazoq :'e 12 Japines ydoisuyd

Trujillo IDNY R ) e M¢ (Mg - M) M, 10g10(Mayn) logio(M.) Tyn T,
[kpc] kms] [ sreacs] [mag] [mag] [mag] [logo(Me)] [logio(Me)]l  [Me/Lod  [Mo/le,d
155310 1.14:0.02 2329 16.67+0.05 -22.35:0.01 0.69+0.01 -22.91x0.01 10.85:0.02 11.02:t0.15 1.06+0.05 1.57+0.65
225402 0.920.02 215 16.31+0.04 -22.23:t0.01 0.71+0.01 -22.81+0.01 10.70:0.01 11.02:£0.15 0.84+0.03 1.74+0.72
460843 1.00: 0.02 23410 16.66+0.05 -22.07+0.01 0.72+0.01 -22.59:0.01 10.80:0.02 10.94:0.15 1.23:0.06 1.67+0.69
685469 1.58:0.03 196-10 17.49+0.04 -22.23:0.01 0.72:0.01 -22.76:0.01 10.85:0.02 11.02:0.15 1.18+0.07 1.74+0.72
321479 1.2 0.02 245%9 16.60+0.03 -22.52£0.01 0.63+0.01 -23.01+0.01 10.93:0.02 10.91+0.15 1.08:0.05 1.04+0.43
796740 1.28:0.04 20410 16.93+0.07 -22.36:£0.01 0.71+0.01 -22.85:0.02 10.79%:0.03 11.01+0.15 0.92+0.06 1.50+ 0.62
929051 1.35:0.04 19214 16.90+ 0.06 -22.51+0.01 0.66+0.01 -22.98:0.02 10.76:0.03 10.98:0.15 0.75+0.06 1.24+0.51
415405 1.12:0.02 21%12 16.91+0.04 -22.08:0.01 0.75+0.01 -22.65:0.01 10.79%0.02 11.00+0.15 1.18+0.07 1.92+0.79
411130 1.20: 0.03 22810 17.02+0.06 -22.13:0.01 0.73:0.01 -22.66:0.01 10.86:0.02 10.99+0.15 1.34+0.07 1.82+0.75
815852 1.45:0.03 2048 17.21+0.04 -22.30:0.01 0.67+0.01 -22.90:0.01 10.85:0.02 10.95:0.15 1.10+0.05 1.40+0.58
417973 1.33:0.04 25212 16.68+0.06 -22.71+0.01 0.67+0.01 -23.23:0.01 10.99:0.02 11.14+0.15 1.06+0.06 1.51+ 0.62
721837 1.1%0.02 2126 16.48+0.04 -22.46:0.00 0.64+0.01 -22.94:0.01 10.76:0.01 11.01+0.15 0.78+0.03 1.38+0.57
824795 1.470.04 21512 17.20+0.06 -22.41+0.01 0.70+0.01 -23.02:0.01 10.90+0.03 11.05+0.15 1.13+0.07 1.59+ 0.66
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Trujillo IDNY R o Hr M (Mg — M) M, 10gi0(Mayn) ~ 10G10(M.) Tayn T
[kpc] kms™] [sroes] [mag] [mag] [mag] [logo(Mo)l  [l0g10(Me)l  [Mo/Lod  [Mo/Leyl

896687 15%0.03 21%&7 17.15+0.04 -22.46:0.00 0.64:0.01 -22.870.01 10.8%:0.02 10.980.15 1.06:0.04 1.31+0.54
986020 1.17%0.03 26812 16.89+0.06 -22.22:0.01 0.73:0.01 -22.790.01 10.99+0.02 11.01+0.15 1.65:0.09 1.72+0.71
890167 0.95:0.02 17810 16.66+0.05 -21.96:0.01 0.680.01 -22.61+0.01 10.54:0.03 10.91+0.15 0.76£0.05 1.75+0.72
1780650 1.43%0.04 23211 17.29+0.06 -22.19:0.01 0.69+0.01 -22.72:0.01 10.97+0.02 10.91+0.15 1.63+0.09 1.42+0.59
2258945 1.380.04 26210 16.88+0.06 -22.56+0.01 0.74+0.01 -23.12:0.01 11.04+0.02 11.180.15 1.36+0.07 1.85:+0.76
2402259 155%0.05 24%11 17.19+0.06 -22.49:0.01 0.61+0.01 -22.97:+0.01 11.02:0.02 11.03:0.15 1.37+0.08 1.42+0.59
54829 1.22:0.01 1465 16.86+0.03 -22.23-0.00 0.63:0.01 -22.75:0.01 10.48:0.01 10.95:0.15 0.50+0.02 1.47+0.61
1044397 172006 22312 17.56+0.08 -22.39%:0.01 0.73:0.01 -22.95:0.01 10.99+0.03 11.11+0.15 1.43+0.09 1.84+0.76
2434587 1.280.04 22812 17.14+0.06 -22.14+0.01 0.71+0.01 -22.70:0.01 10.89:0.02 10.97+0.15 1.40+0.09 1.70+0.70
1173134 134005 23@-13 17.40+0.08 -21.99+0.01 0.73:0.01 -22.62:0.02 10.92+0.03 11.00:+0.15 1.73+0.12 2.09+ 0.86

Table C.5. List of the derived parameters of all galaxies in our basimsa that are also parts of the galaxies provided in Trugli@l. (2009). First column: IDNYs used in
the table in their paper. Second column: scale raBjusf the galaxies measured in the SDSS r band (in kpc). Thindnenl corrected central velocity dispersieg (in knys).
Fourth column: surface brightnegs measured in the SDSS r band (in negseg). Fifth column: absolute magnitude in r bai. Sixth column: g-r colourlfly — M;) (in
mag). Seventh column: logarithm of the dynamical mislgg, (in solar masses). Eighth column: logarithm of the stellasaM- (in solar masses). Ninth column: dynamic
mass-to-light ratio"qyn (in solar unitsMe/Le,). Tenth column: stellar mass-to-light rafio. (in solar unitsMo/Le,).
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Chapter 6

The matter distribution in the local

universe as derived from galaxy
groups in SDSS DR10 and 2MRS

This paper provides the last pillar for my cosmological test. In this paper, we derive an
accurate model of the mass distribution in the local universe, which is used to derive the
finite infinity regions (see Chapter 2.2 and especially Figure 2.3). Hence, it is an essential
part of my thesis and ongoing research. Aside from the finite infinity regions, this paper
provides two galaxy group catalogues (one using SDSS data and the other one using
2MRS data) of the local universe ranging from the richest clusters to isolated galaxies.
Furthermore, it contains accurate mass calibrations of those groups, which help to better
constrain the finite infinity regions. I also cross-matched the fundamental plane data of
my previous paper with the SDSS groups presented in this paper. Thereby, I obtained
more precise redshift independent distances for groups hosting more than one early-type
galaxy. This catalogue will form the list of objects for which I calculate the line of sight
structure in the final execution of the cosmological test in Chapter 7.

My paper “The matter distribution in the local universe as derived from galaxy groups
in SDSS DR10 and 2MRS” was submitted to Astronomy & Astrophysics on June 10th
2015. We are currently working through the referee’s suggestions. Being the first author
of this paper, I wrote the majority of the text. Eelco van Kampen helped me design
and calibrate the group finder algorithm. Steffen Mieske’s input was of great help in
improving the mass calibrations and the quality of the paper. Furthermore, I acknowledge
the contribution of all my collaborators in proof-reading the paper.
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Abstract

Context. Friends-of-friends algorithms are a common tool to detect galaxypgrand clusters in large survey data. For them to be as
precise as possible, they have to be carefully calibrated using modkgusa.

Aims. To create an accurate and robust description of the matter distribution loc#deiniverse using the most up-to-date available
data. This will provide input for a specific cosmological test plannedbsvi-up to this work, and will be useful for general extra-
galactic and cosmological research.

Methods. We create a set of galaxy group catalogues based on the 2MRS and [¥RISBcatalogues using a friends-of-friends
based group finder algorithm. The algorithm is carefully calibrated atichiged on a new set of wide-angle mock catalogues from
the Millennium simulation, such as to provide accurate total mass estimates géldxy groups taking into account the relevant
observational biases in 2MRS and SDSS.

Results. We provide four diferent catalogues: 1) a 2MRS based group catalogue; 2) a SDSS R4 group catalogue reaching
out to a redshift of 0.11; 3) a catalogue providing additional fundaatgrtane distances for all groups of the SDSS catalogue that
host elliptical galaxies; 4) a catalogue of the mass distribution in the locaérse based on a combination of our 2MRS and SDSS
catalogues. The latter catalogue is especially designed for a specifiologiral test planned as follow-up to this work.

Conclusions. While motivated by a specific cosmological test, three of the four catafotipa¢ we produced are well suited to act as
reference databases for a variety of extragalactic and cosmologieats cases. Our catalogue of fundamental plane distances for
SDSS groups provides further added value to this paper.

Key words. galaxies: clusters: general — galaxies: distances and redshifts -eloggmlarge-scale structure of Universe — galaxies:
statistics —

1. Introduction Muller 2012) existing and being used. A comprehensive com-

. . arison between halo finder algorithms for simulated datébea
Galaxy clusters and groups have been an important tool lan[P

galactic astronomy since the discovery of their nature.cRwi ound in Knebe et al. (2011). A detailed study on the optimiza

) . tion of cluster and group finders with a focus on friend-oé+fids
(1933) used the internal dynamics of nearby clusters taipaist :
dark matter for the first time. Messier was the first to notice (FoF) algorithms was performed by Eke et al. (2004aictent

ovrdansiy of neulaein e Vigoconstelaon Giguod) 11 S120e SIS become more 6 e mporiare oo

and thergby discovered the first galaxy cluster W|thogt tjpelneyS such as 2MASS (Skrutskie et al. 2006), SDSS (Ahn et al.
aware of Its nature or the nature of the nebulae (galaxiés). 132/014') 2dFGRS (Colless et al. 2001), 6dF Gaiaxy Survey glone
investigation of galaxy clusters started shortly after @®at o 3004, 2009), and GAMA (Driver et al. 2011). Informatio

the already mentioned discovery of dark matter in galax;scluogy on the environment (Einasto et al. 1974; Oemler 1974iDav

ters (Zwicky 1933). The first significant cluster cataloguese & Geller 1976: Dressler 1980: Postman & Geller 1984- Drassle
produced by Abell (1958) and Zwicky et al. (1961). Starting 5 1997; G’oto et al. 2003;’ van der Wel et al. 2016; Wilman

with the pioneering work of Turner & Gott (1976) and heavét al. 2011; Cappellari et al. 2011) or environmental infaeson

ily applied in Huchra & Geller (1982), Zeldovich et al. (1982 yigoent properties of galaxies and groups (Huertas-Compan
and Press & Davis (1982), the methods of finding clusters bg- 201?L' Lpuparello e? al. 2013; Hegrin gt a(l. 2013; Houl.e?a g
came more sophisticated and reproducible. The most cComMgy) 5. Yané et al. 2013: Wetzelyet al. 2013 Budzy}nski et al
algqrr:thnzF()even Lg’ltjo the fg%sz‘im ?ﬁy 1S ;hehfrlend-of-frﬁead 014: Einasto et al. 20i4). It also provides élway to study the
gorithm (Press avis , although there are other techz, "’ i g ; :
niques (Yang et al. 2005; Gal 2006; Koester et al. 2007; Ha(%1I0 mass-luminosity relationship (Yang et al. 2009; Watial.e

et al. 2010; Makarov & Karachentsev 2011; Munoz-Cuartas &
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2011) and thereby helps us understand the dark matterbdistriSection 3. The results of the group finder are provided iniGect

tion in the universe. 4 and they are discussed in Section 5. In Section 6, we give a
Notable group and cluster catalogues besides those alreadgclusion and summary. The appendices provide informatio

mentioned are Turner & Gott (1976), Moore et al. (1993), Eken additional calibrations used in the paper.

et al. (2004b), Gerke et al. (2005), Yang et al. (2007), Bdrli

et al. (2006), Brough et al. (2006), Crook et al. (2007), Kelob

etal. (2009) and Tempel et al. (2012). In this paper, we woiirf 2. Samples

here on refer to all groups and clusters independent of $Ig85 |, his paper, we use a variety offitirent data sources: the 10th

as groups. This also includes individual galaxies to whi@ W44 release of the Sloan Digital Sky Survey (SDSS DR10 (Ahn

refer to as a group with just one member. et al. 2014)) and the 2MASS Redshift Survey (2MRS (Huchra
In this paper, we use observational data from the 10th datagg 5| 2012b)) form the observational data, whereas sedeatal

lease of the Sloan Digital Sky Survey (Ahn et al. 2014)) armd thiats pased on the Millennium simulation (Springel et al.5300

2MASS Redshift Survey (Huchra et al. 2012b) to map the mattgfs sed to create the mock catalogues.

distribution in the Iocgl universe. The main intention arse of The data sets from SDSS and 2MRS are used to create a

our group catalogue is to serve as a foreground model for-a cggajled description of the matter distribution in the locai-

mological test of “timescape cosmology” (Wiltshire 200fat erse. The 2MRS data is used to compensate for some incom-

is outlined in Saulder et al. (2012), for which we need to propjeteness in the SDSS data with respect to the brighter stijec

erly model all potential biases introduced by the measurtmene very nearby universe. Furthermore, 2MRS provides almos

of the matter dlstrlbutlo_n |n_the local universe. For _theu;ro full sky coverage up to its depth, while the spectroscopieco

catalogues we present in this paper, the main focus is 0n-an g¢e of SDSS is limited to about a quarter of the sky. On therothe

curate and complete estimate of the masses of these agglom§hy, SDSS provides a much deeper sample and enables us to

ations. The use of the 2MRS data is motivated by the fact thgce the matter distribution up to higher redshifts tharRa\

SDSS does not contain spectroscopic data (redshifts) ghbri o group finder based on a modified friends-of-friends aldonit

galaxies in the local universe due to its saturation limispec- g applied to the observational data in order to locate efssind

troscopy. 2MRS does not 8&r from this problem and thereby o4ps of galaxies as well as individual field galaxies. Waui

it is a good tool to complement the SDSS data. In the end, §§ an accurate and complete estimate of the masses of these ag

require a merged catalogue of 2MRS and SDSS data with sqlidmerations. The group finder is calibrated using a set of 16

mass estimates for all groups in them. We use this desariptig,ock catalogues (8 for SDSS and 8 for 2MRS), which are based

of the matter distribution to calculate the so-called “Britfin- 1, the dark matter halo distribution of the Millennium simul

ity regions”, which are required for our cosmological t&8ince {jon and the semi-analytical galaxies models placed witiém.

our cosmological test does not only require a detailed descr

tion of the matter distribution in the local universe, bigateli-

able redshift independent distances for a large numberjettsy 2.1. SDSS

we Cfos.s'ma“?h our SDSS group catalogue with a large sam'c_)pam the SDSS database we retrieved data for 422475 galax-
of elliptical galaxies from our recently accepted papeu(Ser ies, which form our basic SDSS sample, using the follow-

etal. 2015), which is based on our earlier calibrations effth- ;" ¢ jieria *Firstly, there has to be a photometric and spec
damental plane (Saulder et al. 2013). We provide an adaltiony o ic gentification and a classification of the deigbaib-
catalogue with the fundamental plane distances of a large nu, .. o< 4 galaxy, which means thBhotoObj.type has to be
ber of groups based on SDSS data. While one main motivati % to 3 and théS'pecObj class is required to'be 'GALAXY’

for this paper is a specific cosmological test for an altéveat ¢,y more, a galaxy qualifies for our basic SDSS sample, if
theory that will use the catalogues, the results are kegtively ;.02 in 4 redshift range between 0 and 0] the flag
general, allowing for applications of our data outside figioal SpecObj.2Warning is set to zero. We obtained fhe photometric
purpose. object ID, the equatorial coordinates, the galactic cowtdis,

It is important to make a suitable choice for the Iinkinqh : : ; : !
L ; . ; . e spectroscopic redshift, the composite magnitudeseig ti,
length, which is the distance that defines which object i st| ipband theFi)r measurement errc?rs and thge extinctio@ﬁasal
a “friend" of others. Most FoF algorithmsftir in the choice of . '

scaling the linking length (Huchra & Geller 1982; Ramellaket based on Schiegel et al. (1998).

. . - ) . We use this data to derive the redstaf§; corrected for the
é?g?'z%ilihe_rrg:f (e&l \é\ih{;tle 213527 ' ':/Av?]?gﬁ izt:rl{ ilrr?ggr’tsn(;brz?; eference frame of the cosmic microwave background (CMB)
o ' p o ), p . from the observed redshitt To this end, we take the measure-
cation of all non-volume limited samples. In the way we Implements from Hinshaw et al. (2009), which indicate that the so-

L) Yar system moves into the direction Rf,, = 26399 + 0.14°
Robotham et al. (2011) and use the corrected Ium|n05|ty-furB:cmb — 4826 + 0.03 (galactic coordinates) with a velocity of

tion c_;f our s_ar_nple for scaling._ ' b= (3690 = 0.9) kms'! relative to the CMB and correct the
Finally, it is crucial to calibrate the group finder on a Se:fgglshift following the method explained in Saulder et ab13)
of mock catalogues to test its reliability. To this end, we-cr '

; g . . . . Appendix A.
ate suitable mock catalogues using the Millennium Simaoitati —— ) :
(Springel et al. 2005). When calculating the group catalo We calculate the extinction and K-corrected apparent mag

pay specific attention that the mass in the considered vquH(teUdesnhppfor g and rband the following way:

matches the mass predicted by the used cosmology. The group Meor = Msdss— Aschiegel (1)
catalogues which we obtain will provide valuable insigmti
the matter distribution of the local universe. 1 The upper value of 0.112 is necessary, to avoid an asymmetric cut

This paper is structured as follows: In Section 2, we describff due to the corrections for our motion relative to the CMB. It will be
the samples and data sets, which we use for the group fintigtuced to 0.11 later.
and its calibration. These calibrations are explained taitlm
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K(z meorf, — Meort,) = Z Bi;Z (Meor,f, — Meor 1)’ (2) only need to apply a K-correction (using Equations 2 and 3) to
0] obtain the corrected apparent magnitudes. We follow theesam
_ procedure as for the SDSS data. We correct the redshift éor th
Mapp = Meor — K(Z Meor f;, = Meor,1,)- ®) motion relative to the CMB and derive the luminosity distanc
The uncorrected SDSS magnitude is denotedntyss and (Equation 4) and the absolute magnitude (Equation 6). We re-
the galactic extinction according to Schlegel et al. (1988) move from the sample all galaxies whose apparent magnigude i
Aschiegel We use the K-correctioK(z, Meorr, — Meorr,) from — more than half a magnitude fainter than tiiasal limiting mag-
Chilingarian et al. (2010) with updated dheientsB;; that can nitude in the K band (11.75 mag (Huchra et al. 2012b)). Our fi-
be found in Saulder et al. (2013). To this end, we need thal 2MRS sample consists of 43508 galaxies (more than 97.5%
(extinction-corrected) coloumger r, — Meor.r, and the (not CMB- of the downloaded data set). We use equatorial coordingies,
corrected) redshiftzo, of the galaxy.f; and f, stand for the corrected redshifts and the absolute magnitudes (in the Kan
names of two dferent bands. We also calculate the luminositpand) for the group finder. The H band data is only used for the

distanceD (zr) using the following equation: SDSS-2MASS transformation (see Appendix A for details).
C - Zeor Zeor- (1— o) . . . .
DL(Zeor) = (1 + ( (4)  2.3. Millennium-Simulation data
Ho V1+200 - Zeor+ 1+ Qo Zeor

The Millennium Simulation (Springel et al. 2005) forms thee b
_Qm 5 sis for our mock catalogues. Ideally one would use the most
%= A ) recent rerun (Guo et al. 2013) based on WMAP7 cosmology.
dl—&)lwever, this re-run lacks the friends-of-friends groupadat,

To i i , whi . : 2 )
be consistent with the mock catalogues, which are base |_wh|ch is essential for calibrating the group finder. Therefave

a rerun of the Millennium Simulation using WMAP7 cosmo > ) . ! o
ogy (Guo et al. 2013), we use the same cosmology here. Helic&é the o_rlglnal M'”e“”'””? run _(Sprlngel el al. 2095) W'm .
we assume a Hubblé parametés of 70.4 kmigMpc, a mat- cosmolo_glcal parameters listed in Table 1 in combinatioti wi
ter densityQy of 0.272, and a dark energy densidy, (’)f 0.728 the semi-analytic galaxy models from Guo et al. (2011) based

Komatsu et al. 2011). The deceleration paramegés defined " it . ) . .
E:)y Equation 5. With t%e help of the distanr::e mo((?ulus: We retrieved several data sets from the Virgo-Millennium

Databasé. First of all, since our main objective is to provide a
Mapp — Mabs = 5 - 10g;o(DL/pc) - 5 (6) robustdescription of the matter distribution in the locaiverse,
which will be used for a cosmological test which is roughly-ou
one is able to obtain the absolute magnitidgs using the lu- lined in Saulder et al. (2012), we limit the volume accordiag
minosity distancé, and the apparent magnitudeggy. our needs. We restricted the depth of our SDSS data set te a red
After having derived all these additional parameters froen t shift of 0.11, which corresponds to a comoving distance ofiab
observational data, we apply finer cuts on the sample to rénde322.7 Mp¢h;o. To reduce the overlap between the mock cata-
more easily comparable to the mock catalogues. We demandidigues (see Section 3.1), we use a cube of 400/Mggside
r band absolute magnitudé,psto be brighter than -15 mag be-length. We would have preferred the whole 500 Mg, cube,
cause this is the limit applied on the data selection for thekn but we had to restrict ourselves to 400 Mpgo due to limits
catalogues from the Millennium simulation (see subse@i@). in our computational facilities. To avoid any problem of giis
We remove all galaxies with a corrected redshift higher than ing information along the edges, we shift the origin 10 Kpg
0.11 from the sample as well as galaxies with negative ctadecinwards in all directions later on.
redshifts. Furthermore, we introduce a cut that is half a-mag We did not only retrieve the present day snapshots, but also
nitude fainter than thefficial limiting magnitude in the r band all snapshots up to a redshift that is slightly higher thanred-
(17.77 mag (Strauss et al. 2002)) to clean the sample of yooshift limit of 0.11. The snapshots used and their correspand
identified or misclassified objects. We also remove all gakax redshifts are listed in Table 2. When combing them, we follow
whose measured magnitude error is greater than 1 mag in théitebichler & White (2007) and do not interpolate, because th
or g band. All these additional constraints reduce the fil¥S evolution between these snapshots at late times fisciguntly
sample to 397612 galaxies, which are about 94% of the dovglew (for more details see section 3.1).
loaded data set. For the group finder, we use equatorial eoord We obtain all friends-of-friends (FOF) groups from the
nates, the corrected redshifts, and absolute magnitudéseig  Millenium simulation within the 400 Mptygo Side length cube
and r band). The i band data is only used for the SDSS-2MA%§ all snapshots listed in Table 2. We use the raw FOF data
transformation, as described in detail in Appendix A. MField..FOF, which contains all FOF groups with at least 20
particles. For this dataset, we obtained the ID number, the c
22 MRS moving coordinates and the number of particles in the FOF
- group. In total, we find about 48 million FOF groups fulfilling
We retrieved data for 44599 galaxigsk{e3.dat from Huchra these conditions.
et al. (2012a)) from the 2MRS (Huchra et al. 2012b), which is The number of FOF groups with 20 particles or more (see
a spectroscopic follow-up survey of the Two Micron All SkyTable 2) decreases slightly with the snapshot number, winde
Survey (2MASS (Skrutskie et al. 2006)). We obtain the 2MAS$ercentage of the number of particles which are bound irethos
ID, the equatorial coordinates, the galactic coordinaths, groups increases. Overall, only about 50% of all partiatethé
extinction-corrected total extrapolated magnitudes Inttake volume of our selected cube are bound in the detected halos.
2MASS bands (K, H, and J), the corresponding errors, the fore- Since a main motivation for this work is to create an as com-
ground galactic extinction, the redshift (in k), and its error.  plete as possible model of the matter distribution in thelloc
We remove from the sample those objects that do not haweiverse, it is important to correctly account for those simg
any redshift information and end up with 43534 galaxiesc8in—; ) ) )
the magnitudes provided are already extinction correctedl, °~ http://gavo.mpa-garching.mpg.de/MyMillennium/
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| QOm Qp Qy g ns os Np m, [Mg/hioo] L [Mpc/higg] € [Kpc/hiod]
Millennium | 0.25 0.045 075 0.73 1 0.9 2150 861-10° 500 5
MM 025 0045 075 073 1 09 2%0 861-1C° 62.5 5

Table 1. The first Millennium Simulation (Springel et al. 2005) and thiimil run (MM) use the same set (aside from the smaller volume of MM
and fewer particles) of cosmological parameters. The total matteitgénsepresented by, the baryonic matter density &y, and the dark
energy density b2, . h;oo stands for the Hubble parametéy divided per 100 kn's/Mpc. ns is the spectral index of density perturbations ard

is the size of linear density fluctuation at 8 Mipgo. N, denotes the number of particles used in the simulationnatheir individual masses.
The simulation ran in a cubic box with a side lengithnd with a force softening parameter

snapnum  redshift | number of  number of percentage of
FOF groups  galaxies particles in groups
63 0.000 7913369 6981224 46.8
62 0.020 7933951 7032122 46.5
61 0.041 7955548 7124656 46.2
60 0.064 7979530 7226286 45.8
59 0.089 8003794 7337200 45.4
58 0.116 8033674 7455464 45.0

Table 2. List of number of galaxies, number of FOF groups and the percewtegeparticles in these groups (with at least 20 particles) by used
snapshot and corresponding redshifts.

particles and to see if they are contained in smaller gromps, In general terms, one can derive a radRysfor every halo
the further outskirts of the considered groups, or in theiact with massMy,i0 in which the average density is equal to the crit-

'field’ population. ical density times any multiple:
1/3
2.3.1. Millimil simulation data R = (M) )
4nperitm

Unfortunately, information on individual particles is na¢ail- - .
able for the main Millennium run or any other big Millennium, _ Ferit denotes the critical density for the cosmology assumed

run and the analysis of this amount of data would exceed JBF the model. Since we particularly aim to map overdensestr

available computational resources anyway. However, thalsmfures In the universe, t_he percentage of particles ‘.N'tmns
millimil run (MM) contains not only the merger tree, but als&Spheres in this approximation) of an average density dquiaé

full information on each particle. Aside from a smaller vole, critical _density are eSPeCi?”Y interesting_. We find_ that2pé of
its cosmological parameters are the same as the ones of the rfil Particles are located within these regions, which cassut
run listed in Table 1. Consequently, MM is well suited to @xpl % of the volume. By iteratively considering the total maés o

; eai ; : all particles within those regions and expanding them atcor
Lhrgéssue of the missing particles in a smaller yet companatih ingly, we find that 80.0% of all particles are distributed rese

We obtained the FOF group ID, the Cartesian coordinatd§9ions around clusters and galaxies. However, the volume i
the number of particles in the FOF group, and the radi ich these particles can be found increases dispropaitjon

R within which the FOF group has an overdensity 20 about_15% of the MM volume. In homc_)geneous ;pheres cor-
tiégggpme critical density of theg sirr?ulation when fittedyby esponding to 200 and 100 times the_ crltlca_l d_ensny, theee a
NFW-profile, for all FOF groups of the last snapshatil¢ 6.9% respectively 42.6%_0f7all particles \_Nlt_hln far _Iesarth
limil..FOF.snapnum=63) of themillimil run. In addition to this one percent of the S|m_ul_at|ons volume. It is interestingsée
dataset, we also obtain full particle information (the €sidn that the percentage withiRzoo matches the percentage within
coordinates of each particle) for the last snapshot of MMergh Reoanrw refatively closely.

. . : As mentioned before, this work will form the basis of a cos-
?il:]% i%%%%g%%gg:é?éwmﬁt least 20 particles) in MM and Wrﬁological test, which was outlined in Saulder et al. (20HBre

In order to analyse the particle distribution in relatiorthe W& 90 not go into more detail on the test or the tested theory
detected halos, we count the number of particles locatewit tan absolutely necessary. We derive the percentage oéall p
certain distances from the halos’ cores. The results aelis ticles Io_cated W'th.'n so-called "finite 'F‘f'“"y reglonshTé_ term
Table 3. For the overall sample, we find that 48.5% of all pal vas coined by Ellis (1984) a_nd descrlbe_s a matter horizdrs(El
ticles in MM are members of FOF groups with at least 20 par: Stoeger .1987) of the pa.”'c,,"?s that will eventually "be bx_m.un_
ticles. The value is comparable to what we found for the la; ese regions are used in “timescape cosmology” (Wiltshire

snapshot of the main Millennium run (see Table 2). Within th 07), a cosmological theory explaining the acceleratgrex

Rooanrw radius obtained from the simulation, there are abodion of the universe by backreactions due to General Rélativ

one third of all particles. Within ten times this radius, gics and the observed inhomogeneities in the universe instead of

comprising slightly less than one quarter of the full sintigla 0ducing dark energy. In our approach, we approximate the fi
volume, one can already find more than 80% of all particles. "it€ infinity regions with spheres of a mean density equahéo t
renormalized critical density (“true critical density" Wiltshire
3 Somehow two particles went missing (comparing to Table 1), b(007)), which is slightly lower than the critical densitytheA-
given the total number, this will not make anyffdrence for our pur- CDM model. The radius associated with these regions is éenot
poses. by Ryi. We find that 77.4% of all particles are within the finite in-
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condition percentage percentage percentage of
for FOF groups  for galaxies  volume in groups
particles in FOF groups 48.5 - -
particles withinRxoanew 33.9 - 0.04
particles within 10RxoanFw 82.3 - 24.20
particles withinRy 74.2 70.8 9.29
particles withinRy oo 42.6 43.0 0.13
particles withinRxgo 36.9 37.9 0.06
particles withinR; 7.4 74.0 13.82
particles withinRy jier 80.0 74.9 15.25
particles withinRy; jter 81.8 79.2 23.26

Table 3. List of the percentage of particles located within certain distances from@kedfoups’ cores and within a certain distance from the
galaxies in MM. Furthermore, this table provides the percentage of theneoddi the MM cube covered by the groups within their given radii.

finity regions covering almost 14% of the simulation’s voeim3. Method
and after doing the same iterations as for the critical dgmst Mock catal
gions, we get 81.8%. The volume of the simulation occupied - MOCk catalogues
these finite infinity regions is 23.26%, which is similar te #x- Here we describe how we construct mock galaxy catalogues
pected present day value using the first estimate from Vifiétshfrom cosmological simulations tailored to reproduce theesh
(2007), which is about 25%. We used periodic boundary condjational limits of SDSS and 2MRS. This will in the following
tions, because the spherical regions around our galaxtes@®Xx supsections allow us to assign total massssminous-dark) to
beyond the simulation cube’s volume. This means, we compgRe galaxy groups detected within the actual SDSS and 2MRS
sate for this loss of volume by letting reach this region itfte by our group finder algorithm.
cube again on the opposite side (i.e. a periodic simulatan v
ume). . N .

When investigating the population of FOF groups, we fing-1.1. Converting cosmological simulations to observables
that about half (16015 of 31428) of them are dark, which meaggih a complete set of simulated galaxies from the Millemmiu
that they contain no galaxies with an absolute magnitudf®t  gim1ation in hand, we obtain our mock catalogues by revgrti
than -15 mag. However, these dark FOF groups only conta{k procedure done in subsection 2.1 and considering a fesv ot
2.6% of the total mass (compared to 48.5 % in all FOF groupghjection ects. The data from Guo et al. (2011) do not con-
We retrieved all galaxies brighter than -15 mag in the SDSSdin any 2MASS magnitudes, therefore we had to derive them
band from the MM database to test how well the luminous matom the SDSS magnitudes using a colour transformation in-
ter traces the mass distribution in the simulation. We use tQpired by Bilir et al. (2008), which is given in Appendix A.2.
masses associated with the 27086 galaxies, which we foand t; et more than a single mock catalogue from our data cube,
way, to count the number of partlcles_located within certguhl we put the origin into each of its 8 cornémnd thereby obtain
(see Equation 7) around these galaxies. We found fractiolys og gifrerent viewpoints, which will be largely independent from
marginally lower than for the dark matter groups (see Tahle 3gach other once we include the Malmquist-bias into our ealcu

With our small analysis usingillimil data, we thus demon- ations. The 8 mock catalogues are not completely independe
strate that about three quarter of all particles are locatednd gcause the brightest galaxies can be seen across theceiire
the detected FOF groups. The rest of the particles can be &githin the selected redshift limit of 0.11) and thereby soaf
sumed to be either uniformly distributed all across the s@d ihem will be part of every mock catalogue (yet affelient dis-
arranged in tendrils (fine filaments in voids using the teu_hln tancegredshifts and consequentlyfidirent evolutionary states).
ogy of Alpaslan et al. (2014)) of small halos (less than 2@ipar|, the central region of our cube, there will be a substaoiiat-
cles) outside the main clusters and groups. lap, because a larger number of (even medium-bright) gesaxi

Aside from information on the dark matter distribution, Wean pe detected from every corer and they are at about thee sam
also require data on the luminous part of the universe. ® thiistancgredshift from every corner and thereby in the same evo-
end, we obtained all semi-analytic galaxies brighter thE® -|tionary phase. Nevertheless, there is still a large nurobe
mag in the SDSS r band within the 400 Mpgy side length nique galaxies (especially at their specific evolutiorsaage) in
cube for all snapshots listed in Table 2. We obtained thexgalaevery mock catalogues. The overlaps of thiedent mock cata-
ID, the ID of the FOF group to which the galaxy belongs, the cqagues are illustrated in Figures 1 and 2 foffelient geometrical
moving Cartesian coordinates, the peculiar velocities mim- arrangements between a set of two mock catalogues. In tee cas
ber of particles in the galaxy’s halo, the dusty absolute SDQy¢ origins in neighbouring corners of the cube, the overap i
magnitudes in the g, r, and i band for the more than 43 milliof, oyt 8-996; for corners which are on the same plane the qverla
galaxu_es (see Table 2) fulfilling the selection criteriae®emi- s apout 3.5-4% of the galaxies in the mock catalogue for SDSS
analytic models we used are from Guo et al. (2011). These wgge,|ly, in the case of the totally opposite corner it is ab@dus.
created using the L-galaxies galaxy formation algorithmo{@  The overlap for the shallower 2MRS consists only of a handful
et al. 2006; De Lucia et al. 2006). Due to merging and evolgs yajaxies and is always well below 1%. The overlaps of our
tionary efects the number of galaxies per snapshot that fulfil oyfock catalogues could have been even less, if we used the full
criteria decreases at lower redshifts. 500 Mpghago side length cube of the Millennium simulations,

4 The origin shift is in fact handled by rotations in a way that all
galaxies and halos are located in the first octant as seen from the origin.
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Figurel. Projections of the distribution of the galaxies in the SDSS mock cataloguegbkeindverlaps. The fine green and red pixel in every plot
show the projected (on the xy-plane) areas, where galaxies from twk cadalogues can be found belonging to only one of the two catalogues.
The blue pixels indicate galaxies that can be found in both catalogues inrtteeeslutionary stage (from the same redshift snapshot). The left
panel shows the overlap of two mock catalogues whose (coordinaggare located in neighbouring corners. The central panel shows the
overlap of two mock catalogues whose origins are located in oppositerspiet in the same plane (side of the cube). The right panel shows
overlap of two mock catalogues whose origins are located diagonallys@p@eross the entire cube.
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Figure2. Projections of the distribution of the galaxies in the 2MRS mock cataloguethaimverlaps. Symbols as in Fig. 1.

but due to the limits of our computational facilities, we ltad We foundAschieger0.126 mag for the g band ar@cnieger0.091
restrict ourselves to a 400 Mfhgoo side length cube. In the nextmag for the r band, witlora,.,.=0.096 mag for the g band and
step, we move the origin 10 Mfig o inwards in all directions to 0.070 mag for the r band. The mean photometric error of the
avoid loosing dark matter information on cuf-groups in our model magnitudes,, for r and g band is calculated using er-
sample, when we restrict “our view” to the first octant. rorbars of the final SDSS sample. We geing, of 0.007 mag

_ We start ¢f by calculating the mean galactic extinctiorfor the g band and 0.006 mag for the r band. Furthermore, we
Aschiegerand its standard deviatiomag,,., in the g and r band assume a astrometric precisiop of 0.1 arcsecondsand a red-
using the values based on Schlegel et al. (1998), which we re ]
trieved for our sample’s galaxies from the SDSS DR10 databas °~ http://www.sdss3.org/dr18/scope.php#opticalstats
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shift accuracyr, of 30 knmys. We use the symbdi to indicate a The observed equatorial coordinateands:
random Gaussian noise with a standard deviatiaf 1, which

was implemented in our code using the functimsdev (Normal a=a + 6 oasin(2r - R) cos(o) (15)
(Gaussian) Deviates) from (Press et al. 1992). The syfbiot 6 =6+ G- o,cos(2r - R)
dicates a homogeneously distributed random variable legtWe
and 1. are dfected by the finite astrometric precisiog.

The cosmological redshif.,smois calculated using the fol- The evolutionary ffects on the galaxies and their distribu-
lowing equation: tion are taken into account by only using the galaxies froen th

snapshot (see Table 2 for the redshifts of the snapshotsstio
&+ p2(1 — 2 —1)2 -2 o their cosmologlca_ll redshlﬁcpsmo_ Thl_s simplification is jus-
\/( + Pl qO)) (-1 +pi+C(@-1) P2 tified because passive evolution isfiiently slow for nearby
(c - p2)? (Zeosmo <~ 0.1) galaxies (Kitzbichler & White 2007).
®)
To this end, we use the same valuesHgrandqp (see Equation . . o
5) as used in the Millennium simulation (segql'(able 1%', the a§.1.2. Including observational limits into the mock catalogues
tual values). We make use of the auxiliary variafjes- cDcHo A very important step in the creation of our mock cataloguee ar
andpz = goDcHo in this calculation, witfD¢ being the comov- the cuts introduced into them, which represent the obsenait

Zcosmo=

ing distance. limits. The most important one is the Malmquist bias, introeld
The luminosity distanc®, relates to the comoving diStaI"ICGby removing all galaxies with an “observed” (apparent) magn
as tudemyps fainter than the limiting magnitude of the survey.
DL = Dc (1 + Zeosmd - 9) SDSS: In the case of SDSS, it is=A7.77 mag (Strauss et al.

; ; ; ; 2002). A redshift cut excludes all galaxies with observed re
It is required to derive the apparent magnitutg,, from the ) - . . !
absolu?e magnitudl,s (see I%F:Jation 6), 8vhich ispobtained di_shlftszobs higher than 0.11. We also restrict our view to the first

rectly from the semi-analytical galaxy models in the Miltierm ~ 0ctant of the coordinate system, which is necessary, becaes
simu)llation. y 9 y shifted the origin by 10 Mpti oo inwards earlier to avoid poten-

P tial problems with the groups of the mock catalogue contitiiou
The apparent redshifty to the visible distribution being partially cut. This rdstion of

PuVx + PyVy + PVz our view ensures that we have the same depth in all directions

Zapp = Zeosmo+ c-De (10)  considered and simplifies the calculation of the mock cgtadés
volume.
is the sum of the cosmological redshift and the redshift pced One also has to consider the overall spectroscopic complete
by the projection of the peculiar motiag, vy, andv; on the line ness of the survey. The SDSS sample, before considering ad-
of sight. ditional cuts due to fibre collision, is more than 99% conplet
To qualitatively mimic the extinction map used in SDSS, w¢Blanton et al. 2003). To mimick this, we randomly remove 1%
create random extinction valu@g,oqei in the following way: of all galaxies that are still in the sample after the cuts.
— Taking the fibre collision into account correctly is very im-
Amodel = Aschlegel® T Aspieger” O (11) portant, since this is more likely to happen in clusters osel

groups of galaxies, which are objects that are essentiador
‘group finder. The size of the fibre plugs of SDSS does not allow
two spectra to be taken closer than 55 arcseconds of one an-
other (Blanton et al. 2003). Consequently if we find any galax
_ < _ - . in our mock catalogue that is closer than this minimal sejmara

Mobs = Mapp+ K (Zapp (Me.app ~ M2apd) + Amogel + M- 0. (12) to another galaxy we remove one of the two galaxies at random.
This is derived by adding an mock K-correctiizapp (Mg app— Due to the SDSS tiling algorithm (Blanton et al. 2003), some
Mpapp), €xtinction and photometric uncertainty to the appareAf€as are covered more than once, which allows spectra to be
magnitudem,,, The mock K-correction is explained in detail intaken from galaxies that were blocked due to fibre colliston t

Here the paramete%cmegmstands for the mean galactic extinc
tion ando .. for its standard deviation.
The observed magnitudeyysis calculated using

Appendix B. first time around. An overall sampling rate of more than 92%
The “observed” redshiftssis given by is reached. We take this into account by randomly re-inclgdi
galaxies, which were previously removed due to fibre calfisi
Zobs = Zapp+ 9z (13) until an overall sampling rate of 92% is reached. Since wehav
c selectedpecObj.class to be 'GALAXY’ for our SDSS sample,

This also considers measurement error, besides from tlnraxxeos:"’e haveht_o r:emovlfj a number gf gaIan(i)e; frgnsstge mocl|< cz;)ta—

logical redshift and the redshift due to peculiar motionkjok cosuus% 'Elr\:e;: ha\ll:l/zua fﬁ??erge'[sszgg(r:]Obﬁoclgss Tlr?ere e iggngpgb e
| taken int tinth t i . e T i L )

are already taken into account in the apparent redzfft cts classified as QSO within the redshift range of our SDSS

Observations do not directly yield 3D positions as we ha! ; .
in the simulated data, but a 2D projection on the sky plus a regeMPIe. Given the spectroscopic sky coverage of SDSS DR10,

; ; ; , ; ; which is 9274 square degree(Aihara et al. 2011) and thetatt t
;thr}]gtl&equatonal coordinatasands’” are obtained by simple the mock catalogue covers one octant of the sky (heridb7

square degree), we remove 1050 galaxies from the mock cata-
Py logue to take the QSO fraction into account.
a = arctar( ) )

Les (14

Px

Y
0 = arcsw( DC).
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At this point, the preliminary versions of the mock catalegu

mock catalogue | number of galaxies

completeness

contains the equatorial coordinateands, the “observed® red- preliminary SDSS 1 197436 89%
shift z,ps, the “observed” magnitudes,ps in two different filters preliminary SDSS 2 221117 109)%
(g and r band), and the corresponding model extinction galue pre:!m!nary SDSS3 198301 900/0
Amoder This set of mock data is comparable to our set of real ~ Preliminary SDSS 4 214345 960“
. : preliminary SDSS 5 210393 95%
observational data obtained by SDSS. preliminary SDSS 6 206105 93%
We applied the same calibration and cuts to the preliminary preliminary SDSS 7 200092 90%
mock catalogue as to the real data (see Section 2.1). After 0 preliminary SDSS 8 204055 92%
recting the ‘observegj” magnitudes for (model) extinctiod ap- final SDSS 1 194563 38%
plying the K-correction, we use these plus the observecitds final SDSS 2 218606 99%
to derive the “observed" absolute magnitudiés,.. We also re- final SDSS 3 196306 89%
move all bright galaxies which are above the saturationtlghi final SDSS 4 209800 95%
SDSS in this step. The final set of our eight SDSS mock cata- final SDSS 5 208276 94%
logues only contain the coordinatesands, the observed red- ;!”a: gggg? ig%gg ggz//*’
shift z,ps and the observed absolute magnitulikgsin the g and fzzgl obes 8 502903 910/‘;
r band and represent the same set of data as the one created fro —
preliminary 2MRS 1 5747 96%
the real SDSS sample. L o
: preliminary 2MRS 2 6469 108%
2M RS_. For our set of mock catalogues for 2MRS, we preliminary 2MRS 3 5286 88%
proceed in a similar way as for the SDSS mock catalogues. preliminary 2MRS 4 8138 136%
However, there are a couple of importantfeiiences to be preliminary 2MRS 5 5452 91%
pointed out. There are filérent values for the mean photo- preliminary 2MRS 6 5525 92%
metric error of the apparent magnitudes, for the Ks and J preliminary 2MRS 7 5521 92%
band, which are derived from the measured vaki¢&mag and preliminary 2MRS 8 5127 86%
e Jtmag of the 2MRS catalogue. We findrae,, of 0.037 mag final 2MRS 1 5746 96%
for the J band and 0.056 mag for the band. The redshift ac- final 2MRS 2 6459 10%%
curacyo is obtained from averaging the cz parameter of the I!“a: gmgg z gig? f?%j
2MRS and we find a value of about 32 fsnNo correction for f!”a 0
2 : . inal 2MRS 5 5452 91%
extinction is applied to the 2MRS magnitudes, because tlge ma final 2MRS 6 5525 92%
nitudes obtained from the catalogue are already correoteskf final 2MRS 7 5521 92%
tinction. K-correction, peculiar motions, photometricdespec- final 2MRS 8 5127 86%
troscopic errors and evolutionaryfects are considered in the FOF groups 1 8022033 Z
same way as for the SDSS mock catalogues. The completeness  FOF groups 2 8021983 -
of 2MRS of 97.6% (Huchra et al. 2012b) is taken into account FOF groups 3 8022371 -
by randomly removing 2.4% of the galaxies from the mock cata- FOF groups 4 8021796 -
logue. Given the way the 2MRS was performed, there isnoneed =~ FOF groups 5 8021151 -
for fibre collision corrections or similar corrections beybothe Egl'z groups g gggg?g -
completeness consideration. The preliminary mock catesg groups i
are put through the observational pipeline used in Sectian 2 FOF groups 8 8021352 .
- ) all galaxies 1 7405697 -
The eight 2MRS final mock catalogues are composed of the co- all galaxies 2 7403914 ;
ordinatese andg, the observed redshi#,,s and the observed all galaxies 3 7406327 }
absolute magnitudddyps in the J and K band. all galaxies 4 7405116 R
When measuring the completeness (the ratio of number of all galaxies 5 7404890 -
the galaxies in the mock catalogue compared to the number of all galaxies 6 7406332 -
galaxies in the survey normalised to the same volume), ods fin all galaxies 7 7407193 -
an overall good agreement. The completeness of the SDSS mock ~ all galaxies 8 7406941 -

catalogues (see Table 4) is about five to ten percent belo®;100

while the completeness of the 2MRS mock catalogues varigable 4. List of all mock catalogues created as part of this paper.

around 100% with a larger scatter, because it is, due to &ls sh
lower depths, moreftected by local variations in the matter dis-

tribution. We attribute the systematically lower compiedss of . . . . .
the SDSS mock catalogue ¥o smallfd're%ces between the cos.2Ptained from the Millennium simulations. We calculate tbe-

mological parameters used in the simulation and the measufgelogical redshiftzeosmo (see Equation 8) for every halo. The
cosmological parameter of our Universe. masses of the FOF groups are obtained by multiplying the num-

ber of particles in thenMField..FOF.np and the mass per parti-

cle (see Table 1). The redshift evolution is considerederstime

way as for the previous mock catalogues described in thispap
There are no cuts or selections introduced into this sarajrieg

we want to take advantage of having the full information aa th
dark matter distribution. Two éfierent outputs are created for
each of the eight FOF group mock catalogues: one containing
Y82 For ID, the Cartesian 3D coordinates from the simulation

6 These “observed” quantities are not actually observed, because tA8f! the masses of the FOF groups and another one containing

are mock data. However, they would be the quantities that would B FOF ID, the equatorial coordinates (obtained using fioua
observed, if it was real data, hence the name. 15), the cosmological redshift and the masses of the FORpgrou

3.1.3. Dark matter catalogues

We also created a set of mock catalogues containing thedtkl d
matter information, which will be essential for the masshrat

tion later on. The same shifts and rotations as for the gataky
alogues are performed for the cube of dark matter FOF gro
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A set of unbiased mock catalogues containing the full data of ¢ 2
all available simulated galaxies is created to better diyeedti-
mates and extrapolations from the mock catalogues, which co
sider observational limitations. To this end, we take albgga
data before applying any biases and just apply the evolgtion
rection (by using dferent snapshot at fiierent cosmological uncqfietied unbiased ock cataloghes -
redshifts). Then we create twoffdirent outputs similar to the 16 18 20
halo mock catalogues: one with the Cartesian coordinatés an osote meontuse rhandneot
the other with the equatorial coordinates and the redsbrifall
galaxies. The output contains the original absolute magdeg
from the simulation (not the virtually re-observed ones}tof
SDSS g and r band and also the absolute 2MASS magnitudes o

6+ corrected observational data ——

logarithm of weighted numbe

-2 T T T

et e

logarithmrd weighted numbers

. . . S5 corrected observational data ——
the J and K band, which are derived using the colour transfor- uncotanesied biased mock catalogues
mation from Appendix A. 18 20 22 2 26
absolute magnitude K¢ band [mag]
3.2. Basic Parameters of the Group Finder Figure3. The luminosity function for SDSS data in top panel and for

) ) . ) ) 2MRS data in lower panel. The green dashed line indicates the “true”
A friends-of-friends (FOF) group finder uses a simple idea {gminosity function derived using all galaxies from the unbiased mock
find galaxies which are grouped together. It recursivelydialll catalogues, while the blue dashed line indicated the corrected (recon-
galaxies which are separated by less than the so-calleihdinkstructed) luminosity function from the Malmquist biased mock cata-
length by from any other member of the group. If one has @gues. The corrected observational data is indicated by the red solid
complete sample with full information on the 3D positions ofne:
all galaxies in it, it is a straight forward procedure. Howe\un
reality one has to account for Malmquist bias, projectifincs,
and other biases. We roughly follow Robotham et al. (2011) in 4r Asurvey [ 3 3
defining the linking length and its dependences on obsennati Vel 2) = = Acy (D2(z2) - D(@)) (18)
effects.

We define a basic value for the linking length callggk o, By inserting the results of a combination of Equations 9 and 1
which is the average distance from one galaxy to the nearB¥p Equation 18, one is able to get the comoving voluvge
galaxy in the sample. We calculate the distances between Rgfween the two cosmological redshifisandz for a survey
galaxies in the MM and take for every galaxy the distance f&VeringAsureyOf the total sky aredsyy. )
its nearest visible neighbour. We use a minimum absolute mag .V.VIth 2] bemg the.hlgher of the redshlft.co.r.respondm.g to the
nitude for the galaxies to qualify for their inclusion ingrgalcu- imiting luminosity distanceDyimir or the limiting redshift of
lation to avoid dwarf galaxies. Galaxies have to be brigtitan  the survey and wittz, being either zero or the redshift corre-
-15 mag in the SDSS r band and -18 mag in 2MASSbENd. sponding to the saturation limit (defined in the same way as th
For the average of the nearest neighbour distances in our siglmauist bias), one obtains the comoving voluries, which
ple, we getyn o ~ 0.64 Mpc for 2MRS andyjn o ~ 0.67 Mpc  are used for the definition of the volume weights in the foltugv
for SDSS (interestingly very similar to the distance betwtee €dquation:

Milky Way and M31). This parameter will be fine-tuned using N (Vc,i)71 (19)
the mock observations later in Section 3.3. THedive linking voli = Ve -1
lengthbjink is not a constant equal to its basic valygx o, but z]:( CJ)

has several dependences, which will be discussed below. ) _

The dominant of these biases is the Malmquist bias, whitMith the help of the volume weightsi.;, we correct the ob-
drastically removes the fainter end of the galaxy Iluminosi€rved luminosity function (either from observationaledat
function from our sample at larger distances. Since we kndyM our mock catalogues) as it is illustrated in Figure 3. In
the limiting magnitude of our data and the mock catalogu&e SDSS data the corrected luminosity function from thelmoc
very well, it is straightforward to derive a correction fdret catalogues follows closely the observed luminosity fuoitts
Malmquist bias using volume weights. The limiting luminosWell as the “true” luminosity function from the unbiased rkoc
ity distanceDy jmi until a galaxy with an absolute magnitudé:atalogues with minor deV|at|c_Jns only. For the 2MRS datd pot
Mapsis still included in a survey with a limiting magnitua@imi the corrected _Iuml_nosny fqnctlon from the mock_catalogaued
can be derived using the distance modulus (see Equatiords) ¢ “true” luminosity function agree very well with each eth

yields Equation 16. whereas the observed luminosity function shows an excess of
very bright galaxies and a shortage of medium bright gataxie
100y (DLimit) = ~Maps + Mimit +5 (16) compared to the mock catalogue based data. We attribute the
’ 5 poorer fit of the mock 2MRS data to the observations to the ad-
By inverting Equation 4, it is possible to obtain the follmgi ditional uncertainty introduced into the mock data by usimg
equation: SDSS-2MRS colour transformation (see Appendix A). Overall

we find good agreement.

We have shown that we can retrieve the “true” luminosity
function fairly easily and with dticient quality using volume
weights. Due to the Malmquist bias, the fainter members of a
\/Czqg — 2C40 + C4 + 203DLHqu — 463D Hoo + 2C3DLHO)~ group will not be visible any more at higher redshifts. Toidvo

letting two suficiently bright galaxies, which are members of
(17) the same group, appear separated due to the unseen members ir

Z= C_];(CZC]O - 02 + CDLHoqo+
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between, one has to adjust the linking length accordinglpfo accordingly. We use the galaxies from MM to calibrate thiare
FOF group finder. Since the Malmquist bias reduces the nutien. In the right panels of Figures 4 and 5, a relatively tigh
ber of galaxies visible per volume by introducing a redshiftation between the masses of central galaxies in halos aid th
dependent cut in the luminosity functidr(m), it stands to rea- luminosity becomes evident. For the most massive groups, th
son to use the luminosity function to correct for it. central galaxies deviate from this tight relation towardsyér
dynamical masses at a given luminosity. We do not expect any
~510Go(DL@MNS 4y (1) Gm 3 significant impact on the algorithm due to this deviation; be
— ] (20) cause of the high galaxy density in these massive groups. We
performed a least-square fit with recursiver®lipping using a

o ) second order polynomial to describe these relations:
The modification factobcore(2) Will be used to rescale the ba-

sic linking lengthbyino as a function of redshifz. The num- Mhaio| Lgal 2 Lgal
ber density of galaxies decreases towards higher lumindisit l0gy Mo | am (10910 Lo +bmlogy, Lo +Cm- (21)
tancesD, by removing the fainter galaxies from the luminosity . ,

function due to the limiting magnitudey; of the survey (see  The variableMnao denotes the mass of the galaxy's halo and

Equation 16). The parametdtays mndenotes the minimal abso- Lgat iS the r band luminosity of that galaxge, bw, andcy are
lute magnitude to which the luminosity function is still - the fit codficients. The results of the fits for the SDSS r band

ered in our sample. For SDSS, it is -15 mag in the r band and f§#d the 2MASS Kare provided in Table 5. We obtain a rescale
2MRS, it is -18 mag in the Kband. factor:

Mhalo(l—gal)

bcor,M(LgaI) =

bcor,(b(z) = Mabs min(D ( ) d
' m)am

(22)

halo
by dividing the halo masklhaioLgar) Obtained from the fit by the

: ; average halo maddyjo.

s In physical space the linking length is an isotropic quantit

it does not depend on the direction. However, when observing
galaxies projected on the sky one only obtains two coordmat
directly, while the third dimension is derived from the rhifs
This observed redshift cannot be exclusively attributedhis
metric expansion of space-time, but also to the peculiaiatad
velocity of the galaxy. The imprint on the observed redghifin
these peculiar motions cannot be distinguished a prioniftioe
Figure4. The left panel shows the distribution of all galaxies of the M@)zgﬁdgﬁlizh;i?fig Ilfrtl (;i Setr;(r:%el;stll? 3 t?] é?ng; Igsglr?];atrg[ﬁtqﬁg

in the luminosity-mass plane using the r band luminosities of SDS . - . . -
while the right panel only displays the galaxies that are also in the cenW!elI be smeared out in the radial direction with respect te th

of a halo. The solid red line indicates our fit to the most prominefU€ Positions. In the case of galaxy groups, thiset is known
correlation in these plots. as the "Fingers of God"féect (Jackson 1972; Arp 1994; Cabré

& Gaztafnaga 2009). A similaifiect but in opposite direction is
the Kaiser €ect (Kaiser 1987). Assuming a coherent infall of
galaxies into a group or cluster, one gets positive pecuéloc-
ities for galaxies in front of a group and negative ones fosth
behind a group. This causes a flattening of groups in the fine o
sightin redshift-space. However, the Kaisgeet is significantly
smaller than the Finger of Godfect.
5 : Although deforming the sphere with the linking length as ra-
: dius to an ellipsoid seems the natural way to incorporateethe
effects into FOF-group finder algorithms, Eke et al. (2004a)
found that cylinders along the line of sight are mof&céent.
Therefore, instead of one linking length we use two separate
linking lengths: an angular linking length;,x and a radial link-
ing lengthRyn«. The angular linking length is uffacted by the
B redshift-space distortion and directly relates to theifigkength

in real spacdjk by simple trigonometry:
Figure5. The left panel shows the distribution of all galaxies of the P ink DY P 9 y

logio(M [M,])

a5 10 85 B o5 10
logyo(L [Ls]) logyo(L [Le )

logyo(M Mg ])

s 55

105 1 s 55

i o5 10
logso(L [Lo])

MM in the luminosity-mass plane using the lkand luminosities of Biink
2MASS, while the right panel only displays the galaxies that are also @ink = tan| - (23)
in the centre of a halo. The solid red line indicates our fit to the most A
prominent correlation in these plots. The angular diameter distanBr is defined as
Da=Dc(1+ Zcosmtyl- (24)

Another common modification to the FOF-algorithm is td he radial linking length is larger than the linking lengthreal
vary the linking length with luminosity. Given that lumirigsis ~ SPace because of the scatter in redshift space due to thigpecu

a proxy for the total mass of a galaxy’s halo, it stands tocmasmo'[io,”s- We transform thbj,, distance into a corresponding
that brighter galaxies have a stronger gravitational imibesthan edshift diference:
fainter ones and therefore one should adapt the linkingtieng Rink = Diink + 207rad (25)

10
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band ‘ A b Crl Sms Ngal

SDSSr | 0.113+0.018 -1.55:0.33 15.9+15 0.091 13787
2MASS K | 0.099+0.016 -1.38:0.30 15.4+1.4 0.093 13931

Table5. The codlicients and other parameters of the fit on the luminosity-mass relation ackitigtes table for the SDSS r band and the 2MASS
Ks band.ay, by, andcy are the fit cofficients according to Equation 21. The root mean sqsgseand the number of galaxidg,, used for the
fit are also provided.

2000 Nbij (Mimit)
‘ E = — 29
mock Nmock(nlimit) ( )
Etot = Emock' Efof (30)

1500 |

The global halo finding ficiency measuremert; is defined
using the halo findingféciencies of the mock catalogu&nock

and the FOF cataloguBs;. The parameterSmock(Nimit) and
Nrof(Mimit) @re the number of groups with at least,; mem-
bers in the mock catalogue and in the results of our FOF-based
‘ group finder.Nyjj(Nimit) is the number of groups that are found
500 - 1 bijectively in both samples (the mock catalogue, which &ias

of the “true” group information based purely on the simwafi

and the FOF catalogue, which consists of the grouping fofind a
ter applying the group finder on the mock catalogue). Thismaea
that at least 50% of the members found in a group in one sample

) . o ) must make up at least 50% of a corresponding group in the other
Figure6. The red solid line shows the distribution of radial proper mOS%mpIe as well.

tions in MM, which has a roughly Gaussian shape. The black dashe

1000 [

number of galaxies

.
o ___a-p""'u‘f . “\"'h-a-... .
-1500 -1000 -500 0 500 1000 1500
radial velocity [km/s]

line highlights the zero radial velocity bin. The green dashed lines in- ZNM Pror(i) - N o)
dicate the dispersion of the radial peculiar velocitgg, which cor- Quof = ==L fof members.f (31)
responds to the standard deviation of the plotted distribution. The blue ZI’\‘_'Gl' Nmembers fofi)
dashed lines show the twerinterval, which is used to stretch the radial N B ) )
linking length. 2ier™ Pmock(i) - Nmembers mocd)

Qmock = Neor N (32)

i=1 Nmembers,moc(d)
Qtot = Qmock’ Qfof (33)

By adding the dispersion of radial peculiar velocitiggy to the ) ) . ) . .
linking length in real space, one gets a first estimate ofakiéeat The global grouping purityQ: is defined using the grouping
linking length Rink. In MM, we find acoaq of ~ 2325 knys, Purity of the mock catalogu@mock and the FOF catalogu@or.
hence about 95% of all possible radial velocityfeliences are The variableNmempersmodd) andNmembers fcfi) are the numbers
included in an envelope af465 knys, as illustrated in Figure 6. Of galaxies in individual groups of the mock catalogue and
We combine all these corrections and modifications to tf@e FOF catalogue respectively. The purity prodi{s.i(i) and

||nk|ng |ength and obtain one set of equations: Pfof(i) are defined as the maximal prOdUCt of the ratio of shared
galaxies to all galaxies within a group of one catalogue &ed t
Yopt A, : . Clr e
Qe = Uopt - Aink - (D L e (Benr o (2) ) 26) ratio of the same shared galaxies within the other cataloyjue
e = fopt " Hink ( cor gal)) (beora(2) (26) illustrative example is provided in Robotham et al. (2011).
_ . . . Yopt . gom

Ret = Ropt - Riink (bcor,M(LgaI)> (beora(2)) ™. 27) Stot = Etot - Qo (34)

The dfective angular linking lengthes and the &ective radial The group cost functioS is defined as the product of the

linking length Re; define the linking conditions of our groupgiohal halo finding #iciency measuremert,; and the global
finder. The exponentgoy; and Aopt allow for variations of the rouping purityQy. Following the definitionsS; will assume
luminosity-mass relation (see Equation 22) and the coreple&mues between O (total mismatch) and 1 (perfect match).

ness correction (see Equation 20) respectively. Théficamnts We start our optimization by performing a coarse parame-
@opts Ropt: Yopt: @NdAopt, Which allow us to fine-tune our groupyey scan for the four caBCieNntSaopt, Ropt: Yopt, @aNdAopt iN ONE
finder, will be optimized with the help of our mock cataloguegt our mock catalogues to get an initial guess for the order of

in the next step. magnitude of optimal caicients. We then use a Simplex algo-
rithm (Nelder & Mead 1965) to maximise the median group cost
3.3. Group Finder fine tuning function Sy, of all of our 8 mock catalogues. The optimal coef-

ficients for both samples, SDSS and 2MRS, are listed in Table 6
The first step in optimizing the group finder is to define a fung=or the calculation 08, and the optimisation we usgm; = 2.
tion that provides a solid measurement of the quality of tleelg  We also repeated it with fierent values fon;mi; and found very
finder’s results. We follow Robotham et al. (2011) and definegimilar optimal coéicients (a few percent fierence).
group cost function by the following set of equations: The codficients aop and Ry are well within an order of
Nogi (i) magnitude of unity, indicating that our initial definitio$ the
B Himit ) (28) effective linking lengths are reasonable. The fact that thé-coe

Efot =
“ ™ Niot (Mimit) ficient yop is close to zero reduces the correction of the linking
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sample ‘ @opt Ropt Yopt Aopt Stot
2MRS | 0.467+0.010 0533+0.010 Q023+0.010 Q922+0.010 0342
SDSS | 0.394+0.010 0520+0.010 Q053+0.010 1084+0.010 Q229

Table 6. Optimal codficients for the group finder for 2MRS and SDSS. Thefioenta,y allows for proper scaling of the angular linking length,
which the coéficientR,,, does the same for the radial linking length (in redshift space). Thiéicieatsy,, and .y provide the best dependence
on the scaling of the linking length on the mass of the galaxies and on the sobifregMalmquist bias correction respectivedy, is the median
value of the group cost function calculated using all mock cataloguethar@ptimal coéicients.

3.4. Group parameters

The last step is the calculation of various parameters for ou
groups, such as the position of their centre, their size spaasl
luminosity. To this end, we use the methods that Robothar et a
(2011) found to be the mosffizient and robust.

Ropt

3.4.1. Group velocity dispersion

For groups with a multiplicity of two or more, we calculateeth
group velocity dispersions. For this purpose we use theggep
estimator of Beers et al. (1990) including the modificatibBke
et al. (2004a).

Nior =1

opt T
Tgap= T 7 1y Z Wi Gi (35)
. o . . Nrof (Nrot — 1) &

Figure7. Distribution of the values of the median group cost function i=1
St Using the 2MRS mock catalogues fofffdrent values ot and — i (N . 36
Ropt- High values ofSy; are indicated by dark red, while low values are Wi =i - (Nror — 1) (36)
ind_icated b_y darl'< blueyopr and Ay, are fixed to their optimal values_,, O = Vi1 — Vi (37)
which are listed in Table 6. The green X denotes result of the optimal
values ofaqp andRyp: according to our simplex fit. Vi 1+ Zobsi2 -1 (38)

C 1+Zpgl+1

[ Niot
Tgroup = Neof — 10'5ap - O'grr (39)

The gapper velocity dispersiaryap 0f a group withNg; mem-
ber is calculated by summing up the product of the weights
and the radial velocity gapg for all all its members. It is es-
sential that the radial velocitiag are ordered for this approach,
which we assure by a simple sorting algorithm applied foheac
group. The radial velocitieg are calculated using the observed
redshiftszonsi. The group velocity dispersiosrg,,p also takes
into account the measurement errors of the redshift determi
tion oy, Which are 30 kifs for SDSS and- 32 knys for 2MRS.

In the case that the obtained group velocity dispersionvieto
than the measurement errors of the redshift determinaven,
o ' ' ' set them tare,.

Ropt

Figure8. Distribution of the values of the median group cost function L
St Using the SDSS mock catalogues foffelient values ofrp, and  3-4-2. Total group luminosity

Ropt. High values oS,y are indicated by dark red, while low values arerha observed group luminosityyys is calculated by adding up

indicated by dark bluey,y, and A, are fixed to their optimal values, : : .
which are listed in Table 6. The green X denotes result of the optimt}a‘ﬁe eml_tted light, in the SDSS r band or the ZMASS Band
respectively, of the group members.

values ofap andRyp: according to our simplex fit.
Nof

Lobs= Z Li (40)

length depending on the galaxy’s absolute luminosity to a mi i=1

nor efect. However, the cdicient Aoy is close to unity, which L = 10704 Masi-M,, ) (41)

means that the Malmquest-bias correction of the linkingilen '

based on the luminosity function is an important contrimutio The calculation of the luminosity of individual galaxy re-

the dficiency of our group finder. The distribution of the mediaguires the absolute r band magnituddg,s; and the solar ab-

group cost function depending on the fil@entaoy andRoptis  solute magnitudéV,,ge in the r band of 4.76 mag or in thesK

illustrated in Figures 7 and 8. of 3.28 mag respectively.
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codficients | 2MRS SDSS
M= () dm a ~144:03 —53:03
Ltot = Lobs — — (42) & 1.23+0.03 040+ 0.03
~2100o DL gy (1) g a 00322+ 0.0008 0006 0.001
o ) , a, —24+03 —21+01
The total group luminosity.: has to be obtained by rescaling as 25+0.2 116+ 0.06
the observed group luminosify, with the fraction of the lumi- ag -0.72+0.04 -0.22+0.01
nosity function® (m) visible at the group’s luminosity distance. az 650+ 1.3 32110
Mimit 1S the limiting magnitude of the survey and the parameter Sms 0.3293 02642

Mabs,min denotes the minimal absolute magnitude to which the
luminosity function is still considered in our sample. Table 7. Coeficients of the mass dependence on observed parameters
of isolated galaxies. They were obtained by a least-square fit on mock

catalogue data using Equation 44.
3.4.3. Group centre

In the next step, we locate the group centre. We treat the ra-
dial group centre, which is calculated only using the measur
redshifts of the group’s membersfidirently from the projected
group centre, which is calculated using the observed coatels
of the group members. In Robotham et al. (201 1¥edént ap-
proaches on how to best find the group centre are discussed and .
compared. We employ the method which they found to be the
most dficient and reliable. In the case of the radial group center,
this constitutes simply taking the median of the redshiftalb
group members. Finding the projected group centre is mare co
plicated and the mostfiécient method is an iterative approach
using the centre of light of the group members as explained in
Robotham et al. (2011). At first the coordinates of the ceoitre
light, which is the luminosity-weighted (using as weights),
are calculated using all group members. Then the group membe " s
which is the furthest away from is rejected and the new cenftre

light is calculated with the remaining members. This predss fig,re10. Residuals of the fit for the mass determination of groups
repeated iteratively until only one galaxy remains andatsrdi-  with only one visible member depending on the fitting parameter. Top-
nates are used as the coordinates of the projected grougr.centeft panel: residuals depending on the totalland group luminosity

for the 2MRS data. The top-right panel: residuals depending on the lu-
minosity distance for the 2MRS data. Bottom-left panel: residuals de-
pending on the total r band group luminosity for the SDSS data. The
For groups with two or more members, we calculate a project%ﬂttom'right panel: residuals depending on the luminosity distance for
characteristic radius of the group. Following Robotham let 4he SDSS data.

(2011) again, we define our group radiBg.up as the radius

around the projected group center in which 50% of the group

members are located. This means that for a group with five meather groups with two to four members, and groups with more
bers, the radius corresponds to the distance of the thirddims than four members. In the case of the isolated galaxies, we ha
tant member from the group centre. In the case of a group wijttst two quantities at our disposal to derive their massesi-|
four members, the radius is the mean between the distane frgosity and distance. We fit the following function to these pa
the group center of the second and third most distant memberameters:

siduals Ay

e

residuals Ay

10 105 11 115 12 125 1
10930(L1ot [Le ]

125 15 175 2
10g10(D [Mpc])

225 25 275

3.4.4. Group radius

3.4.5. Dynamical mass 109 0(Mgroup) =

Using the previously defined group radii and group velocisy d 3 ) 3 .
persions, one can calculate approximate dynamical maggs Z (ai (|0910(|-tot))') + (ai+3 (|0910(DL))I) +a7  (44)
=

for our groups using the following equation (Robotham et al. =1 i

2011; Chilingarian & Mamon 2008): The group mas¥lyou, depends on the group luminosity,; and

the luminosity distanc®, . The codficientsa;, a,, as, ay, as,
(43) 8, and ay are estimated using a least-square fit to our mock

catalogues. The results are listed in Table 7 and the rdsidua
They serve as a first approximation of the group masses, whigf) = log, (M) — 10g;0(Mgroup) depending on the group mass
are obtained in the next section. of these fits are illustrated in Figure 9. Apparently, thera ten-
dency of our fit to underestimate the true masses of groubs wit
just one visible member in the case of high mass groups, which
is most prominent in the tail of the distribution for the SDSS
To get robust mass estimates for the detected groups, we gallaxies (see Figure 9). However, the dependence of tha-resi
ibrate mass functions depending on several parametersrto vals on the fitted parameters (see Figure 10) do not show any
mock catalogues. We split the sample into three sub-samplelgear trends, which indicates that considering higher oietens
isolated galaxies (groups with one visible member only) @ihd in the fit would not improve our mass function.

10
Mayn ~ G O'Sroup' Rgroup

3.4.6. Group mass
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1
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0.25 |

residuals Ay
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-0.5

-0.75
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0.5
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residuals Ay,
o

-0.25
-0.5

-0.75

11 12 13 14 15 11 12 13 14 15 11 12 13 14 15
IOglo(r‘/lgroup [MG]) Ic"-:llo("/lgroup [MG]) lleO(Mgroup [MG])

Figure9. Residuals of the fit for the mass determination of groups using 2MRS B&&3nock data. Top-left panel: residuals of our fit using
isolated galaxies (groups with one visible member only) for the 2MRS datac@&ntral panel: residuals of groups with two to four members
using 2MRS data. Top-right panel: residuals of groups with five or mambers using 2MRS data. Bottom-left panel: residuals of our fit using
isolated galaxies (groups with one visible member only) for the SDSS datmrB-central panel: residuals of groups with two to four members
using SDSS data. Bottom-right panel: residuals of groups with five oe mambers using SDSS data.

codficients | 2MRS SDSS
& 514+ 104 2006 175
a 56+ 13 306+ 26 10g;0(Mgroup) = (45)
a ~0.26+0.07 21402 .
as 0004+ 0002  —0.051+0.004 , i
as 23405 232406 Z (ar (logso(Lion)) +
a 24+03 13+03 i=1
ar ~066+007  -0.20+0.04 3 i
a 0.01+021 12402 (aia (logyo(DL))' ) +
2 ~0.004+0022  -015+0.02 =
ano 0.0004+ 0.0008 00064+ 0.0007 3 ,
au 1825+ 304  —4764+ 446 ( - (log.(M ') i a
S 0.2459 02799 Z .7 (10g10(Mayn)) ) + 2.

Il
i

Table 8. Coeficients of the mass dependence on observed parameters of The dynamical group massymoup is used in addition to pa-
groups with two to four members. They were obtained by a least-squa@neters of the previous fit to obtain the flo@entsa; to ai;.
fit on mock catalogue data using Equation 45. The results of the fit are listed in Table 8, whereas the ressdu
of these fits depending on the group mass are shown in Figure 9.
The residuals of the fits depending on the fit parameters,hwhic

. are shown in Figure 11, do not indicate any strong trends.
In the case of groups with more than one detected member, 9 y ¢

we have additional parameters at our disposal. For the group
with two to four members, we include a dependence on the dy-
namical mass into the fitting function, which is defined as fol
lows:
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1

0.5

residuals Ay,
o

-0.5

0.5

residuals Ay,
o

-0.5

1

9 95 10 105 11 115 12 125 1 125 15 175 2 225 25 275 7 8 9 10 11 12
10g;0(Liot [Lo]) log;(Dy. [Mpc]) 10g19(Mgyn [Me])

Figurell. Residuals of the fit for the mass determination of groups with two to fourlmeesrdepending on the fitting parameter. Top-left panel:
residuals depending on the; I8and luminosity for the 2MRS data. Top-central panel: residuals déapgeth the luminosity distance for the
2MRS data. Top-right panel: residuals depending on the dynamica foathe 2MRS data. Bottom-left panel: residuals depending on the r
band luminosity for the SDSS data. Bottom-central panel: residuals digygeon the luminosity distance for the SDSS data. Bottom-right panel:
residuals depending on the dynamical mass for the SDSS data.
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residuals Ay
o
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residuals Ay
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-0.5
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Figure12. Residuals of the fit for the mass determination of groups with five or mamlmers depending on the fitting parameter. First panel
on the top row: residuals depending on thghénd luminosity for the 2MRS data. Second panel on the top row: residepknding on the
luminosity distance for the 2MRS data. Third panel on the top row: residigglending on the dynamical mass for the 2MRS data. Fourth panel
on the top row: residuals depending on the number of galaxies detedie angroup for the 2MRS data. First panel on the bottom row: residuals
depending on the r band luminosity for the SDSS data. Second panel bottben row: residuals depending on the luminosity distance for the
SDSS data. Third panel on the bottom row: residuals depending on tl@niyad mass for the SDSS data. Fourth panel on the bottom row:
residuals depending on the number of galaxies detected inside a grahp 8DSS data.

For the richest groups in our catalogue (with five or more The number of detected galaxies within a gralig is used
members), we can define the following fitting function: in addition to the parameters of the previous fit to obtain the
10, o(Mgroup) = (46) codficientsa; to a;3. The results of the fit are listed in Table 9,
whereas the residuals of these fits depending on the group mas
i are shown in Figure 9. The residuals of the fits depending®n th
Z (a (I0g;o(Ltot)) ) + fit parameters, which are shown in Figure 12, do not indicaye a
strong trends.

5

i=1
3

(a5 (log;o(DL))') +

i=
; i 15
Z (ai+8 (|0910(Mdyn)) )+
i
12109, o(Nror) + 3.
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codficients | 2MRS SDSS We use this knowledge and the results of Section 2.3.1,
EY 3274 + 6896 2719+ 1976 the first step is to assign radii according to Equation 7 (with
& -580+1144  -450117+36.5 m = 0.61 for timescape cosmology) to the FoF groups using
3 50x95 36+34 their masses. We remove all groups that are fully within gsir
& 068;12+i006%6 06821+i0062()3 of other groups and add their masses to their “host” grougs an
2 5407 40+ 06 shift their centre of mass accordingly. Afterwards we cahet
a 15405 24+03 particles inside these radii. Particles that are locatedimimore
as 03+01 048+ 0.04 than one group are assigned weights corresponding to tipe rec
a9 ~19+16 _52+07 rocal values of the number of groups they are shared witthiat t
a0 02+0.2 051+ 0.07 point we adjust the masses of our groups by using the masses of
ain -0.007+0.005 -0.016+ 0.002 the particles within the provided radii.
a2 0.50+ 0.05 0607+ 0.009 We use this first rescaling to calibrate the following redati
a3 —708+ 1658 —-6155+ 4274
Sms 0.1410 01588 n 2 n

logyo (Msi) = fo (|0910 (Z Mgroupi]] +filogyg [Z Mgroupi)+ f
i=1 i=1

Table 9. Codficients of the mass dependence on observed parameters

of groups with more than four members. They were obtained by a least- e ) (47)
square fit on mock catalogue data using Equation 46. between the mass of the “finite infinity” regidvl; and the sum

of group masses it is composedoup The codficientsfo, fi,

andf; are obtained by a least-square fit and their values are listed

in Table 10. We apply this fit to each snapshot. The distriouti
3.5. Finite infinity regions scaling of the parameters and our fit on them is illustrated in Fig@de 1

Since the main motivation for this paper is to provide usefil We continue to expand the radii of the finite infinity regions
datasets for a cosmological test (Saulder et al. 2015b ipapre ased on trtl)efnumbe_rr?_f p?rtlcles (uzl_r_lgvt/he Sl‘amls weightng pr
ration), we have to develop scaling relations between the hg€dure as before) within the new radii. We also keep on remov-
masses and the masses inside finite infinity regions. We knlg 9roups that are fully within finite infinity regions of ah
from Table 2 that slightly less than half of the particles log t 970UPS and add their masses to their hosts and shift theesentr
simulation are assigned to the FoF groups. Therefore, wiren s of mass accordingly. We repeat th's. pro_ce_dL_Jre |ter_at|ve_l}4 u
ming up the masses for our detected groups as derived imﬁecjge change of total mass within all finite infinity regions és$

3.4.6, we will find only half the mass expected for a univerggan 01% from one step to the next. . .
with a matter density 0o, = 0.25. However, we also know We derive another rescaling relation, which connects the fi-

from Table 3 that about three quarters of all simulationipes nal masses of the groups to the sum of the initial masses of FoF

are within spherical regions around these FoF groups whith h grourr)]s. (Ijzor this ana! reﬁcali%g_, we aIsg_ use qu.ua“gf? 417_ %Td fi
on average the renormalized critical density of timescaye ¢t to_}_he d"?‘ta.tt?q talnfthe ciwients, w |cdare %_ste '?] a 'e'l
mology using the FoF masses and Equation 7. By consider'ﬂ}  The distribution of the parameters and our fit on them s |

these new masses and iteratively expanding the regionsdacc t\rﬁ_tehd Ilrl] Fllggre 14. q seh |
ingly, we finally find that about 80% of all particles are withi ith al calibrations done, we now summarise how we apply
the finite infinity regions. our rescaling method on real data:

; ; ; For a group catalogue with masses obtained using the cali-
Taking advantage of this knowledge, we define a procedyre . . -
that allows us to enhance the masses of our groups to create; tions of Section 3.4.6, we calculate the radii of our éiit-

best possible set of finite infinity regions. We possess thpdg- NIty régions using Equation 7 with the déieients correspond-
ticle information of themillimil run, which we use to calibrate IN9 t0 the snapshot closest in redshift to every group. Imthe

our method. We take the last six snapshots ofrtiiéimil run, SteP. we remove all groups that are fully within the firstrestie
which is sdficient to cover the same redshift depth as our catd! the finite infinity regions by merging them with their host i
logue. We consider the selectiofiezt due to Malmquist bias of '€ Same fashion as before. Afterwards, we apply the firsates
SDSS only, because we will use a combined catalogue of sp'8g of the masses and consequently the radii of the finite-infin

and 2MRS to obtain the distribution of groups and mass, whidl_"€gions. Then we iteratively merge all groups fully vith
is used in Section 4.4 and compensates for the selectiente the finite infinity regions of other groups and adjust theistisb

due to the SDSS saturation limit. As illustrated in Tablerigt; Masses and radii accordingly. Once this is completed, wiy app
urally the number of groups still hosting detectable merabier "€ final mass rescaling using the sum of the initial masses of
creases at higher redshifts. Although dfeet on the total mass the groups that merged as a basis. We use the initial masses fo
within the finite infinity regions is there (a decrease frer80% the final rescaling instead of the masses obtained afterrtte fi

to ~ 65%), it is not as striking and significant as the impact dffSCcaling, because the overall uncertainty is slightlyelotis
the number of detected groups. This means, that although Y& The reason to do the first rescaling at all, and not togedc

will miss some of the smaller structures, the biggest cbatars dI'€ctly to the final rescaling without it, is that the mergipro-
to the mass are still detected at higher redshifts. Furtbegm cess, which is done after it, slightly shifts the distribuatiof the

many of the smaller masses are close to the bigger ones, so s function and we would introduce an unnecessary sofirce o

still obtain a good representation of the finite infinity k. (n /70" by skippingit. N o
fact, of the 31 428 FOF-groups detected in the last snapshot 0 Aftero all the rescaling and calibrations, there is still mor
themillimil run, which have assigned 48.5% of the simulation§an 20% of the mass of the simulation that is not in any fi-

particlegmass, 15 413 are visible in the latest snapshot and of){€ infinity regions. Given that the model described in ilte
1002 in the earliest snapshot used, but still holding 43.4 al2007) iS only a two-phase model with completely empty voids
36.4% of the mass, respectively. and walls (the space inside finite infinity regions) with thei

renormalized critical density, we have two options on how to
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rescaling| redshift fo f1 fo Sms mass within  volume within groups
fi-regions fi-regions detectadsed

first 0 0.008+ 0.002 Q77+ 0.06 17+0.3 01247 74.68% 13.27% 15413
final 0 0.028+0.004 Q026+0.11 51+06 02187 80.28% 22.76% 9187
first 0.020 0005+0.003 085+0.08 13+05 01230 72.16% 12.80% 8952
final 0.020 0031+ 0.006 Q17+ 0.15 57+09 02188 78.24% 22.27% 5676
first 0.041 0007+0.005 Q80+0.12 17+0.7 01198 69.15% 12.10% 4993
final 0.041 0030+0.009 Q16+0.22 59+13 02197 75.61% 21.35% 3415
first 0.064 0001+0.006 Q95+0.15 08+0.9 01158 66.35% 11.59% 3165
final 0.064 0026+0.012 024+030 56+18 02210 73.20% 20.63% 2336
first 0.089 0003+0.008 089+0.21 12+13 01165 62.45% 10.82% 1941
final 0.089 0031+0.016 Q10+041 6&7+26 02237 69.93% 19.85% 1530
first 0.116 0001+0.012 Q93+031 10+19 01184 55.60% 9.44% 1002
final 0.116  0043+0.024 -0.24+061 91+39 02313 64.75% 18.75% 826

Table 10. Codficients of the mass rescaling for the finite infinity regions and the mass assvile volume covered by them. Column one:
indicator if first of final rescaling of finite infinity regions, column two: caslogical redshift of that snapshot, column three to fiveflecients of

the fit (see Equation 47), column six: root mean square of that fit, coBewen: percentage of mass within fi-regions compared to the totairass
the simulation, column eight: percentage of volume within fi-regions coeapt@r the total volume in the simulation, column nine: number finite
infinity regionggroups used for the fit and remaining after iteration.
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Figure13. Distribution of the masses within the finite infinity regions before expanding iteratively depending on the sum of the masses of
the groups they are composed of. The dotted black line indicates ourtfitorelation. The panels show the 6 snapshots used from the last one
(number 63) in the top left panel to the earliest one (number 58) in therboigit panel.

proceed: 1) we can either add the-280% missing mass to the 4. Results
detected finite infinity regions and adjust their sizes adiogly,
or we can 2) assume that the 2080% missing mass is dis-
tributed homogeneously throughout the rest of the simarati
volume (the voids) and define them as not completely empty.
Since we are still working on which way is the best-suited,one
we keep both options open for a more considerate deliberafio
their possible implications on the theory in our follow-ugper
(Saulder et al. 2015c in preparation), where we will perfdinem
cosmological test to which we are building up here. Thersfor
we will provide the data for both options.

We provide four group catalogues, which are made available o
VizieR: (link follows as soon as the paper is accepted).
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Figure14. Distribution of the final masses of the finite infinity regions depending onuhea the masses of the groups they are composed of.
The dotted black line indicates our fit on this relation. The panels show thegkats used from the last one (number 63) in the top left panel to
the earliest one (number 58) in the bottom right panel.
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ID group gowr  Zgow 10810 (Liok,) 10010 (Lobsi) 10810 (Mgrowp)  10G10(Mayn) —~ 0giowp Reroup Bgrowp Dt Ngroup
[] [] flogy(Lo)l  [l0gio(Le)]  [091(Me)]  [logio(Me)]  [km/s] [kpc] []  [Mpc]
§ 1879967 144204 0.0044 7 6 14.63 11.90 4 1138932 183 131
11 547163 -355944 00047 1233 12.32 13.96 10.74 2305 4473365 193 33
100 192.5164 -41.3820 00121  12.77 12.72 14.62 11.88 851.755 40.5311 502 66
303 157.6104 -353595 00101  12.35 12.32 1417 11.30 51553 304503 420 37
324 2437661 -60.9072 00167  13.04 12.97 14.92 11.96 745504 705978 69.8 101
371 499510 415117 00173  12.96 12.89 14.87 1204 103860 49.3627 720 94
381 1591784 -27.5283 00131  12.68 12.63 1461 1177 635128 60.6778 545 76
478 1950338 27.9770 00241 1318 13.02 15.04 12.15 92143 7D.4240 1011 87
581 281936  36.1518 00155  12.62 1255 14.48 1151 4534  6T6203 644 50
1064 1760090 19.9499 0.0223  12.89 12.76 14.75 11.80 67605 503813 935 53
3939 24111047 17.7420 00359 1321 12.82 14.97 12.23 7951159 04692 1518 33

Table 11. Parameters of a selected sample of groups as they appear in our 2iRScgtalogue. Column 1: ID, column 2 and 3: equatorial coordindtée@roup centre, column 4: redshift of
the group centre, column 5: total group luminosity in thebiénd, column 6: observed group luminosity in thelténd, column 7: group mass, column 8: dynamical mass of the gcotymn 9:
group velocity dispersion, column 10: physical group radius, coluinrafgular group radius, column 12: luminosity distance to the groupeceatd column 13: detected group members.

D g Ogow  Zgowp  10010(Lot) 10050 (Lons) 10010 (Mgioup)  10010(Mayn)  Tgowe  Ryop  Agow DU Nooup
§ [] llogyo (L)l [l0gy(Le)]l  [logso(Me)]  [logso(Me)] [km/s]  [kpc] [ [Mpc]
38870 2474372 40.8116 00301  12.72 12.69 15.25 12.27 614939 1.0250 1260 502
44039 227.7808 53173 00793  12.99 12.86 15.30 12.67 852.099 2 0.5368 348.0 297
83856  50.0647 413986 00162  12.02 12.02 14.71 12.03 933.@6 504617 674 128
102802 167.9317 40.8208 0.0765  12.81 12.69 15.23 1236 1642366 04691 3349 220
111101 2395833 27.2334 0.0897  13.16 13.00 15.35 1248 37702207 03780 397.3 365
132281 14.0672 -1.2554 0.0431  12.55 1251 15.05 1219 6271591 05742 1836 217
153024 241.1491 17.7216 00368  12.58 12.55 15.10 1211 76661242 04909 1559 293
155904 195.0339 27.9769 0.0242 1275 12.74 15.32 1227 88451107 06549 101.6 690
157845 2405828 16.3460 00363  12.62 12.58 1517 1216 07181204 04819 1538 367
167635 167.6785 28.6931 00341  12.38 12.35 14.95 1193 8611987 04201 1440 207
185400 176.0090 19.0498 00224  12.30 12.29 14.92 1191 9704010 04478 937 218

=
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Table 12. Parameters of a selected sample of groups as they appear in our 8@ gtalogue. Column 1: ID, column 2 and 3: equatorial coordindté®@roup centre, column 4: redshift ofa
the group centre, column 5: total group luminosity in the r band, columb$erved group luminosity in the r band column 7: group mass, colunyn@mdical mass of the group, column 9: grou;@

velocity dispersion, column 10: physical group radius, column 11lukngroup radius, column 12: luminosity distance to the group centreca@nchn 13: detected group members.
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4.1. The 2MRS group catalogue 2MRS group IDs of the group the galaxy belongs to, and the
2MASS IDs of the galaxies.

4.2. The SDSS DR10 group catalogue

100000

Our SDSS based group catalogue is composed of 397263 galax-
ies from Ahn et al. (2014) covering 9274 square degree. Using
our group finder with the optimal c@eients from Table 6, we
detect 228123 groups in the SDSS DR10 data up to a redshift of
0.11. As illustrated in Figure 15, a large fraction (1696@d¢
precise) of the galaxies can be found in groups with only asie v
ible member. Similar to the results of the 2MRS catalogue, th
number of groups rapidly decreases with increasing number o
multiplicity, but since the SDSS sample is much deeperethes
more groups with higher multiplicity than for the 2MRS sampl
a A0 L U We identify 42 group with more than 100 visible members each.
P T We identified some of the richest clusters in our catalogue:
N the Coma Cluster with the ID 155904, the Perseus Cluster with
i N . the ID 83856, the Leo Cluster with the ID 185409, Abell 2142
Figure15. Distribution of the multiplicityNeor of the groups detected it the |D 111101 and the Hercules Cluster with the ID 153024
In 2MRS (green dotted line) and in SDSS (red solid line). A list of these clusters and others with more than two hundred
detected members is provided in Table 12. Due to the satura-
tion limits of SDSS spectroscopy, there is a dearth of gakai
Our 2MRS based group catalogue is composed of 434ft& SDSS survey at very low redshifts. Hence, we do not detect
galaxies from Huchra et al. (2012b) covering 91% of the sk§is many rich nearby groups as in the 2MRS survey, even when
Using our group finder with the optimal céieients from Table taking the smaller sky coverage into account. However inis e
6, we detect 30695 groups in the 2MRS data. As illustrated @ouraging to see that we are able to identify some of the same
Figure 15, the majority (24782 to be precise) of the galagées groups and clusters in both survey data.
be found in groups with only one visible member. This does not We provide a list of all detected groups containing their
necessarily mean that all of them are isolated objects,Hatt tSDSS group ID, the coordinates of the group centre (right as-
there is only one galaxy ficiently bright to be detected by cension and declination are both given in degrees), theanedi
2MRS. We identify 5796 groups within the multiplicity rangeredshifts, the total group luminosity in the r band, the obsé
from two to ten and only 117 with higher multiplicities (twogroup luminosity in the r band, the calculated group mass (us
of them with more than 100 members each). Figure 15 cleaifyg the method explained in Section 3.4.6), the dynamicasma
shows that the number of groups rapidly decreases withasereof the group, the group velocity dispersion, the physicalugr
ing number of multiplicity. (given in kpc), the angular group radius (given in degreleg, t
We identified some of the richest clustérd he cluster with luminosity distance to the group centre (given in Mpc), ameal t
the most detected members and the 2MRS group ID 8 in our cagmber of detected group members. An excerpt of this list is
alogue is the well-known Virgo cluster. Furthermore, wenidle provided in Table 12. In addition to that list, a list of alleth
fied the following clusters with their parameters listed able galaxies used is provided, containing the our internabgel@s,
11: the Fornax Cluster with the ID 11,the Centaurus Clusttr wthe SDSS group IDs of the group the galaxy belongs to, and the
the ID 100, the Antlia Cluster with the ID 303, the Norma chrst SDSS object IDs of the galaxies.
with the ID 324, the Perseus Cluster with the ID 371, the Hydra
Cluster with the ID 381, the Coma Cluster with the ID 478, Abel4 3 The fundamental plane distance aroup catalogque
262 with the ID 581, the Leo Cluster with the ID 1064, and thé™> p group 9
Hercules Cluster with the ID 3939. It is very encouragingede s We take advantage of our previous work (Saulder et al. 2013)
that we were able to locate many well-known cluster in our cadn the fundamental plane of elliptical galaxies to provideia
alogue. tional information for a subset of groups of our SDSS cataéog
We provide a list of all detected groups containing theiwe provide redshift independent fundamental plane dissnc
2MRS group ID, the coordinates of the group centre (right afer all groups that contain at least one early-type galaxseda
cension and declination are both given in degrees), theanedon our extended and up-dated fundamental plane calibgaition
redshifts, the total group luminosity in the Kand, the observed the Appendix of our recent paper (Saulder et al. 2015). We find
group luminosity in the Kband, the calculated group mass (us49504 early-type galaxies distributed over 35786 groupsuof
ing the method explained in Section 3.4.6), the dynamicalsnasDSS group catalogue. As illustrated in Figure 16, the ritgjor
of the group, the group velocity dispersion, the physicalugr (29871 to be exact) of the early-type galaxies are the only de
(given in kpc), the angular group radius (given in degrel®, ttected early-type galaxy in their group. We also find 591%igso
luminosity distance to the group centre (given in Mpc), @mel t hosting two or more early-type galaxies and 808 of thesepgou
number of detected group members. An excerpt of this ligids p even contain five or more early-type galaxies.
vided in Table 11. In addition to that list, a list of all thelae: We provide three lists (one of them is shown in Table 13
ies used is provided, containing the our internal galaxy, tbs as an example) of all our SDSS groups hosting ellipticabgala
; . ies for three slightly dferent sets of cosmological parameters.
We use the NASAPAC Extragalactic Databasét(tp://ned.  Natyrally, since this paper uses the cosmology of the Miiiem

ipac.caltech.edu/) for a manual search by coordinates to identify; ), ation (see Table 1 for the parameters), one of our ikists
this and all other other groups in this section. !
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ID Qgroup 6group Zgroup DA,FP DCTFP DL,FP DA,Z DC,Z DL,Z NETG Ngroup
° [] [Mpc] [Mpc] [Mpc] [Mpc] [Mpc] [Mpc]
2 1547184 -0.9826 0.0959 339.7 370.8 404.6 3554 389.5 8426.
6 150.9243 -0.5669 0.0965 315.3 341.8 370.6 356.9 391.3 0429.
9 159.3740 -0.6780 0.0968 381.4 421.0 464.6 358.3 393.0 0431.
10 160.9982 -0.5883 0.0617 195.7 205.6 216.0 236.7 251.3 .8266
12 162.9378 -0.4380 0.0739 2719 2914 3123 279.8 300.5 .7322
17 152.1050 0.1759 0.0968 3455 378.4 4144 3584 393.1 2431.
19 157.7624 -0.0892 0.0952 331.3 360.8 392.8 3529 386.5 .2423
21 159.7015 -0.1747 0.0962 288.0 310.0 333.7 356.2 390.5 .0428
22 159.9015 -0.1472 0.0960 373.8 411.8 453.6 355.7 389.9 .3427
23 161.7152 -0.1086 0.0412 284.0 305.3 328.3 161.6 168.3 .2175

RPRRPRNORRRPREN
N =
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Table 13. Parameters of a selected sample of groups as they appear in oumiemtdh plane distance catalogue. Column 1: SDSS cluster ID,
column 2 and 3: equatorial coordinates of the group centre, colunedghift of the group centre, columns 5 to 7: the angular diameter distance
the co-moving distance, and the luminosity distance all calculated usingrtierhental plane, columns 8 to 10: the angular diameter distance, the
co-moving distance, and the luminosity distance all calculated using thieiftedslumn 11: number of detected early-type galaxies, and column
12: all detected group members.
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Figure16. Distribution of the number of early-type galaxies found irFigure17. The diference in the distance measurements for our clusters
our SDSS groups. by comparing the fundamental plane distances with the redshift dis-
tances depending on the number of early-type galdXigs per group.
The black dashed line indicates the average ratio per early-type galaxies
multiplicity bin. The red solid line marks the corresponding- Inter-
based on it. Another list is based on the cosmological paramais. The green dashed line indicates the expected progression of the
eters of our previous papers (Saulder et al. 2013), which dre intervals around one based on the root mean square of our funda-
Ho = 70 kmsMpc, Qu = 0.3, andQ, = 0.7, while the mental plane distance error of 0.0920.
last list uses the cosmological parameters of the Planck mis
sion (Planck Collaboration et al. 2014a), which atg = 67.3
km/s'/Mpc, Qu = 0.315, and?, = 0.685 (Planck Collaboration
et al. 2014b). The lists contain their SDSS group ID, the ¢
ordinates of the group centre (right ascension and deidimat
are both given in degrees), the median redshifts, the angala
moving, and luminosity fundamental plane distances, tlggian 4.4. The finite infinity regions catalogues - merging 2ZMRS
lar, co-moving, and luminosity redshift distances, the banof and SDSS
elliptical galaxies hosted in that group and the total nundje . . .
detected group members. As an example of our catalogue, Yﬁg'le. the three previous catalogues are kept relatively géne
top ten lines of our Millennium simulation cosmology cagie 21owing for a wide range of applications, the catalogue rféi
is provided in Table 13. infinity regions is exclusively made as a preparatory w_onk fo
In Figure 17, we show that the firence between the co-OUr Next paper Saulder et al. (2015c in preparation). Itaiost
moving fundamental plane distance and the co-moving re?]'—e already mef‘“oned finite infinity regions, Wh.'Ch are ezl
shift distance decreases with the increasing number gdtielli o(;ri cosmological test that we plan on executing in our fitur
cal galaxies per group. For higher multiplicities the thaistics : . . .
are?ifected t?y thge sn?all numgber of groﬁps hosting so many de- The reason for using the 2MRS catalogue in addition the the
tected elliptical galaxies. We compare this to the expeded : DSS catalogue is the fact that the SDStéesa from addmoryal
crease based on the root mean square (of 0.0920 in the z-bdRggMPleteness atvery low redshifts due to the saturafitred
of our fundamental plane calibration in our recent papeul@a  SPectroscopic data. The 2MRS catalogue has no saturatidn li

etal. 2015) and find that the measured decrease is compéoabfd'd allows us to fill in gaps. The merging of the two catalogues
IS a delicate procedure, which requires some deliberati@as

the expected one, although there is a trend for the mean t@lue
Pise with higher early-type multiplicity per cluster.
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sonable range around the expected value from the mock cata-
logue in most shells.

To get the best of both worlds, we use a combination of the
2MRS and SDSS catalogue up to a certain distance and beyond
that the SDSS catalogue only. We define this limit as the niigta
at which the @ect of saturation limit on SDSS starts becoming
negligible, because the main reason for including the 2M&S c
alogue in the first place was to compensate for tifiscé. The
specific choice of this limit is to some extent arbitrary. We d
cide to place it at a co-moving distance of 95.4 Mpc, which cor
responds to where 95% of the luminosity function (down to an
absolute magnitude of -15 mag in the r band, which was our
limit on SDSS data) is uriected by the saturation limit as il-
e lustrated in Figure 19. This is also where the mass density of

comoving istance [Mpc] 2MRS starts dropping significantly below the expected value
%ee Figure 18). The 2MRS catalogue is already strorfigeted

T T T
combined dataset

2MRS catalogue -

_ SDSS catalogue -+

average value of simulated FoF groups == =«

fraction of the total matter density

Figure18. Distribution of the matter density in dependence of the di : ; T . g
tance for our catalogues. The dotted black line indicates the expeci¥gth® Malmauist bias at this distance. As illustrated inufey

average value based on the mock catalogue used to calibrate the grosg<2nly the brightest 5% of the luminosity function (down to a
masses. The dotted blue line marks the density distribution of our SD&8solute magnitude of -18 mag in the Band, which was our
catalogue and the dashed green line marks the density distribution of Wit on 2MRS data) are still visible.

2MRS catalogue. The solid red line indicates the density distribution of The first step in merging the 2MRS and SDSS catalogue is to
our combined dataset, which is a mixture of the SDSS and 2MRS catamove all 20502 2MRS groups beyond a co-moving distance of
logues below the distance at which the SDSS saturation limit becong® 4 Mpc. From this distance outward, only SDSS data is used.
negligible (indicated by dashed-dotted cyan line) and only the SD$$the overlapping area we can encounter three cases, fehwhi
catalogue above this distance. The maximum depth of catalogue, WGR third case requires careful assessment: 1) A groupesieet

is cut of at a redshift of 0.11 is indicated by the dotted magenta line. only in SDSS, because its galaxies are too faint for 2MRS. 2)
The group is only detected in 2MRS because they are too near
and too bright for SDSS or simply because they are outside the
area covered by SDSS. In both cases the groups will be fully
included in the new merged catalogue. 3) The same group (or
parts of them) is detected in both catalogues. In this castb, b
detections need to be merged in a meaningful manner.

For this group merging, we take our truncated 2MRS cata-
logue and see how many SDSS groups are within one linking
length of our 2MRS groups. We use the definition of the linking
length of Equations 26 and 27 with the optimised parameters f
2MRS from Table 6 but withl,y Set to zero, because the corre-
sponding term was calibrated using the galaxy luminoséies
not the group luminosities and it was a minor correction aayw

! If one of the linking lengthse Or Reg is smaller than the group
el angular radius or the group velocity dispersion respelgtive
®o s a1 a0 20 w0 w0 a0 a0 500 is scaled up accordingly. We find that 2460 of the 12598 SDSS
comong distance (e groups in the overlapping volume need to be merged with 1903
Figure19. Completeness of our catalogues based on the luminos&MRS groups. There are obviously several cases in which we
function of their galaxies depending on the co-moving distance. Tfiad more than one SDSS group within a 2MRS group. The pa-
dashed black line indicates the completeness function of the 2MRS gaimeters of the newly merged groups are the weighted average

alogue, which is only diected by the Malmquist-bias. The solid redsf the parameters of their predecessors. One part of thehigeig
line marks the completeness function of SDSS, whichfiected by s the completeness function:

the Malmquist-bias (indicated by the dotted blue line) and a saturation

2MRS completness -
SS completness

SDSS saturation completness ---
SDSS Malmaquist bias completness -+

relative completness

limit (indicated by the dashed green line). The dashed-dotted cyan line —510g;0(DL (2))+Mimit +5 o d

denotes the point, when the impact of saturation limit on the complete- —5l0g;(D1(2)+Msart5 (m)dm

ness function of SDSS becomes negligible (the saturation limit com- fe(2) = Mabs min (48)
pleteness rises about 95%. The maximum depth of catalogue, which is f_m @ (m) dm

cut of at a redshift of 0.11 is indicated by the dotted magenta line. . . . .
Y 9 It depends on the luminosity distanBg derived from the red-

shift z, the saturation limitmsg, which is 14 mag in the SDSS r

band and none existent for 2MRS, the limiting magnitoulg;
forehand. When plotting the matter density as function of disf the survey, which is 17.77 mag in the r band for SDSS and
tance (see Figure 18), the density of the 2MRS catalogue flud-.75 mag in the Kband for 2MRS. We use the corrected ob-
tuates (due to large local structures) around the averalge vaserved luminosity functio® (m) as illustrated in Figure 3. The
expected from the mock catalogues in the inner mass shetls, BMRS and SDSS completeness functions are plotted in Figure
then drops drastically in the outer shells. The density 08SD 19. The other part of the weight@nerge = fc - Nror used for
catalogue tends to be lower than the density of the 2MRS cataerging the groups is the number of members per gidtyp.
logue in the innermost shells, but then rises and stays wih r This will ensure that the masses of galaxy clusters are astkl

by a single galaxy from the other survey. In the merging pssce
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the centre of mass of the new groups will be adjusted accoahd the 2MRS (Huchra et al. 2012b). After we preform some
ing to the weights as well. Our combined catalogue consistsfdtering and calibrate the data, we end up using 43425 of 4353
235856 groups. They contain in total.8% of mass expected for galaxies from the entire 2MRS catalogue and 397263 of 422475
the volume using the Millennium simulation cosmology, congalaxies from the SDSS below a redshift of 0.9.1% best ex-
parable with the 43.4% of matter in visible groups in thedateploit our given data, we created several mock catalogues fro
snapshot of thenillimil simulation. the Millennium simulation to carefully calibrate our tools

We apply the method explained in Section 3.5 on our com- For the SDSS sample and the 2MRS sample, we provide
bined catalogue to obtain the finite infinity regions. We @issi eight independent mock catalogues each. Every one of them
radii for the first estimate of the finite infinity regions bdsen covers one eighth of the sky and the distribution of the lumi-
the masses in the combined catalogue and merge all groups timus matter in them is based on semi-analytic galaxy models
are fully within theses regions of other groups into theistso from (Guo et al. 2011). The 2MRS mock catalogues consider
We end up with 186245 groups after performing this procedutte Malmgquist bias, peculiar motions and all possible mesasu
The masses of theses groups are rescaled using Equatioth47 mient uncertainties. The SDSS mock catalogues takes the same
the codficients for the first rescaling from Table 10 of the snapeffects into account as for the 2MRS mock catalogues, but also
shot nearest in redshift to our groups. We calculate the mete fi includes the saturation limits and fibre collisions bias bSS.
infinity radii and repeat the merging procedures to find 18386Ve also provide a corresponding set of dark catalogues,hwhic
groups containing 78% of the mass expected for the volumevere used to optimise the group finder and calibrate the reasse
and the cosmology used. The masses of the 183863 groupsdenéved from the groups. Although our mock catalogues were
rescaled again using the sum of the original masses of “membpemarily designed as a calibration tool for our group findker
groups” as a basis and the ¢oaents for the final rescaling from gorithm presented in this paper, they are keffisiently general
Table 10 of the snapshot nearest in redshift to our groups. Tio be used in future work as well.
total mass of the groups adds up ta7% and the finite infinity The core piece of this paper is the group finder which
regions occupy 25% of the volume covered by our combinedve developed. It is strongly inspired by the one presented in
catalogue. These values are within the expected range ébde T(Robotham et al. 2011). We consider severfieas for our
10) for a combined dataset of all snapshots. We note thatlbageoup finder algorithm, which we have to calibrate indepen-
on the theory of the two-phase model of Wiltshire (2007), waently for the 2MRS and the SDSS sample. First, we calculated
expect~ 25% of the volume to be inside finite infinity regions. the basic linking lengthpjink 0, which we define as the average
co-moving distances between the two neareficently lumi-
nous (this requirement excludes (most) dwarf galaxiegymei

> o o 10,0 (Mr) N bour galaxies in our unbiased mock catalogue. The thereby ob
(Mpc]  [Mpc]  [Mpc]  [log;o(Me)]  [Mpc] tained . . T
0750 0451  2.365 1231 1.752 parameters provides a first basic estimate of ordaagf
7.424 -2.913 -7.405 13.28 3.680 nitude our adaptive linking length used in our algorithmeTh
6.883 -2.021 -8.389 13.00 2.975 linking length is splitinto a radial and angular (transagysom-
-8.143  -3.669 -5.129 13.01 3.005 ponent and the later is modified to account for stretchifigee
-17.946 -1.329  4.686 15.31 17.565 in redshift space due to peculiar motions inside of groupss(i
8.906  12.502 -10.477 14.33 8.245 trated in Figure 6). We also consider that th&atiently lumi-
9.505 8167  -0.003 12.73 2.427 nous galaxies have fiierent masses (see Figures 5 and 4) and
g?% gg% 3?3176?? ggg %Eg thereby a large sphere of gravitational influence. Howavieen
2240 4199 13.022 13.07 3141 optimizing the free parameters of our group finder algorithm

the next, it turns out that this correction is of minor sigrafice.
Another correction rescales the linking length dependimghe

Table 14. Parameters of a selected sample of groups as they appedifttion of the galaxy luminosity function (see Figure 3attis
our finite infinite regions catalogue. Column 1 to 3: the Cartesian isible at a certain distance. This rescalirfigetively corrects
moving coordinates of the centre of the finite infinity region, columnﬁfp :

e A : X : pr the incompleteness of our data due to the Malmquist bias.
e fee iy g - e region. and column 5 the radlS e finay finking length, which is defined in Equations 26 and
27, depends on four free déieients, that aregpt, Ropt, Yopt, and
Aopt. Following Robotham et al. (2011), they are optimized by
maximizing the group coast function (see Equations 28 to 34)
We provide a list of all 164509 remaining groups containingsing a Simplex algorithm (Nelder & Mead 1965). The results
their Cartesian co-moving coordinates c,, andc,, their final  of the optimization can be found in Table 6. As already men-
masses, and their radii for the finite infinity regions. A séaqd  tioned before, the cadicient yop is close to 0, thereby clearly
the first ten lines of our catalogue is given in Table 14. reducing the significance of the mass dependency of thenlinki
Additionally, we provide another list in the same format, iIIEngth./lopt is around one, whiler,y and Ry are located be-
which the masses of the groups have been rescaled so that th@sen 0.4 and 0.6. The optimized group finder was applied on
sum covers the full mass expected for the catalogue’s volumgr data sets in the next step.
and the Millennium simulation cosmology. We also appliegl th  The 2MRS group catalogue is composed of 30695 groups,
merging procedure on the rescaled groups, which leavesths wihich host a total of 43425 galaxies. We identify many well-
152442 groups whose finite infinity regions cover38 of the known structures of the local universe in this cataloguedés
catalogue’s volume. from basic parameters such as coordinates and redshidts, th
most important quantity for our groups are their masses.

. . Therefore, we use our mock catalogues to carefully caktre
5. Discussion

8 This value was reduced during the filtering after applying a correc-

To provide a robust model of the matter distribution in thealo ]%)” for our motion relative to the CMB 10 0.11.

universe, we used data from the SDSS DR10 (Ahn et al. 20
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mass function (see Equations 44, 45, and 46) depending en sev When we examine our sample closer, we discover a trend in
eral other parameters of the groups. The results of our fitek®n the ratio between the fundamental plane distance and the red
mass functions can be found in Tables 7, 8, and 9. The advahift distance. As illustrated in Figure 20, there is a trémat
tages of the 2MRS catalogue are its wide sky coverage andtfie ratio between the co-moving fundamental plane distande
high completeness at very low redshifts. the co-moving redshift distance slightly decreases withoavg

The SDSS group catalogue is composed of 228123 groujrg co-moving redshift distance. The astonishing fact & this
which host a total of 397263 galaxies. Itis restricted to alten trend becomes steeper for groups hosting more and morg-ellip
area of the sky than the 2MRS group catalogue, but it is alsal galaxies, as already hinted at in Figure 17. We congidere
deeper providing a clearly more complete sample at higher (selection &ect on the elliptical galaxies in the nearer groups, a
to our limiting redshift of 0.11) redshifts. At very low reuifts general dependence of elliptical galaxies on their envirent,
the SDSS group catalogueftars from some additional incom-or some selectionfiect on measurement of the median redshift
pleteness due to the saturation limits of SDSS spectros@tjy of the groups. Understanding this systematic trend will dpmee
is the main reason why we also provide the 2MRS cataloguedially relevant for of our planned cosmological test (Sauldt
complement the SDSS catalogue a very low redshifts. The tab 2015b in preparation). We notice a dearth of early-tysdexg
catalogues are not completely disjunct, there is someayde- ies, and consequently groups hosting them, at low distances
tween them and we are able to identify a few prominent galaxyhich we attribute to the saturation limit of SDSS of 14 mag
clusters in both catalogues. in the r band. The average absolute r and magnitude of an ellip
tical galaxy (not counting dwarf galaxies) of roughly -21gna
(Saulder et al. 2013), which means that a significant patef t
elliptical galaxies at a luminosity distance of about 100dvip
still not included in the sample. A comparison with our mock
catalogues allows us to rule out that this selectiffect is a ma-
jor contributor to the observed trend, hence we concludsttisa
primarily due to &ects of the environment on early type galax-
ies.

We provide catalogues of fundamental plane distancesifor al
cluster hosting early-type galaxies for thre@elient cosmolog-
ical: the Millennium simulation cosmology, the cosmologed
in Saulder et al. (2013) and the recent Planck cosmologyn¢Rla
Collaboration et al. 2014b).

10936(Dgp/D,)

109;6(Dgp/D,)

02 S The final catalogue of this paper contains the finite infin-
03 ity regions, which are a necessary part of the foregroundemnod
0 50 100 150 200 250 300 350 400 450 0 50 100 150 200 250 300 350 400 450 for our planned cosmological test. We found for the mock-cata

- 10l Pz Mpel logues and the Millimil simulation that slightly less thaalhof

Figure20. Dependencies of theffiérence in the distance measurement€ simulation’s particles are actually bound to the FoRugso

for our clusters by comparing the co-moving fundamental plane dislowever, when calculating the finite infinity regions arouhe
tances with the co-moving redshift distances on the co-moving redstgftoups we see that up to 80% of the particles of the simulation
distance itself and the number of elliptical galaxies per group. Top-lefte within them. We use this to develop and calibrate a riegral
panel: all groups that contain at least one elliptical galaxy. Top-rightethod, which allows us to calculate the finite infinity rewio
panel: all groups containing at least two elliptical galaxies. Bottom-leftom the groups’ masses as explained in Section 3.5. We apply
panel: all groups that host five or more elliptical galaxies. Bottom-riglf is method on a combined dataset of the 2MRS and SDSS cat-
panel: all groups hosting at least 10 elliptical galaxies. The solid r E’ogue. The two catalogues were merged using weights based

lines indicate the fits on the displayed data, which show an increasmﬁ hei let functi Ei 19 d mudtioli
dependence of the ratio between the fundamental plane distance 4 cf eir completeness function (see Figure 19) and mudtipli

the redshift distance on the redshift distance with an increasing numgé# Of the groups for the groups, which are in both catalegue
of elliptical galaxies per group. The dashed black line only providesFrthermore, we do not use any 2MRS data beyond 95.4 Mpc.
reference, if this trend was not detected. In the end, we provide a catalogue of 164509 groups and the

sizes of the finite infinity regions surrounding them. Thep-co
tain 77.7% of the total mass expected for the catalogues volume
The fundamental plane distance catalogue is obtained %nd occupy 25% of it. Since the distribution of remaining mass

g . 9 Wl influence the cosmological test, we prepare data fordifo
combining the SDSS group catalogue with some of our PreVIOHR.ent scenarios. In one, we assume that the rest is ditdbu

work. We provided very detailed calibration of the fundame%wﬁ : : : A

f ; . ciently homogeneous in the voids between the finite infinity
Lal plgne in Saul?erdetdal. (201|3). and listed ugdatebdi‘rme_tt és regions. In the other one, we add the missing mass to detected
Sseld on r;m IeX2%n15e _ﬁ?mp_e |nfotller r;acedn y sut T'le pd ups and rescale their masses in a way that their sum will ac
(Saulder et al, ). The aim of the fundamental plane ount for all of the expected mass in the catalogue’s volume.

tance catalogue is to provide redshift independent distamea- ; . . . .
surements for groups hosting elliptical galaxies. As tHated gg; r(l)t;f)t(;]gerlgglrav;/teastudy in detail which one is a better descri

in Figure 17, the accuracy of our alternative (to redshif- d
tance measurements improves for groups with higher eé&pti
galaxy multiplicities, but there are some residual trendible. 6. Summary and Conclusions

The fundamental plane distances tend to be on average larger . . .
than the redshift distances for groups with a higher numlf)erxa}‘aa created a set of group catalogues with the intention to use
early-type galaxies detected in them. them for a cosmological test in our next paper. In the prqcess

we devised a set of wide-angle mock catalogues for 2MRS and
SDSS, which consider all possible biases and uncertainies

24

125



Christoph Saulder et al.: The matter distribution in the local universerasddrom galaxy groups in SDSS DR10 and 2MRS

use them to calibrate and optimize our FoF-based group finder _codficients | J H Ks
algorithm and a mass function. After applying the group finde d 1.43+0.02 1.45:0.02 1.37+0.02
on 2MRS and SDSS data, we obtain a set of group catalogues, e 132+0.03 153003 1.75:0.03
which can be used for various future investigation, everohdy f 1.027+0.01 1.62+0.01 1.83+0.01
the initial motivation of this paper. As matter of fact, taref the rms 0.143 0.150 0.169

four catalogues, which we create in the process of this paper

fully independent of the intended cosmological test andctouTable AL Linear correlation co@icients of the fundamental-plane
also be motivated by their general usefulness. The 2MRS drgiduals for all possible combinations of the five SDSS filters.

the SDSS group catalogue complement the existing group cata

logues based on these surveys, such as Crook et al. (20019, Ya

et al. (2007), Tempel et al. (2012) and others. The advastagge given in the data (Guo et al. 2013) to 2MASS magnitudes.
of our catalogues are that they consider all groups of adissizin addition to the data from the Millennium simulation’s firs
ranging from individual galaxy to massive clusters and thay  run (Springel et al. 2005) with its semi-analytic galaxy retsd
have provide well-calibrated masses. The fundamentaémlen  (De Lucia et al. 2006), we have the full data from the 2MASS
tance catalogue adds an extremely useful and unique d&dasgtedshift Survey (Huchra et al. 2012b) and all the galaxiesifr
results of this paper. The final catalogue was obtained bg-methe 1" data release of SDSS (Ahn et al. 2014) at hand. We find
ing or 2MRS and SDSS group catalogue and calculating of tgeg galaxies which are in both data sets (2MRS and SI3SS)
finite infinity regions around the groups. In our upcoming pamnd we therefore have 2MASS and SDSS magnitudes for them.

per Saulder et al. (2015c in preparation), we will perfornn owye adopt the functional form of the SDSS-2MASS colour trans-
test of timescape cosmology by using the fundamental distaformation proposed by Bilir et al. (2008):

catalogue and the finite infinity region catalogue.
(Mg — my) = dx(mg — M) + ex(my —m) + fx. (A1)

Acknowledgments The wild cardX s_tands for any of the 3 2MASS _bands J, H,
and K). The relation connects the 3 SDSS magnituagsmy,
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lIl Collaboration including the University of Arizona, as well as to the values from the simulations (see Figure A.1
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Instituto de Astrofisica de Canarias, the Michigan Shwére we found that the fit derived from the simulated galaxies timo
DaméJINA Participation Group, Johns Hopkins Universityagreement with the data from the observed galaxies (seedFigu
Lawrence Berkeley National Laboratory, Max Planck Inséitu A.1 bottom-left panel). Hence we finally derived the fiméents
for Astrophysics, Max Planck Institute for Extraterrestri of the colour transformation by directly fitting it to the @vsa-
Physics, New Mexico State University, New York Universitytional data of 698 galaxies for which we have SDSS and 2MASS
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of Portsmouth, Princeton University, the Spanish Pauwitgm liers, 686 galaxies remain and we obtain thefiokents listed in
Group, University of Tokyo, University of Utah, VanderbiltTable A.1.
University, University of Virginia, University of Washirngn, The root mean square (rms) increases with longer wave-
and Yale University. length which is not surprising, because we performed ampxtr

This publication makes use of data products from thglation from the SDSS wavelength range deeper into theriedra
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the National Aeronautics and Space Administration and tlgso the residuals, which are displayed for the 2MASS filters
National Science Foundation. themselves and not the colours.

CS acknowledges the support from an ESO studentship.

CS acknowledges helpful advice from Aaron Robotham. . i
Appendix B: mock K-correction

A~ _ ; When creating a mock catalogue, one cannot simply change the
Appendix A: SDSS-2MASS transformation sign of same K-corrections used to corrected the observed da

The results of the rerun of the Millennium simulation usingpecause the colours before applying the K-correction dre, a
a WMAP7 cosmology (Guo et al. 2013) do not contain anfgeit similar, not the same as the colours after applying the K
2MASS magnitudes for the semi-analytic galaxy models in conorrection. Although, it is not a hugeftérence (see Figure B.1),
trast to models in previous runs (De Lucia et al. 2006). Simee it is one that can be taken into account with relatively sra&ll
want to use the WMAP7 cosmology and the corresponding ddat. To this end, we use the K-corrections from Chilingaria
from the Millennium simulation for our mock catalogues, e r
quire a way to extrapolate from the SDSS magnitudes, whi%

ﬁ tolerance of angular separation: 5 arcseconds, tolerance foasepar
on in redshift space: 300 ki
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FigureA.1l. Comparison of the correlations between SDSS and 2MASS magnitudesoftteft panel shows our fit on observational data. The
top-right panel shows the correlation from Bilir et al. (2008) as the sitalgshed line, which has a cledf-set from our observational data. The
bottom-left panel shows the performance of the relation derived fhenone used in the Millennium-Simulation, which also deviates clearly from
our observational data. The bottom-right panel shows the correlatom Bilir et al. (2008) applied on the Millennium-Simulation data, which
does not fit either.

etal. (2010) with the updated difieients for SDSS from Saulder | (g1° (g-n* (@17 (g1’
etal. (2013) and the new cfiigients for the 2MASS filters taken 22 0 0 0 0
z -0.230125 1.76255 6.30428 -10.4609

directly fromhttp://kcor.sai.msu.ru/. To derive the new

mock K-correction cofficients B;j, we fit a two-dimensional ;2 ;1216358222 1153577177 ﬁgga%lz 23'8396
polynomial function: 7 | -1827.06 5000.87 0 0
2 -5260.39 0 0 0

K(Z Muncorf, — m.mcozfz) =

K_(Z Mkcor,f, — Mkcor,f,) = (B.1) Table B.1. Codficients for the inverse K-correction in the g band using
Z Bijz(m@or,fl - rrkcor,fz)J g-r colours.
N

which is similar to Equation 2 to the obtained K-corrections
K(Z Muncorf, = Muncor,), K-corrected coloursnficor.f, — Mkeor.f,)
and redshiftg of the galaxies from the SDSS and 2MASS galax-
ies and a grid of artificial values following the K-corregtio
equation. The wild card$; and f, stand for two diferent fil-
ters. By definition, the real K-corrections for the uncor-
rected colours funcoc, — Muncorf,) @re the same as the mock

| (g1° (g-n* (g-ry? (g-n?
0 0 0 0

2.64192 -3.63656 3.87578 -2.8507
-51.1976  58.4272 15.9944 -0.19916

Na NN NG NSNS

. 356.875 -537.807 31.3718 0
K-correctionsK for the K-corrected colourstcor,;, — Mkeor,f,)- 554.669 1091.06 0 0
The codficientsB;; of the mock K-correction are listed in Tables -2439.93 0 0 0

B.1 to B.4 for all colours and filters used in this paper.

Table B.2. Codficients for the inverse K-correction in the r band using
g-r colours.
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FigureA.2. Performance of our fit for the SDSS-2MASS transformation. The topefs show an edge-on view on the colour-colour-colour plane
for all 2MASS bands (J in the top-left panel, H in the top-middle panel, and ke top-right panel). Our fits are always indicated by the dashed
black lines. The bottom panels show the residuals of the fit shown asffeeedice between the observed magnitude and the magnitude derived
from the fit depending on the apparent magnitude in the 3 2MASS barlsh@ bottom-left panel, H in the bottom-middle panel, andrikthe
bottom-right panel).

‘ (J‘Ks)o (J'Ks)l (\]'KS 2 (J‘Ks)3
0 0

2 0 0

Z' | -2.90632 1.84899 0.687978 -0.435851
2 | 28.7738 -35.0671 12.645 0.814889
Z | -124.868 44.1619 -33.6223 0

Z | 671.941 123.024 0 0

2 | -1864.17 0 0 0

Table B.3. Codficients for the inverse K-correction in the J band using
J-Ks colours.

| (-K)° (I-K* (3-K9)? (I-K®
? 0 0 0 0

7 | -5.23228 0.0686118  4.15743  -0.901711
Z | 73.2808 -63.8764 -0.528324  2.40482

Z | -398.914 197.991 -27.4839 0
Z | 1726.93 -30.6288 0 0
2 | -4240.1 0 0 0

TableB.4. Codficients for the inverse K-correction in the Kand using
J-K, colours.
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FigureB.1. Deviation of the uncorrected colour from the K-corrected colour usiegréal values for each survey. Top panel: SDSS colours.

Bottom panel: 2MASS colours.
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Chapter 7

Testing timescape cosmology

7.1 Basic concept

The main aim of this thesis is to test timescape cosmology against the standard model
of cosmology, the A-CDM model. One has to analyse observational data to quantify the
systematic variance of the Hubble parameter as a function of the matter distribution in
the line of sight. The main data sets for this thesis are the Sloan Digital Sky Survey
(Aihara et al., 2011) and the 2MASS redshift survey (Huchra et al., 2012b), which both
have already been used and prepared in the papers presented in the previous chapters.
As noted earlier (see Section 2.2), timescape cosmology explains the accelerated ex-
pansion of the universe without introducing new physics like dark energy. Instead, it
takes one step back and tries to treat cosmology using general relativity only. This aspect
makes the theory a conceptually interesting solution to the dark energy problem, but like
all other theories, it has to be tested. It is required to better fit the observations than
the currently adopted standard cosmological theory to survive. Therefore, the predictions
of timescape cosmology that are different from our current standard model (the A-CDM
model), must be both measurable and measured, for this theory to be accepted as a proper
description of the universe. Timescape cosmology tries to explain the accelerated expan-
sion of the universe with backreactions from inhomogeneities due to general relativity,
instead of introducing dark energy. There are several predictions of timescape cosmol-
ogy (Wiltshire, 2009), which make it possible to distinguish between this theory and the
standard model. However, most of them are either not accessible with today’s technology
or extremely complicated to measure. Nevertheless, there is one feature, which can be
observed relatively easily, if timescape cosmology is a proper description of the universe.
One of the very basic concepts in timescape cosmology is that voids expand faster than
walls and these different expansion rates (Hubble parameters) can be measured. One
expects a 17 to 22% variance (Wiltshire, 2011) in the Hubble flow below the scale of the
statistical homogeneity of the universe (about few 100 Mpc). To measure this variance,
one needs to know the redshift and the distance to a sample of galaxies or clusters. The
distance has to be measured independently of the redshift. Therefore, one has to use
distance indicators like the Cepheids, surface brightness fluctuations, the Tully-Fisher re-
lation or the fundamental plane of elliptical galaxies. I picked the last because it can be
applied to sufficiently large cosmological distances and be best realised with automatic
pipelines and large datasets. If timescape cosmology is a valid description of the universe,
the “individual Hubble parameter” (the Hubble parameter measured for a single galaxy
or cluster) of an object is larger, if the line of sight to an object is void (low density)
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Figure 7.1: This sketch illustrates the line of sight dependence of the individual Hubble
parameter. One of the expectations of timescape cosmology is that galaxies at the same
distance from a observer may have different redshifts, depending on the environment in
the line of sight.

dominated, rather than wall dominated. This is illustrated in Figure 7.1. This effect can
only be measured below the scale of homogeneity, which is of the order of a few 100 Mpc,
because beyond that distance, the ratio of the void and wall environment in the line of
sight will approach a constant value. Though the basic idea of this test is simple, the test
needs to be executed with great care to correctly take into account any relevant systematic
effects and biases. This includes effects, which are expected in any cosmology, such as the
coherent infall of galaxies into clusters that will be discussed in the next section.
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7.2 Preparing the A-CDM mock catalogues

Figure 7.2: Coherent infall into clusters can mimic the expected timescape effect. Galaxies
in front of a cluster have fewer overdense regions in the line of sight than galaxies behind
a cluster, simply because then the cluster (which is overdense) is part of their line of sight.
Due to coherent infall, the most likely direction of movement of all of these galaxies is
towards the cluster, hence yielding larger redshifts (with respect to their distances) for the
galaxies in front of the cluster than for those behind it. Consequently, one already gets a
relation between the fraction of overdense regions in the line of sight and the individual
Hubble parameter within the standard model.

First of all, one has to consider, which potential effects within A-CDM cosmology may
generate a similar effect as the one expected from timescape cosmology. We find that
coherent infall (Kaiser, 1987; Hatton & Cole, 1998; Coil et al., 2001; Outram et al., 2001)
of galaxies into a cluster (see Figure 7.2) will naturally create a signal in redshift space
that is qualitatively similar to the (additional) effect predicted by timescape cosmology.
Thus, one has to estimate the magnitude of this effect very carefully to disentangle it from
the signal of timescape cosmology. To this end, I took the mock catalogues, which were
used to calibrate the group finder in Chapter 6 and applied the cosmological test on that
artificial data. It is also important to pay attention to the galaxy classification, because
the infall effect also depends on it(Coil et al., 2008; Loh et al., 2010) as a consequence
of the density-morphology relation (Dressler, 1980; Postman & Geller, 1984; Dressler
et al., 1997; Holden et al., 2007; van der Wel et al., 2010). This requires some additional
considerations beyond the mock catalogues from Paper IV, which are be addressed in the
next but one paragraph.

As already mentioned in Chapter 3, the basic concept of the test is relatively simple:
one measures the redshift of a galaxy group and independently of it, its distance using
the fundamental plane of elliptical galaxies. Taking these two quantities, one is able to
calculate the “individual Hubble parameters”, which are the Hubble parameters calculated
for individual objects, which are the galaxy groups in our sample. One also has to calculate
the fraction of the line of sight from the observer to these clusters that lies within the finite
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infinity regions. The finite infinity regions are approximated by spheres within which the
average density corresponds to the renormalized critical density of timescape cosmology.
The line of sight towards the cluster with a given fundamental plane distance is then
intersected with these spherical regions and one has to use an interval nesting algorithm
to obtain the correct fraction of the line-of-sight within these regions, because the spherical
regions may partially overlap. The corresponding catalogue from Chapter 6 is used for
the observed distribution and sizes of the finite infinite regions. For the A-CDM mock
catalogues, we apply our group finder algorithm from Paper IV on the mock catalogues
of that paper and proceed in the same way as described there to get the finite infinite
regions. The mock catalogues and real data extend to a redshift of 0.11, which is more
than sufficient for the intended cosmological test. One also needs data on distances and
redshifts of the groups. To this end, I use the catalogue on fundamental plane distance of
groups from Paper IV, which utilizes the fundamental plane calibrations of Paper II and
IIT for the real data.
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Figure 7.3: Comparison of the luminosity functions of the real data and our mock cata-
logue. The blue histogram represents the Malmquist-bias corrected luminosity function of
the early-type galaxies used to calibrate the fundamental plane. The red histogram shows
the selected early-type galaxies from the Millennium simulation with the criteria men-
tioned in this chapter. The green histogram represents all galaxies from the Millennium
simulation for comparison.

To obtain a suitable mock catalogue for the fundamental plane distances, one has
to identify early-type galaxies in the data of the Millennium simulation (Springel et al.,
2005; Lemson & Virgo Consortium, 2006). I thus define a set of criteria, which yield a
number density of early-type galaxies similar to our observations, but without being able
to do any visual identification on the simulated data. This is an issue because we used
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primarily GalaxyZoo (Lintott et al., 2008, 2011) to classify our galaxies in the real data
as explained in Paper III. In the Millennium simulation, dark matter halos are populated
by semi-analytical galaxies models (Guo et al., 2010). These models provide several
parameters, which can be used for classifications. After testing a few approaches for the
selection criteria, the following conditions yield a sample of simulated galaxies, which has
a sufficiently similar luminosity function and number density as the observed GalaxyZoo-
selected sample of early-type galaxies used in this thesis. The following conditions have
to be fulfilled: A galaxy has to be

e bright (SDSS r band magnitude brighter than -18),

not a satellite galaxy,

red! (g-r colour greater than 0.65 mag),

poor in cold gas (cold gas to total mass ratio less than 0.0008),
e quiescent (star formation rate by total mass less than 0.01 per 10 years).

These values were chosen by an empirical analysis of the data. A comparison of the
luminosity functions of the sample of simulated galaxies obtained and the sample of real
galaxies used to calibrate the fundamental plane illustrates that this set of criteria yields
the desired galaxy sample (see Figure 7.3). Furthermore, the colour-magnitude diagram
of the hereby selected sample of simulated galaxies proves that red-sequence galaxies are
indeed selected and that the distribution of the simulated galaxies is comparable to the
distribution of the observed galaxies (see Figure 7.4). The galaxy density of the simulated
galaxy sample is 7.4 - 10~* galaxies per Mpc?®, which is close to value measured for the
SDSS sample of 7.9 - 107% galaxies per Mpc3. In the end, 733790 early-type galaxies
from the last six snapshots (the same used in Paper IV) are identified in the Millennium
simulation. Of these early-type galaxies only the ones which can also be found in the
corresponding mock catalogue were used (reducing the numbers significantly). Thanks
to this cross-match with the mock-catalogues, it is assured that the relevant biases are
considered for them.

-25 -24 -28 -20 -19 -18 -25 -24 -23 -20 -19 -18 -25 -24 -23 -20 -19 -18

72'\2/‘1 [magz]‘ VZI\ZAI [ma@z]‘ VZEAZ [maéz]‘
Figure 7.4: Comparison of the colour-magnitude diagrams. First panel: all galaxies
with M, spss < —18 from the Millennium simulation. Second panel: early-type galaxies
selected according to the listed criteria from the Millennium simulation. Third panel: the

early-type galaxies from SDSS used to calibrate the fundamental plane.

The fundamental plane distance for the early-type galaxies are obtained by using
the true distance (the co-moving distance directly from the simulation) and creating a

Ibe part of the red sequence in the colour magnitude diagram
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Gaussian scatter around the logaritmized distance values with a width corresponding
to the root mean square of the fundamental plane calibration?. The residual redshift
dependence of the fundamental plane calibrations is considered too (see Paper II). The
hereby obtained set of early-type galaxies with their fundamental plane distances is then
cross-matched with the group catalogues based on the mock catalogues of Paper IV.
This yields a mock fundamental plane distance group catalogue. In addition to that, the
algorithm to obtain finite infinity regions of Paper IV is applied on the mock catalogues
and yields a finite infinity regions catalogue. With all these catalogues together, I obtain a
dataset, which can serve as a baseline for the comparison of the real data to the prediction
of A-CDM cosmology.

2Tt is actually not the root mean square listed in Paper III, but a slightly lower value because of the
consideration of the residual redshift dependence.

136



7.3 Preparing the timescape mock catalogues

The mock observations for timescape cosmology require additional considerations. Due to
the complexity of the theory, there are no numerical simulations of comparable scale and
detail as the Millennium simulations for timescape cosmology. Therefore, the assumption
is used that the matter distribution in the last snapshots of the Millennium simulation is a
reasonably good representation of the large scale matter distribution in the local universe
(variations on small scales do not matter, because of the sizes of the finite infinity regions).
The different expansion rates of voids and walls, which is the effect of timescape cosmology
that is investigated here, is artificially introduced in the data by systematically adapting
the redshifts in the mock catalogues. To correctly consider all the biases, two sets of finite
infinity regions are created: one from the mock catalogues as before (actually the same
set as used for the A-CDM mock catalogues) and one from the full FoF group catalogue
(dark matter halos) directly from the millennium simulation. For the latter the missing
particles® are considered in the same way as done in Paper IV. The finite infinity region
catalogue based on the FoF groups is used to get the true fraction of the line of sight
within the finite infinity regions, while the other provides the same parameter, but for the
mock observations. This way, the bias due to the modelling of the finite infinity regions
is considered. Based on the results with the true finite infinity regions the individual
Hubble parameters of the mock catalogue results are modified. Depending on the exact
fraction of the line of sight within finite infinity regions the individual Hubble parameters
are decreased by up to 21.88% (in the case of full wall line-of-sight, in the case of full void
line-of-sight, they remain unchanged). The value is derived from the ratio of the different
Hubble parameters for walls and voids, which are 48.2 km s™' Mpc~! and 61.7 km s~*
Mpc~1, respectively. These values are necessary to reproduce the accelerated expansion
in the framework of timescape cosmology (Wiltshire, 2007; Leith et al., 2008; Wiltshire,
2011), as explained in greater detail in Section 2.2. To remain compatible with the
calibrations of the distance indicator the individual Hubble parameters are renormalized
afterwards to have the same mean value as for the A-CDM mock catalogues.

With the three different data sets (the real data, the A-CDM mock data, and the
timescape mock data) at hand, the test can be concluded by a comparison of the results.

3The FoF groups only host about half the mass/particles, which are in the simulation (see Paper IV).
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Chapter 8

Results

8.1 A-CDM mock catalogues

A-CDM mock samples
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Figure 8.1: Diversity of the combined A-CDM mock catalogues. Red solid lines: weighted
fits on combined mock catalogues; green dashed line: weighted fit on the combined data of
all mock catalogues; bluish point cloud: distribution of all groups in all mock catalogues.

The results of the mock catalogues using A-CDM cosmology form the baseline for the
cosmological test presented in this thesis. Any significant deviations from these results
would challenge our current understanding of the universe. The eight mock catalogues
from Paper IV with the extensions of Chapter 7 are used to calculate the expectations of
A-CDM cosmology. Taking into account, that the area covered by one mock catalogue is
only one eighth of the entire sky, while the real observations cover almost one quarter of
the sky (to be precise ~ 22.5% (Ahn et al., 2014)). To make the mock catalogues and the
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observations better comparable, two mock catalogues are always combined in the following
analysis. The combined mock catalogues cover 25% of the sky, which is reasonable close
to the SDSS spectroscopic sky coverage and allows for a direct comparison between the
combined mock catalogues and the real observations. Hence, a sample of 64! combined
mock catalogues is created of which 36 are unique (28 are combinations of two different
mock catalogues, of which each appears twice in the sample, while the eight combinations
of the same mock catalogues with itself only appear once, thereby providing the correct
statistical weights for the likelihood of the combinations). Thanks to the fact that each
combined mock catalogue covers an area of the sky comparable to the real observations,
one is able to derive probabilities and statistics for the real observations. In Figure 8.1,
the weighted (by the number of group members) fits on all the different mock combined
catalogues are displayed.

2
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Figure 8.2: Diversity of the combined A-CDM mock catalogues. Red solid lines: weighted
fits on combined mock catalogues only containing a selected sub-sample of groups; green
dashed line: weighted fit on the combined data of a selected sub-sample of all mock
catalogues; bluish point cloud: distribution of a selected sub-sample of groups in all mock
catalogues.

To reduce the scatter, which is primarily caused by the intrinsic scatter in the fun-
damental plane distance measurements to individual galaxies, a sub-sample is selected
using the follow criteria: at least three early-type galaxies in the group?, and a co-moving
fundamental plane distance of less than 402.8 Mpc (which corresponds to the redshift
limit of the foreground model for the cosmology of the Millennium simulation). As illus-
trated in Figure 8.2, these criteria visibly reduce the scatter of the weighted least-square

!Considering all possible 2-combinations of the 8 mock catalogues.
2The mean parameters (redshift, fundamental plane distance, ...) of the group are used.
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fits. The disadvantage of this procedure is that it reduces the size of sample. This is
not unproblematic, because there is a dearth of rich groups in all simulated mock cata-
logues compared to observed data. There is an apparent shortage of galaxy groups with
many detectable members in the mock catalogues, when compared to the statistics for the
observed data from SDSS. Hence, any criterion selecting groups based on their richness
reduces the sample size disproportionally. This issue with the mock catalogues is inherent
in the Millennium simulation and grows worse when looking for groups hosting early-type
galaxies. Hence, there is little that can be done to avoid it and it has to be considered as
a systematic bias.
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8.2 Timescape mock catalogues
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Figure 8.3: Diversity of the combined timescape mock catalogues. Red solid lines:
weighted fits on combined mock catalogues; green dashed line: weighted fit on the com-
bined data of all mock catalogues; bluish point cloud: distribution of all groups in all
mock catalogues.

Due to unexpected limitations on the computational facilities available to me at the
moment, I had to do a simpler approach for the simulated timescape cosmology data as
initially planned. I could not perform the sophisticated estimate on the influence of the
uncertainties in modelling the finite infinity on the data (see Section 7.3). Thus, the second
best possible approach was adopted and only modified the A-CDM mock catalogues to
provide an approximate representation of the timescape mock catalogues. The individual
Hubble parameters of the A-CDM data were modified according to the following set of

equations:

48.2 — 61.7
H' = H\_ (1 1—-b)—m
ts = Hx—com - (14 (( ) oL

. >y Ha—comy
Z?zl H‘és,z’
Hj_cpw is the individual Hubble parameter from the results of the A-CDM mock cata-
logues and f5 is the fraction of the line of sight within finite infinity regions according to
those results. The variable b stands for the bias parameter, which is 0 if the foreground
model perfectly resembles the finite infinity regions and 1 if the uncertainties in the fore-
ground model render the predictions of timescape cosmology totally indistinguishable from
A-CDM cosmology. n is the number of galaxies in the mock catalogue. The approximated
individual Hubble parameters for the timescape mock catalogues His are renormalized, so

) - fa) (8.1)

Hts - Ht{,S (82)
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Figure 8.4: Diversity of the combined timescape mock catalogues. Red solid lines:
weighted fits on combined mock catalogues only containing a selected sub-sample of
groups; green dashed line: weighted fit on the combined data of a selected sub-sample of
all mock catalogues; bluish point cloud: distribution of a selected sub-sample of groups
in all mock catalogues.

that that is has on average the same value as the ones from the A-CDM mock catalogues.
The values 48.2 and 61.7 in Equation 8.1 are the different Hubble parameters for walls
and voids, respectively, given in (km/s)/Mpc according to the best fit on supernovae type
la, CMB, and BAO data for timescape cosmology by Leith et al. (2008). These values are
extremely low (even lower than the Planck value of (67.80 + 0.77) (km/s)/Mpc (Planck
Collaboration et al., 2013)), however they are fine within the framework of timescape
cosmology (Wiltshire, 2010). All distances in this thesis are measured relative to each
other by assuming a specific value for the Hubble parameter based on the cosmology used
in the calibrations. Therefore, the absolute values can be rescaled easily. Furthermore in
the final analysis, absolute values for the individual Hubble parameter are intentionally
avoided to better show that the results are independent of absolute scales. To take into
account the uncertainties in the foreground model, a moderate bias parameter b of 0.1 is
adopted for the rest of this analysis.

The same analysis as before with A-CDM mock catalogues is performed with the ap-
proximate timescape mock catalogues. Due to the way the timescape catalogues were
obtained, the distributions (see Figures 8.3 and 8.4) are similar to the A-CDM mock cat-
alogues with a comparable scatter, however with a clearly steeper trend for the individual
Hubble parameters depending on the fraction of the line of sight within finite infinity
regions (wall environment).
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8.3 Observed data

8.3.1 Linear regression
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Figure 8.5: Full observational data compared to the model predictions. Red solid line:
weighted least-square fit on the observed data; green dashed lines: expectations and 3-o
limits of the A-CDM model; magenta dotted lines: expectations and 3-c limits of the
timescape model.

In the next step, the observations are compared to the mock data. In SDSS, 29565
groups containing at least one early-type galaxies were identified within a redshift range
of 0 and 0.11 distributed over 9274 square degree (Ahn et al., 2014) and 152442 finite
infinity regions in the same area (see Paper IV). Each of the combined mock catalogues
contains between 34894 and 40870 groups hosting early-type galaxies and between 175320
and 202498 finite infinity regions distributed over about 10313 square degree® and up to
a redshift of 0.11. The groups hosting early-type galaxies, with their individual Hubble
parameters (derived from the group’s average redshift and fundamental plane distance)
and ratios of the finite infinity regions in the line of sight, form the data points in the
subsequent analysis. As illustrated in Figure 8.5 and shown in Table 8.1, the gradient of
the weighted least square fitted linear regression on the observational data is extremely
close to expectations of A-CDM cosmology, while timescape cosmology is off by more
than 3-0. The absolute zero point of the linear regression is not essential for the analysis,
because it is extremely sensitive to the normalization of the data and does not allow for
a proper distinction between the two cosmological theories.

30ne quarter of the entire sky.
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Figure 8.6: Selected observational data compared to the model predictions. Red solid
line: weighted least-square fit on the observed data; green dashed lines: expectations and
3-o0 limits of the A-CDM model; magenta dotted lines: expectations and 3-¢ limits of the
timescape model.

When using a selected sample, according to the conditions mentioned in Section 8.1,
the size of the observational data is reduced to 1974 galaxy groups (the number of finite
infinity regions in the foreground model remains unchanged). FEach of the combined
mock catalogues will only contain between 540 and 1228 galaxy group, which are clearly
lower values than one would expect based on numbers from the observational data. This
is due to the already mentioned dearth of rich clusters in the Millennium simulation.
Despite disproportionally reducing the sample size, the differences in the expected gradient
between the various combined mock catalogues of each theory is significantly reduced.
This allows one to continue the analysis. It is illustrated in Figure 8.6 that the fit on
the observed data is nearly parallel to the average expectations of A-CDM cosmology. As
shown in Table 8.1, the preference for A-CDM cosmology is even stronger when using the
selected sample.
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model kobs  Emock Okmock Ak[o] P L
A-CDM (full) -0.08 -0.17  0.09 0.98 0.33 0.9986
A-CDM (selected) -0.19 -0.20  0.05 0.10 0.92 0.999993
timescape (full) -0.08 -0.39  0.09 3.51 0.0004 0.0014
timescape (selected) -0.19 -0.41  0.05 4.49  0.000007 0.000007

Table 8.1: Coefficients, probabilities and likelihoods of the observations fitting the dif-
ferent models. kqs: gradient of the weight least square fitted linear regression on the
observational data; kmeck: mean expected gradient for a specific model; 0 mock: standard
deviation of the gradient for a specific model (derived using the different combined mock
catalogues); Ak: deviation of the observations from the mean value of the model, given in
standard deviations; P: probability for the observations to be represented by the model;
L: likelihood for the model (only assuming A-CDM and timescape cosmology as possible
options).

8.3.2 Analysis of individual bins

Aside from a least square fitted linear regression, one can perform a binned analysis on the
data. To this end, the data in the final plots is split into ten bins corresponding to different
ranges in the fraction of the line of sight within finite infinity regions. Within these bins
the weighted averages of the relative individual Hubble parameters are calculated. As
illustrated in Figure 8.7, this is done for all the previously described combined mock
catalogues for the A-CDM model. In the case of the selected sample, the outermost bins
are sometimes empty due to dearth of rich groups. This is a serious issue. The bins with
very low and very high fractions of the line of sight within finite infinity regions are the
most important ones, because the expected difference between the A-CDM model and
the timescape model will be the largest there. As illustrated in Figure 8.8, the scatter
between the different combined mock catalogues increases at both extremes. One has to
keep these issues in mind, when proceeding to the final analysis.

For the timescape models, the same analysis is performed. Because in this approach,
the timescape model is just a modified version of the A-CDM model, the same issues are
encountered. While the full sample contains sufficient galaxies groups in every bin but
the highest one, although fewer in the lower and higher bins (see Figure 8.9), the selected
sample has issues in several bins to get sufficient data for proper statistics (see Figure
8.10).

In the final step, the data of the two models is compared with the observations. In the
case of the full dataset, the observations lie close to expectation of the A-CDM model (see
Figure 8.11). A statistical analysis shows that the A-CDM model is preferred in almost
every bin (see Table 8.2). The only exception is the bin between 0 and 0.1, where both
models have approximately the same likelihood.

As illustrated in Figure 8.12, the results for the selected (using the same set of criteria
as before) sample are by far less clear. First of all, not only the 0.9-1 bin does not have
sufficient data for proper statistic, but also the 0.8-0.9. Furthermore, all bins expect
the central ones, which are the ones with the least difference between the two models is
expected, have a higher scatter due to the smaller number of galaxy groups in the mock
catalogues used for the calibration. When calculating the likelihoods for individual bins
(see Table 8.3), there are some in which the timescape model has a significantly higher
one, while in other the A-CDM model takes clear preference. Moreover, there are few bins
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Figure 8.7: Diversity of the combined A-CDM mock catalogues. Red solid lines: weighted
average in the bins of combined mock catalogues; green dashed line: weighted average in
the bins of the combined data of all mock catalogues; bluish point cloud: distribution of
all groups in all mock catalogues.

with high probabilities for either model.

By combining the results of the individual bins, one is able to obtain a more solid
statistical analysis. In a first approach, a weighted mean of the deviations of the observa-
tion from the model is used. The assigned weights correspond to the number of observed
galaxies (not number of galaxy groups) in the bins. The probability and likelihood of the
models is calculated using these mean deviations. Only the bins, which contain sufficient
data are used, which means that the highest bin for the full dataset and the two highest
bins for the selected dataset are excluded. The results are listed in Table 8.4. When using
the full data, the A-CDM model is strongly preferred. However, the tables turn with the
selected sample and the timescape model is preferred. This is an obvious contradiction
to the results of the previous analysis using the gradient of the linear regression.

In a slightly different approach, the weighted mean of the probabilities is calculated for
both theories. The results are listed in Table 8.5. They show the same behaviour as the
previous results: for the full dataset the A-CDM model is more likely to be represented by
the observational data, while with the selected dataset the timescape model is preferred.
The only notable difference between the results of the two approaches is that in the latter
one, the preferences for a certain model are slightly weaker.
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model bin range  Hobs Hmock OTHmoek AH[0] P L
A-CDM 0-0.1 1.201 1.173  0.079  0.357 0.72 0.497
timescape 0-0.1 1.201 1.229 0.083  0.345 0.73 0.503
A-CDM 0.1-0.2  1.082 1.093 0.006 1.692 0.09 1.000
timescape  0.1-0.2  1.082 1.126  0.007  6.258 0.00 0.000
A-CDM 0.2-0.3  1.044 1.047 0.005 0.676  0.4965 0.9991
timescape  0.2-0.3  1.044 1.060 0.004  3.513  0.0004 0.0009
A-CDM 0.3-0.4  1.040 1.037 0.006  0.501 0.62 0.911
timescape  0.3-0.4  1.040 1.028  0.006 1.885 0.06 0.089
A-CDM 0.4-0.5 1.036 1.038 0.009  0.301 0.764  0.998
timescape  0.4-0.5  1.036 1.009  0.008  3.227 0.001 0.002
A-CDM 0.5-0.6  1.033 1.045 0.007  1.547 0.12 1.000
timescape  0.5-0.6  1.033 0.993 0.007  5.875 0.00 0.000
A-CDM 0.6-0.7  1.032 1.058 0.013 1.928  0.05359 0.9991
timescape  0.6-0.7  1.032 0.985 0.012  4.079 0.00005 0.0008
A-CDM 0.7-0.8  1.026 1.051 0.055  0.466 0.64 0.783
timescape  0.7-0.8  1.026 0.958  0.050 1.349 0.18 0.217
A-CDM 0.8-0.9 1.018 1.017 0.128  0.011 0.99 0.755
timescape  0.8-0.9  1.018 0.908 0.112  0.987 0.32 0.245

A-CDM 0.9-1 0.936 1.021 - - - -

timescape 0.9-1 0.936 0.885 - - - -

Table 8.2: Coeflicients, probabilities and likelihoods of the observations using the full
dataset calculated for individual bins. First column: specific model; second column:
bin range for the fraction of the line of sight within finite infinity regions; third column:
average observed relative individual Hubble parameter H,s within the bin; fourth column:
mean relative individual Hubble parameter H,,, based on the mock catalogues within the
bin; fifth column: standard deviation of the relative individual Hubble parameter o g mock
within the bin; sixth column: deviation of the observations from the mean value of the
model within the bin (given in standard deviation); seventh column: probability P for the
observations to be represented by the model within the bin; eighth column: likelihood £
for the model within the bin (only assuming A-CDM and timescape cosmology as possible
options).
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model bin range  Hobs Hmock THmoek AH[0] P L
A-CDM 0-0.1 1.204 1.139 0.026  2.509 0.012  0.016
timescape 0-0.1 1.204 1.195 0.028  0.331 0.741 0.984
A-CDM 0.1-0.2  1.060 1.090 0.010  3.023 0.003 1.000
timescape  0.1-0.2  1.060 1.124 0.096  6.671 0.000  0.000
A-CDM 0.2-0.3 1.023 1.051 0.009  3.257 0.001113 0.996
timescape  0.2-0.3  1.023 1.063  0.009  4.609 0.000004 0.004
A-CDM 0.3-0.4 1.002 1.030 0.010  2.937 0.003  0.084
timescape  0.3-0.4  1.002 1.021  0.009 2.096 0.036 0.916
A-CDM 0.4-0.5  0.986 1.022 0.012  3.096 0.002  0.004
timescape  0.4-0.5 0.986 0.993 0.011 0.700 0.484  0.996
A-CDM 0.5-0.6 0.978 1.015 0.018 2.101 0.036  0.071
timescape  0.5-0.6  0.978 0.929 0.017  0.732 0.465  0.929
A-CDM 0.6-0.7  0.963 1.001 0.043  0.879 0.379  0.496
timescape  0.6-0.7  0.963 0.930 0.038  0.867 0.384  0.504
A-CDM 0.7-0.8  0.931 0.969 0.043  0.884 0.38 0.642
timescape  0.7-0.8  0.931 0.882 0.039  1.254 0.21 0.358
A-CDM 0.8-0.9 0.926 0.898 - - - -
timescape  0.8-0.9  0.926 0.799 - - - -
A-CDM 0.9-1 0.871 - - - - -
timescape 0.9-1 0.871 - - - - -

Table 8.3: Coefficients, probabilities and likelihoods of the observations using the selected
dataset calculated for individual bins. First column: specific model; second column:
bin range for the fraction of the line of sight within finite infinity regions; third column:
average observed relative individual Hubble parameter H,p,s within the bin; fourth column:
mean relative individual Hubble parameter H,,, based on the mock catalogues within the
bin; fifth column: standard deviation of the relative individual Hubble parameter o mock
within the bin; sixth column: deviation of the observations from the mean value of the
model within the bin (given in standard deviation); seventh column: probability P for the
observations to be represented by the model within the bin; eighth column: likelihood £
for the model within the bin (only assuming A-CDM and timescape cosmology as possible
options).

model AH|[o] P L
A-CDM (full) 0.758  0.4472 0.9986
timescape (full) 3.415 0.0006 0.0014
A-CDM (selected) 2.662 0.0078 0.094
timescape (selected) 1.782  0.0751  0.906

Table 8.4: Probabilities and likelihoods of the observations calculated for a weighted
average of all bins using the average deviation from the model. First column: specific
model; second column: mean deviation of the observations from the model (given in
standard deviation); third column: probability P for the observations to be represented
by the model; fourth column: likelihood £ for the model (only assuming A-CDM and
timescape cosmology as possible options).
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Figure 8.8: Diversity of the combined A-CDM mock catalogues. Red solid lines: weighted
average in the bins of combined mock catalogues only containing a selected sub-sample
of groups; green dashed line: weighted average in the bins of the combined data of a
selected sub-sample of all mock catalogues; bluish point cloud: distribution of a selected
sub-sample of groups in all mock catalogues.

model P L
A-CDM (full) 0512 0.952
timescape (full) 0.026 0.048
A-CDM (selected)  0.047 0.147
timescape (selected) 0.271 0.853

Table 8.5: Probabilities and likelihoods of the observations calculated for a weighted
average of all bins using the average probability for the model. First column: specific
model; second column: probability P for the observations to be represented by the model;
third column: likelihood £ for the model (only assuming A-CDM and timescape cosmology
as possible options).
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Figure 8.9: Diversity of the combined timescape mock catalogues. Red solid lines:
weighted average in the bins of combined mock catalogues; green dashed line: weighted
average in the bins of the combined data of all mock catalogues; bluish point cloud:
distribution of all groups in all mock catalogues.
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Figure 8.10: Diversity of the combined timescape mock catalogues. Red solid lines:
weighted average in the bins of combined mock catalogues only containing a selected
sub-sample of groups; green dashed line: weighted average in the bins of the combined
data of a selected sub-sample of all mock catalogues; bluish point cloud: distribution of a
selected sub-sample of groups in all mock catalogues.
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Figure 8.11: Full observational data compared to the model predictions. Red solid line:
weighted average in the bins of the observed data; green dashed lines: expectations and
3-0 limits of the A-CDM model for the bins; magenta dotted lines: expectations and 3-o
limits of the timescape model for the bins.
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Figure 8.12: Selected observational data compared to the model predictions. Red solid
line: weighted average in the bins of the observed data; green dashed lines: expectations
and 3-0 limits of the A-CDM model for the bins; magenta dotted lines: expectations and
3-0 limits of the timescape model for the bins.
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8.3.3 Linear regression on binned data
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Figure 8.13: Full observational data compared to the model predictions. Red solid line:
linear regression fit on the equally weighted bins of the observed data; green dashed
lines: linear regression fit on the equally weighted bins of the A-CDM mock catalogues;
magenta dotted lines: linear regression fit on the equally weighted bins of the timescape
mock catalogues. The bins are the same as in Figure 8.11, but are not explicitly shown
to keep the plot clean.

Because the analysis of the likelihoods of the individual bins yielded some ambiguous
results, a different approach is used to clarify the results. The average values of the
individual Hubble parameters in each bin are used (at least for the bins where they were
available, which excludes the highest bin of the selected data) together with the central
value for the ratio of the finite infinity regions in the line of sight of each bin to create a
set of data points. The values for the bins are taken from the previous section, specifically
from Tables 8.2 and 8.3. All the bins are equally weighted in the first approach and linear
regression is fitted using least squares. The results for this fit using the full dataset is
shown in Figure 8.13 and using the selected dataset is shown in Figure 8.14. In both
cases, the gradient of the observed data is clearly closer to the gradient derived from the
A-CDM mock catalogues than to the one derived from the timescape mock catalogues.
This is quantified in Table 8.6, which shows a strong preference for A-CDM cosmology.
Interestingly, this is not only the case for the full data, but also for the selected data,
which yielded opposite results in the analysis of probabilities of the individual bins.

As an alternative to the equally weighted bins, weights based on the number of galaxies
in each bin are used for the fit. As illustrated in Figures 8.15 and 8.16, the gradient of the
observed data is close to the gradient expected for A-CDM cosmology for both, the full
and the selected, data. The numerical results are listed in Table 8.6 and clearly favour
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Figure 8.14: Selected observational data compared to the model predictions. Red solid
line: linear regression fit on the equally weighted bins of the observed data; green dashed
lines: linear regression fit on the equally weighted bins of the A-CDM mock catalogues;
magenta dotted lines: linear regression fit on the equally weighted bins of the timescape
mock catalogues. The bins are the same as in Figure 8.12, but are not explicitly shown

to keep the plot clean.

the A-CDM model. For mathematical reasons, the values are similar to the
linear regression fitted on the “unbinned” data presented in Table 8.1.
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Figure 8.15: Full observational data compared to the model predictions. Red solid line:
linear regression fit on the galaxy count weighted bins of the observed data; green dashed
lines: linear regression fit on the galaxy count weighted bins of the A-CDM mock cata-
logues; magenta dotted lines: linear regression fit on the galaxy count weighted bins of
the timescape mock catalogues. The bins are the same as in Figure 8.11, but are not

explicitly shown to keep the plot clean.
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Figure 8.16: Selected observational data compared to the model predictions. Red solid
line: linear regression fit on the galaxy count weighted bins of the observed data; green
dashed lines: linear regression fit on the galaxy count weighted bins of the A-CDM mock
catalogues; magenta dotted lines: linear regression fit on the galaxy count weighted bins
of the timescape mock catalogues. The bins are the same as in Figure 8.12, but are not
explicitly shown to keep the plot clean.
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model kobs — kmock OTkmock Ak[0] P L

A-CDM (full,equally) -0.179 -0.110 0.036 1.899 0.05742 0.998

timescape (full,equally) -0.179 -0.321 0.037 3.868  0.0001 0.002
A-CDM (selected,equally) -0.273 -0.240 0.028 1.209  0.226 1.000
timescape (selected,equally) -0.273 -0.438 0.026  6.449 0.000 0.000
A-CDM (full,galaxy count) -0.074 -0.033 0.035 1.155 0.250121 0.999994

timescape (full,galaxy count) -0.074 -0.321 0.035 4.852 0.000001 0.000006
A-CDM (selected,galaxy count) -0.166 -0.167 0.030 0.020  0.984 1.000
timescape (selected,galaxy count) -0.166 -0.372 0.029 7.044 0.000 0.000

Table 8.6: Linear regression to the bins. Coefficients, probabilities and likelihoods of
the observations using both, the full and the selected, datasets calculated for the linear
regression fitted to the averages in the bins (equally weighted and weighted by galaxy
count). First column: specific model; second column: gradient kops using the observations;
third column: gradient H,,.q fitted on the mock catalogue data; fourth column: standard
deviation oy mock Of the gradient fitted to the mock catalogue ; fifth column: deviation
of the observed gradient from the gradient in the mock catalogue (given in standard
deviation); sixth column: probability P for the observations to be represented by the
model; seventh column: likelihood £ for the model (only assuming A-CDM and timescape
cosmology as possible options).
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Chapter 9

Discussion

In general, the results of the cosmological test performed in Chapter 8 show a preference
for A-CDM cosmology over timescape cosmology. However, there are several issues which
have to be considered.

9.1 Differences between the preliminary and the final
results

First of all, the final results of this cosmological test are a clear contradiction to the
preliminary results presented in Paper I. It is important to have a closer look on the
changes made between the initial design of the test (Paper I) and the final execution and
results to better understand the difference.

The model of the matter distribution of the local universe in Paper I was still very
basic: a fixed mass-to-light ratio was assumed for every SDSS galaxy instead of a proper
mass estimate covering the entire range from individual galaxies to galaxy clusters as
done in Paper IV. However in unpublished intermediate results (see Appendix A), an
already improved model of the matter distribution (Yang et al., 2007, 2009) in the local
universe was used and a gradient was found which was largely in agreement with the
timescape. The major disadvantage of that data was that it did not contain any galaxies
below a redshift of 0.01 and the nearby regions are important for a solid test of timescape
cosmology versus the A-CDM model. This was the main reason for me to start working
on the data leading up to Paper IV, in which the 2MRS data was used to complete! an
SDSS based model of the local universe. Furthermore, the total amount of matter in
the Yang et al. (2009) catalogue was only a fraction of which would be expected for that
volume based on cosmological observations, even at the lower redshifts. Rescaling the
masses of that catalogue to the expected value did not take into account the distribution
of the matter correctly. In addition to that, the same issues were present with the mock
catalogues based on the Millennium simulation for the intermediate data. As of Paper
IV, all those issues have been fixed and lead to a significantly better model of the matter
distribution in the local universe in both, the observed data and the mock catalogues.

In Paper I, the assumption was that there is no gradient in the data for A-CDM
cosmology, which was not taking into account coherent infall and other biases from the
peculiar motions. Nevertheless, the observed data showed a much steeper gradient of
the linear regression fitted to the data than even the expectation of timescape cosmology

IThe SDSS spectroscopic sample suffers from a saturation bias, which excludes bright nearby galaxies.
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(which was not taking into account that bias neither). In the intermediate data (see
Appendix A), these biases have already been considered and resulted in a fit on the
observational data, which was steeper than the prediction of timescape cosmology (but
all biases not yet considered had a lowering effect on it). In the final data presented
here, all tools and catalogues used in test are calibrated consistently. The steepness of the
gradient of the individual Hubble parameters depending on the fraction of the line of sight
within finite infinity regions is sensitive to normalization and the total amount of matter in
the calibrations, because it affects the sizes of the finite infinity regions and consequently
the total volume covered by them. The self-consistency of the calibration is definitely the
most important improvement from the first results in Paper I to the final results here. The
fundamental plane calibrations are another improvement since Paper 1. The fundamental
plane calibrations used in Paper I did not consider the Malmquist-bias and other effects.
This was fixed in Paper II, in which the fundamental plane is properly calibrated using a
huge SDSS sample. The calibrations of Paper II were already used for the intermediate
data (see Appendix A), which did not affect the overall outcome that much. Further
improvement on the fundamental plane was made in Paper III. These calibrations have
be used for the final results. Considering all the changes and improvement, the differences
between the first results (Paper I), the intermediate results (Appendix A), and the final
results presented in Chapter 8 appear well understandable.
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9.2 Simplifications in the timescape mock catalogues

A possible issue with the final results are the simplifications in timescape mock cata-
logues, especially those necessary for reasons of limited computational time. First of all,
no simulation using timescape cosmology has been performed on any scales remotely com-
parable to the Millennium simulation so far. Therefore, it is necessary to extrapolate from
other simulations. To gain the best compatibility with A-CDM models, which were used
for comparison, the Millennium simulation is used as a foundation for the extrapolated
timescape cosmology model. By doing so, it is assumed that the later snapshots of the
Millennium simulation are a reasonably good representation of the matter distribution
in the late universe. There are issues with the simulation, such as the missing satellite
problem (Mateo, 1998; Klypin et al., 1999; Bullock, 2010; Wang et al., 2012). However,
these are all on much smaller scales than the sizes of the finite infinity regions and there-
fore do not have any notable impact on the cosmology test. A significant issue with the
data from the Millennium simulation is the dearth of rich clusters in the results of the
simulation compared to the observational data (see Chapter 7). It has to be considered
as a systematic bias affecting both (A-CDM and timescape) sets of mock catalogues in
the same way. Aside from using other numerical simulations, which is not feasible due to
large volume required to construct the mock catalogues for this test, there is no way to
properly correct for this bias. Another issue is the fact that all the FoF-groups detected
in the Millennium simulation together contain less than half the mass/particles used in
the simulation. Using the full particle information from the millimil run, ~ 80% of the
particles were found to be within the finite infinity regions around the FoF groups, if
their masses/sizes are rescaled accordingly (see Paper IV). This knowledge was used to
extrapolate the mass of the groups and cluster. The remaining ~ 20% of the missing
mass was included by simply rescaling the finite infinity regions accordingly. Due to the
relatively large scatter between the different mock catalogues of the same cosmology (see
Chapter 8), this way was preferred to the alternative (weakening the gradient of the ef-
fect of timescape cosmology accordingly, as discussed in Paper IV). Thereby, the mock
catalogues became better comparable. Another issue, which requires consideration when
using the Millennium simulation is the no longer up-to-date cosmology used for it. There
is already a significant difference between the cosmological parameters of the simulation
and the cosmological parameters obtained by the latest CMB observations (Planck Col-
laboration et al., 2013). There are reruns (Guo et al., 2013) using a more present-day set of
cosmological parameters (from WMAP7 (Komatsu et al., 2011)) and also rescales versions
of the original run (Guo et al., 2013). However, the public database of the reruns does
not contain the FoF-group catalogue, which are essential for the calibration of the group
finder (Paper IV) and the finite infinity regions derived from its results. Furthermore, the
rescaled versions yield incorrect (incompatible with the observations) number densities for
the galaxies, which were inserted into the dark matter halos using semi-analytical models
(De Lucia et al., 2006). For these reasons, the original Millennium run was used for this
thesis. The cosmological parameters of the Millennium simulation were used consistently
in the final results and every calibration leading up to them. Despite all these issues,
the Millennium simulation is the best available model, which has a sufficiently large vol-
ume and all the additional data that is need for the cosmological test performed in this
thesis. The next question, which has to be addressed, is if artificially introducing the
different expansion rates of voids and walls for the timescape model, which were obtained
by fitting the timescape model (Wiltshire, 2007; Leith et al., 2008) to observed data of
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supernovae Typ Ia (Riess et al., 2007), CMB (Bennett et al., 2003; Spergel et al., 2007)
and Baryonic acoustic oscillations (Cole et al., 2005; Eisenstein et al., 2005), into the data
of the Millennium simulation is justified. To this end, it is important to remember how
the Hubble expansion in general is considered in n-body simulations. The metric expan-
sion of space is a general relativistic effect, which has to be incorporated in an elsewise
fully Newtonian simulation. The expansion of the universe is handled by using co-moving
coordinates, which require to add an additional term (similar to a drag force) to the New-
tonian gravity. Consequently, the Hubble expansion in the A-CDM simulation was already
introduced as an artificial feature rather than an intrinsic property. Because the present
day matter distribution is the only feature drawn from the simulation, calculating slightly
different redshift values from this data in the last snapshots, where structure formation
is slow, is therefore a justified approximation. Naturally, a full cosmological simulation
using timescape cosmology would be preferable and more self-consistent, but such a thing
does not exist. Using the Millennium simulation instead is the best practicable option.
A more important issue than all of the before mentioned approximations is the fact
that a simpler model for the timescape cosmology mock catalogues had to be used than
initially planned. The masses of the groups in the mock catalogues , which were derived
using the group finder, are not 100% accurate and neither are the positions of the groups.
The uncertainties in the model of the matter distribution in the local universe affect
the measured values of the fraction of the line of sight within finite infinity regions.
As explained in Chapter 7, this requires the full (unbiased) FoF group data from the
Millennium simulation for each of the eight mock catalogues. They contain more than 8
000 000 FoF groups each, which have to be merged and rescaled in the same fashion as
done in Paper IV. The large number of groups, which have to be merged by an recursive
algorithm, requires a considerable amount of computational time and resources, which are
currently very limited to me. Therefore, the results of the best possible timescape mock
catalogues are deferred to future work beyond this thesis. As a consequence, the second
best possible implementation of the timescape mock catalogues is presented in the results
(see Section 8.2). The timescape mock catalogues do not include a sophisticated model
of the bias introduced by the uncertainties of modelling the matter distribution in the
local universe. It only adjusts the gradient of the A-CDM model and takes the before-
mentioned bias only in form of a bias factor into account. The bias effect will not be zero
but on the other hand it is not expected to be huge because the sizes of the finite infinity
region are not very sensitive to small uncertainties in their masses. Their radii only scale
with the cube root of their masses according to Equation 7 in Paper IV. As an educated
guess, this factor is chosen to be 0.1. If the bias factor were significantly higher, it would
become difficult to distinguish A-CDM and timescape cosmology with the provided test
data. While having to settle with the second best possible mock catalogues for timescape
cosmology for the thesis, I hope to have the best possible model ready for the follow-up

paper.
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9.3 Fundamental plane residuals

The fundamental plane of elliptical galaxies was used as a distance indicator in this thesis.
It was calibrated and discussed in great detail in Paper II. Further improvements were
made in Paper III. In Paper IV, a systematic variation of the residual distance dependence
of the ratio between the fundamental plane distance and redshift distance depending on
the multiplicity of the groups was detected. The fundamental plane distances, using the
calibrations of Paper III, have a small residual distance/redshift dependence. However, it
seems to strongly increase with the richness of the groups. This effect was not detected
in the mock catalogues, where the fundamental plane distances were not derived from
the galaxies’ parameters, but just from their co-moving distances and a statistical scatter
(also considering the residual redshift dependence of the fit of Paper III). Hence, it is
fair to assume that this is an environmental effect on the fundamental plane parameters.
This would be in agreement with the findings of Joachimi et al. (2015). To test how
the residual redshift dependence influences the results of the cosmological test, a set of
mock catalogues was created, which does not include the residual redshift dependence in
the mock fundamental plane distance. The cosmological test was performed using this
alternative set of mock catalogues instead of the previously used ones. A comparison
showed that no significant difference could be found between the alternative results and
the results presented in Chapter 8. I conclude that the variations in the fundamental
plane residuals do not have any significant impact on the outcome of the cosmological
test presented in this thesis.
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9.4 Future improvements on Paper IV

Paper IV is currently undergoing the referee process and several small improvements will
be made before acceptance. For example the extinction corrects, the uncertainties in
the mock-observed magnitudes and the transformation from SDSS to 2MASS magnitudes
will be improved. Also the optimal parameters of the FoF group finder algorithm and the
mass estimates will be reworked aside with a few other minor changes. Due to the before
mentioned shortage in computational resources, all those improvements, which require a
full rerun of all programmes and calibrations perform for Paper IV, are already partially
completed. However, to keep the work in this thesis self-consistent, the new results are not
used or presented here. The cosmological test, which would also have to be re-computed
(and will be for the follow-up paper), still uses the data of Paper IV as presented in the
version included in this thesis. From the status of the improved results of Paper IV so
far, no significant changes in the results of the cosmological test are expected.
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9.5 Statistical analysis

The results of the statistical tests performed in Chapter 8 tend to favour A-CDM cos-
mology over timescape cosmology. The least square fits show that the observed gradient
in Figures 8.5 and 8.6 is compatible with the A-CDM model, while the measured value
would be a more than 3 — o outlier for timescape cosmology (see Table 8.1). Selecting
only the galaxy groups with the most solid data yields an even stronger favour for A-CDM
cosmology. However, fitting a linear regression using least squares is not the most sophis-
ticated statistical analysis, which one can perform on a such a data set. Binning the data
was the subsequent step. The mean values of the relative individual Hubble parameters
are calculated in ten bins each 0.1 wide in the fraction of finite infinity regions within the
line of sight. With the full data (see Figure 8.11), the A-CDM cosmology is preferred in
every bin except the lowest one (where the likelihood is about the same as for timescape
cosmology, see Table 8.2). Also the combined analysis of all bins together shows a clear
preference for A-CDM cosmology. However, with the selected sample (see Figure 8.12),
many bins (see Table 8.3) as well as the combined analysis (see Tables 8.4 and 8.5) show
a moderate preference for timescape cosmology. The support for timescape cosmology in
the selected data using a binned analysis is not nearly as strong as the likelihoods from all
other analysis, but it is an odd fact that requires careful consideration. There are a cou-
ple of issues with the selected data, which can explain the apparent contradictory results:
the dearth of rich cluster in mock catalogues and the thereby even more impoverished
statistics due to the lower numbers in the sample and the bins, but also the sensitivity
of the binning method to the normalisation of the data. Although the full sample of
the observed data and the mock catalogues use the same normalisation, there might be
a systematic shift in the selected sample as a consequence of the selection criteria and
dearth of rich clusters in the mock catalogues. It would explain that the measured values
for the probabilities in the bins are neither really good matches for A-CDM cosmology
nor timescape cosmology, but slightly better for the latter. Removing the weights based
on the number of galaxies in each bin and considering each bin with the same impact,
the likelihood for timescape cosmology is reduced further, but still remains higher than
the likelihood for A-CDM cosmology. Giving the issues with the individual bins, a linear
regression is fitted to the mean values in the bins. In two different approaches all bins
are either weighted equally or weighted by the number of galaxies in the bins. The gra-
dients (illustrated in Figures 8.13 to 8.16) show a clear preference for the A-CDM model
in all cases (see Table 8.6), even with the selected data. Figure 8.16 shows a strong in-
dication that the issues with binned analysis in the case the selected sample is due to a
normalization issue. The fits of the observed data and the A-CDM cosmology are paral-
lel, but slightly shifted. Given the overwhelming results in favour of A-CDM cosmology
from the other statistical analyses, results for the selected sample and the binning anal-
ysis are attributed to the normalization issue in combination with the poorer statistics
and data loss when binning. In addition to the already mentioned test, a Kolmogorov-
Smirnov test (KS test) was also performed using the implementation from the Numerical
Recipes (Press et al., 1992) for the two-sample case of the two-dimensional KS test. The
results were inconclusive, because the algorithm yielded probability values for either set
of mock catalogues resembling the observed distribution of the order of 17%°, which is a
suspiciously tiny value. The results strongly favour A-CDM cosmology over timescape
cosmology after this basic analysis. More sophisticated techniques and improvements in
the model may further enhance the significance, but are highly unlikely to provide any
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support for timescape cosmology.
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Chapter 10

Summary and Conclusions

A meaningful test, which compares observational indications of A-CDM cosmology and
timescape cosmology is presented in this thesis. Timescape cosmology is an alternative
theory that aims to explain the observed accelerated expansion of the universe by back-
reactions from inhomogeneities due to effects from General Relativity instead of introduc-
ing dark energy. The most tangible prediction of this conceptionally interesting theory,
different expansion rates in voids and walls, has remained untested so far. A test was
designed and outlined in Paper I. It required a redshift-independent distance indicator,
for which the fundamental plane of elliptical galaxies was chosen and carefully calibrated
in Paper II and even further improved in Paper III. Another essential requirement for the
proposed test was a solid model of the matter distribution in the local universe, which
was provided in Paper IV. The final version of the cosmological test, which distinguishes
timescape cosmology and A-CDM cosmology based on observational data, is presented
in Chapter 7 alongside all necessary calibrations and mock catalogues. Several improve-
ments were made for the final test compared to its initial design and first results in Paper
I and intermediate results shown in Appendix A. The results of the cosmological test are
presented in Chapter 8. A comparison with the mock catalogues shows that the gradient
of the linear regression fitted on the observed data clearly supports the A-CDM model
for both the full and the selected sample. Using the full sample, the analysis of the in-
dividual bins also favours A-CDM cosmology. However, the binning analysis using the
selected sample moderately favours timescape cosmology. This may be caused by system-
atic effects, which strongly manifest themselves in the selected sample and the binning
is especially sensitive to them. Fitting a linear regression to the binned data, which can
be either equally weighted or weighted by galaxy count, yields gradients, which clearly
favour the A-CDM model over timescape cosmology. There are still several minor issues
with the data, which are all discussed in detail in Chapter 9.

Due to the before-mentioned issues with the analysis of the individual bins, the sig-
nificance of the final results are not as high as may have been naively expected from the
outset of the test. The scatter between the different combined mock catalogues (see Chap-
ter 8) is higher than expected. A couple of simplification were necessary to make the test
feasible. Furthermore, a few additional approximations had to be made due to a shortage
on computation time and facilities, something which will be solved in the follow-up paper.
With these caveats in mind, the results of the cosmological test performed in this thesis
favour the A-CDM model over time-scape cosmology. The impact of inhomogeneities on
the cosmological parameters is apparently not strong enough to explain the accelerated
expansion of the universe without dark energy. The strength of the back-reaction effect
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as predicted by Wiltshire (2007) thus appears over-estimated. Assuming the observa-
tional signatures of models with dark energy and back-reactions(Clarkson et al., 2012;
Umeh et al., 2014a,b; Clarkson et al., 2014) are weaker albeit similar to the signatures of
timescape cosmology, those models cannot explicitly be excluded by the data presented
here, because they would be hidden in the scatter. My results (except for the problematic
results of the binned analysis of the selected sample) agree well with recent calculations
(Kaiser & Peacock, 2015; Lavinto & Rasanen, 2015) that the impact of back-reaction
effects from General Relativity due the inhomogeneous distribution of matter in the uni-
verse are indeed tiny and that the assumption of an on average homogeneous space-time,
which results in A-CDM cosmology, is justified.

For this thesis, only publicly available data was used and no additional observations
beyond the public surveys were necessary. SDSS (Stoughton et al., 2002; Aihara et al.,
2011; Ahn et al., 2014) and SDSS-based material such as the classifications from Galaxy-
Zoo (Lintott et al., 2008, 2011) or the refitted galaxy catalogues (Simard et al., 2011;
Mendel et al., 2014) containing additional measurements formed the foundation of the
observational data. It was supplemented by the 2MASS-based (Skrutskie et al., 2006)
2MRS catalogue (Huchra et al., 2012b,a). The data from the Millennium simulation
(Springel et al., 2005; Lemson & Virgo Consortium, 2006) provided a basis for the mock
catalogues, which were necessary to properly quantify the theoretical predictions. This
thesis is an excellent example what can be achieved in the new and growing field of data
astronomy.

The remaining issues (see Chapter 9) that can be solved will be addressed in the follow-
up paper. With the basics already at hand, I plan to repeat the test with an extended
sample (including GAMA (Liske et al., 2015) and 6dFGS (Jones et al., 2004, 2009)) and
a different distance indicator such as the Tully-Fisher relation (Tully & Fisher, 1977) to
further reduce any potential systematics. Since the cosmological test required redshift
data and another independent distance indicator, implicitly lots of peculiar motion data
was obtained, which opens the opportunity for many follow-up investigations on peculiar
motions and bulk flows (similar to Tully et al. (2013)), especially in combination with the
model of the matter distribution in the local universe (Paper IV). Paper III has already
illustrated that the data calibrated and analysed as part of this thesis has the potential
for interesting projects beyond the cosmological test it was intended for.
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Appendix A

Poster with intermediate results

The intermediate results of my research have not been officially published, because they
were still incomplete at that time. However, as a report on the state of my research, they
were presented as poster at the “Ripples in the Cosmos” conference, which took place in
Durham in July 2013. The poster contains a comprehensive analysis of the research to
that point in time.
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Abstract

the unive

One of the biggest mysterics in cosmology is Dark Energy, which is required to explain the accelerated expansion of the universe within the standard model
observations without introducing new physics, by simply taking one step back and re-examining one of the basic concepts of cosmology, homogeneity. In standard cosmology, it is assumed that
e is homogeneous, but this is not true at small scales (a few 100 Mpc). Since general relativity, which is the basis of modern cosmology, is a non-linear theory, one can expect some
backreactions in the case of an inhomogencous matter distribution. Estimates of the magnitude of these backreactions (feedback) range from insignificant to being perfectly able to explain the
accelerated expansion of the universe. Tn the end, the only way to be sure is to test predictions of inhomogencous cosmological theories, such as timescape cosmology, against observational data. Tf
these theorics provide a valid description of the universe, one expeets aside other effects, that there is a dependence of the Hubble parameter on the line of sight matter distribution. The redshift
of a galaxy, which is located at a certain distance, is expected to be smaller if the environment in the line of sight is mainly high density (clusters).
(voids). Here we present a test for this prediction using redshifts and fundamental plane distances of elliptical galaxies obtained from SDSS DRS data. In order to get solid statistics, which can
handle the uncertainties in the distance estimate and the natural scatter due to peculiar motions, one has to systematically study a ver
perfect basis for testing timescape cosmology and similar theories. The amazing preliminary results of this cosmological test are shown here

But maybe one can explain the

rather than mainly low density environment.

large number of galaxies. Therefore, the SDSS forms a

Preliminary results

At the moment

Using the data and models, that are currently available to us, we

already managed to obtain some impressive preliminary results: At

the moment we consider:

©34000 elliptical galaxies (within a redshift-interval of
[0.01,0.1])

o distances obtained using the fundamental plane

o onlz SDSS data (+GalaxyZoo for classifications)

o foreground model based on'an extended version of the Yang et al
2008 catalogiic

The main issties with our preliminary results are:

@ 10 foreground model below a redshift of 0.01 yet

o the simulated results to which we compare them assume perfect
knowledge of the matter distribution

o the statistical analysis of the restilts is still very simple

 normalisation issucs when comparing two different cosmologies

Our calculations are simple from a mathematical point of view (in-

tersecting a straight line (of sight) with a bunch of spheres (the fore-

ground model) and doing some interval nesting (the spheres might

overlap) afterwards), we have to do them many (34000x155000)

times. Because this is computationally very expensive, we have to

use the AstroCluster in Vienna to perform our calculations.

idual Hubble parameter [km/s/Mpc]

best fit on data ——

expectation from A -CDM model

expectation from timescape model

01 04 07 08

02 ¥ y : Y
fraction of the line of sight inside finite infinity regions
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FIGURE 1: Our preliminary results based on real data. The inclination of our best fit tends
to favour timescape cosmology at the moment. However, there are still several open ssues

with our

model, which have to be addressed first before drawing any conclusions.

In the future

AWe want to improve our results by

o using distances of clusters than individual galaxies

o completing the foreground model using NED

o tsing better estimates of the mass distribution in the foreground

o applying more advanced statistical methods to distinguish be-
tween A-CDM and timescape cosmology

o considering tincertainties in the foreground model for the simula-
tions

Our test does ot require any additional obscrvation because all the

necessary data can be found in archives

Additional scientific results:

o new calibrations of the fundamental plane (published)

o improved model of mass distribution in the local universe

o peculiar velocities

In the end, we hope to learn if the dark encrgy s really necessary to

explain to accelerated expansion of the universe o if it just is “the

greatest blunder” of our time. Testing timescape cosmology

is an important step on this way.

\.
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Theoretical motivation I

Timescape cosmology

The general idea of inhomogeneous cosmology hias been around for a very
long time (Tolman,1934 and Bondi,1947). During the last 15 years sig-
nificant advances were made on this initial very exotie field, mainly due
to the work of Buchert (1997, 2000, 2002, 2008, 2011), Riisiinen (2004
2006, 2009, 2011), Wiltshire (2007, 2008, 2009, 2010, 2011, 2012) and
others. The basic assumption is that since general relativity is a non-
linear theory, inhomogeneities like voids and cluster can cause some
backreactions (fedback), which may explain the observed accelorated
expansion of the universe. To fully understand it a simple pertubative
approach alone (Riisinen, 2006; Kolb et al., 2006; Ishibashi and Wald
2006) is not sufficient. Therefore, Wiltshire (2007) developed a very so-
phisticated model of an inhomogencous costology, which can mimic dark
energy. 1t is called "timescape cosmology”. He uses a simple two-phase
model consisting of a Swiss-cheese distribution of empty voids and
dense walls (clusters and filaments). Both regions are separated by the
finite infinity boundary (sec Fig.1), which encloses gravitationally
bound regions and disconnects them fron the freely expanding voids,

FIGURE 2: A schematic llustration of the concept of finite infinity

(by David Wiltshire, 2007).
In this model, a backreaction also caus
time flow, due to effects of |quasilocal gravitational energy: the universe
in the middle of a void is older than in the centre of a cluster. As a
consequence of the importince of the local geometry in this model, the
Hubble flow is not uniform anymore and the empty voids expand faster
than the dense walls. At large scales these different expansion rates
will lead to the signature of an overall accelerated expansion of
the universe, because in tinescape cosmology the fraction of the volume
occupied by voids constantly inereases with time. According to Wiltshire,
the dynamics of this Swissicheese model can be described by following
equations:

s significant differences in the
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The variable f, denotes the volume fraction of voids in the universe
@ is the scale factor and py denotes the renormalised critical density
in this theory. Despite the elogance of this theory, the magnitude
of these backreactions and their influence on cosmology is topic of
Lot discussion, with estimates on their significance from negligible to
extremely important (Marrh & Piiikkénen, 2010; Mattsson & Mattsson
2010; Kwan et al., 2000; Clarkson ot al,, 2000; Paranjape, 2009; van
den Hoogen, 2010). In th end, only a test of theory’s predictions can
provide an answer

A more detail description of timescape cosmology and the test
want to perform, can be found in our proceeding paper from last year

we

http://arxiv.org/abs/1211.1926

-

Predictions and simulations

Testable predictions

The most accessable and most direct test of timescape cosmology is to

find a correlation between the individual Hubble parameter (the

Hubble parameter measured for one galaxy or cluster) and the matter

distribution (the fraction with finite infinite regions (wall enviroment))

in the line of sight (to that galaxy or cluster)

o can only be measured in the local universe (Schwarz, 2010)

o difference of 170 22 % (Wiltshire, 2011) in the expansion rate between
voids and walls to explain the observed accelerated expansion.

FIGURE 3: Redshift dependence on the line-of-sight matter distri-
bution at a given distance. Voids expand faster than walls.
Simulations
To better qualify the expected correlation between the individual Hubble
parameter and the fraction of the line sight within finite infinity regions
(bound regions with an, oh average, renormalised critical density), we
used data from the Millennium simulation. One may naively
assume that in the A-CDM model, there may be no correlation at all
between the two parameters. However, one has to take account of biases
due to the sample’s selection and coherent infall into clusters. Assuming
that the last snap-shot of the Millennium simulation provides a good
representation of the present-lay matter distribution in the universe, we
introduce the effect of fimescape costnology artificially and compare the
results for both cosmologies.

We consider:

e crrors in the redshift-measurement

o peculiar motions.

« the Malmquist-bias

o the selection of elliptical galaxies only.

o uncertainties in the distance measurement

We do not yet consider

o uncertainties in modelling the matter distribution from obscrvations

o differences between extenssion of the finite infinite regions derived from
the observed and the sinulated matter distribution

o future enhancement in the distance measurement by using clusters in-
stead of individual galaxies

o potential influence from the choice of the observer galaxy

tiescape cosmology
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FIGURE 4: The expectation for the A-CDM model and
timescape cosmology from simulated data. With an simple fit
one is already able distinguish between the two cosmologies. More
sophisticated statistical methods will provide even better criteria
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Observational data

To perform the suggested test one needs:

o redshift data

o an independent distance indicator

o a large homogeneous sample covering a large arca of the sky
o model of the mass distribution in the local universe
Therefore, we use:

o the Sloan Digital Sky Survey (SDSS)

o GalaxyZoo (for galaxy classification)

o the NASA Extragalactic Database (NED)

The fundamental plane

logy (Ro) = a - logyg (@0) + b-logyg (1) + ¢

For practical reasons, we decided to use the fundamental plane of giant
elliptical galaxies as our distance indicator.

It s a relation between

o the physical radius R

o the central velocity dispersion oy

o the renormalised surface brightness logjg (7o)

Using the largest sample ever and the best available correction, we man-
aged to achieve an accuracy in the distance measurement for indi-
vidual galaxies of about 15%.

al030(0p) + b 10gs) + ¢

M
ogo(Ro)

FIGURE 5: Our new calibration of the fundamental plane using
about 93000 clliptical galaxies from SDSS DRE

More details on our calibrations of the fiindamental plane can be found

in our recently accepted paper:

http://arxiv.org/abs/1306.0285

The foreground model

Since available SDSS-hased catalogues of the mass distribution in the
local universe are significantly more incomplete than claimed, we will
build our own model using:

© SDSS DRS redshifts

« NED (since SDSS is highly incomplete for redshifts lower than 0.01)
® a group finding algorithm (in development) bases on Eke et al., 2003

ema

ses derived from peculiar motions inside clusters
o masses from halo mass-luminosity relations (Yang et al., 2009)

o comparison with mock catalogues
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Appendix B

Deutsche Zusammenfassung

Ein beobachtungsorientierter Test, welcher zwischen der A-CDM Kosmologie und einer al-
ternativen Theorie namens Timescape Kosmologie zu unterscheiden vermag, wird in dieser
Dissertation présentiert. Letztere Theorie ist moglicherweise in der Lage die beobachtete
beschleunigte Expansion des Universums im Rahmen der allgemeinen Relativitétstheo-
rie ohne eine kosmologische Konstante zu erklaren. Dazu beriicksichtigt jene Theorie
die beobachteten Inhomogenitédten und sagt unterschiedliche Expansionsraten fiir “Voids”
und “Walls” (Filamente/Galaxienhaufen) voraus. Um dies zu testen wird eine Analyse von
systematischen Variationen im lokalen Hubblefluss bené6tigt. Die Fundamentalebene der
elliptischen Galaxien wird kalibriert und als Entfernungsindikator fiir diese Untersuchung
benutzt. Weiters wird ein solides Modell der Materieverteilung im lokalen Universum
aus SDSS und 2MRS Daten erstellt. “Mockkataloge” werden basierend auf der Millen-
nium Simulation zusammengestellt um die Vorhersagen der A-CDM Kosmologie und der
Timescape Kosmologie mit den Beobachtungen zu vergleichen. Die gesammelten Daten
und die Mockkataloge werden einer detaillierten Analyse unterzogen um zu enthiillen ob
dunkle Energie tatséchlich notig ist um die beschleunigte Expansion des Universums zu
erkldren oder ob es sich dabei lediglich um einen Riickkopplungseffekt der allgemeinen Rel-
ativitédtstheorie handeln konnte. Es wurden starke Hinweise gefunden, dass die Timescape
Kosmologie nicht die beschleunigte Expansion erkldren kann und dass stattdessen die A-
CDM Kosmologie das von den Beobachtungsdaten bevorzugte Modell ist.
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