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Abstract

In the main part of this thesis we study the utility maximization problem from terminal
wealth in a financial market with transaction costs. The main concern is the existence
of a so-called shadow price, i.e., a least favorable frictionless market extension which
lies within the bid-ask spread of the original market with transaction costs, such that
trading in this fictitious market leads to the same maximal expected utility and optimal
strategy. If the shadow price exists, the behavior of an economic agent in the market with
transaction costs can be explained by passing to a suitable frictionless shadow market.
Using duality methods, we show the existence of shadow prices in different settings.

First, we consider the problem with utility functions defined only on the positive real
line. In a financial market driven by a continuous price process and with proportional
transaction costs, we show the existence of shadow price processes, if the price process
satisfies the condition (NUPBR) of “no unbounded profit with bounded risk”. We
may furthermore prove that shadow prices exist, if the price process satisfies the weaker
condition (TWC) of “two way crossing”. Examples and counterexamples are given.
Special emphasis is put on financial models based on the fractional Brownian motion.

We also consider the case when the price process is a general càdlàg process and the
agent receives an exogenous endowment. Under no-short-selling constraints, we are able
to prove the existence of the primal optimizer and shadow price processes.

If we consider the utility maximization problem with utility functions defined on the
whole real line, the picture changes. The existence of strict consistent price systems with
“finite entropy” guarantees the existence of shadow prices, even in the case with bounded
random endowment. If we only require in the definition that the shadow market yields
the same optimal utility, without considering the optimal strategy, then such a shadow
price in the weaker sense could always be constructed from the dual optimizer.

In the last part, we study the dual problem of utility maximization in incomplete
frictionless markets with bounded random endowment and show that in the Brownian
framework the countably additive part of the dual optimizer obtained in [23] can be
represented by the terminal value of a supermartingale deflator which is defined in [70].
Furthermore, we show that this supermartingale deflator is a local martingale.
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Zusammenfassung

Der Hauptteil dieser Dissertation beschäftigt sich mit dem Nutzenmaximierungsprob-
lem in einem Finanzmarkt mit Transaktionskosten. Das Grundproblem ist die Frage,
ob ein sogenannter Schattenpreis existiert, welcher innerhalb der Geld-Brief-Spanne des
urspünglichen Markts mit Transaktionskosten liegt und zum gleichen maximalen Er-
wartungsnutzen und zur gleichen optimalen Handelsstrategie führt. Falls der Schatten-
preis existiert, kann das Verhalten des Investors auf dem Markt mit Transaktionskosten
mithilfe eines geeigneten Schattenmarkts ohne Transaktionskosten beschrieben werden.
Mithilfe von Methoden der Dualitätstheorie zeigen wir die Existenz von Schattenpreisen
unter verschiedenen Rahmenbedingungen.

Wir betrachten zunächst das Nutzenmaximierungsproblem mit Nutzenfunktionen, die
nur auf der positiven reellen Halbachse definiert sind. Für einen Finanzmarkt mit einem
stetigen Preisprozess und proportionalen Transaktionskosten zeigen wir die Existenz eines
Schattenpreisprozesses, wenn der Preisprozess die Bedingung “No unbounded profit with
bounded risk” (NUPBR) erfüllt. Später zeigen wir, dass die Existenz von Schatten-
preisen auch unter einer schwächeren Bedingung gilt, nämlich wenn der Preisprozess
die Bedingung “Two way crossing” (TWC) erfüllt. Beispiele und Gegenbeispiele wer-
den angegeben, vor allem Finanzmodelle, die auf der fraktionalen Brownschen Bewegung
basieren.

Wir betrachten auch den Fall, in dem der Preisprozess càdlàg ist und der Investor
eine zufällige finanzielle Ausstattung bekommt. Unter den Leerverkaufsbeschränkungen
können wir die Existenz des Optimierers und der Schattenpreise beweisen.

Wenn wir die Nutzenfunktionen, die auf der ganzen reellen Achse definiert sind,
in Betracht ziehen, stellt sich die Situation anders dar. Die Existenz des Schatten-
preises folgt dann aus der Existenz eines sogenannten Strict Consistent Price Systems
mit “endlicher Entropie”, auch im Fall mit beschränkter zufälliger finanzieller Ausstat-
tung. Verlangen wir in seiner Definition nur, dass der Schattenpreis zum gleichen max-
imalen Erwartungsnutzen führt, ohne die optimale Handelsstrategie zu berücksichtigen,
dann können solche Schattenpreise in diesem Rahmen immer aus den dualen Optimierern
konstruiert werden.

Im letzten Teil der Dissertation untersuchen wir das duale Problem des Nutzenmax-
imierungsproblems auf unvollständigen Märkten mit beschränkten zufälligen finanziellen
Ausstattungen. Wir beweisen, dass der endlich additive Teil des dualen Optimierers dem
Endwert eines Supermartingaldeflators entspricht, der überdies ein lokales Martingal ist,
wenn die Filtrierung von einer Brownschen Bewegung erzeugt ist.
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Chapter 1

Introduction

1.1 Background and motivation

One of the main topics of mathematical finance is the valuation of options and other
derivatives.

In a frictionless market, valuation theory is based on the notion of replication in a
complete market (or superreplication in an incomplete one). In this setting, the asset price
processes should be semimartingales and the condition (NFLV R) of “no free lunch with
vanishing risk”, which is equivalent to the existence of an equivalent local martingale
measure, should be satisfied. The superreplication price of a contingent claim is the
supremum of its expected value under all equivalent local martingale measures [33]. If
there exists a unique equivalent local martingale measure, the market is complete, and
the price of a contingent claim is uniquely determined.

The presence of transaction costs changes everything. In this case one cannot deduce
any nontrivial information from the concepts of replication or superreplication. It was
proved in [99] that, under transaction costs, the bounds for option prices obtained from
superreplication arguments are only the trivial bounds. This result was extended from
the Black-Scholes case to a much larger class of models, where the asset processes share
the so-called conditional full support property, in [50] for the one-dimensional case and
[9] for the multidimensional case.

While the concepts of replication and superreplication do not make sense economically
in the presence of transaction costs, the theory of utility indifference pricing does. In this
setting, we need to rigorously solve the portfolio optimization problem. This is why we
should consider the utility maximization problem with transaction costs.

Utiliy maximization itself is also a classical problem in mathematical finance. Here,
an economic agent invests in a financial market so as to maximize the expected utility of
her terminal wealth.

In the framework of a continuous-time model, the problem was studied for the first
time by Merton in two seminal papers [80, 81], employing the methods of stochastic opti-
mal control. This approach requires stock prices to be governed by Markovian dynamics.

To avoid this strong assumption, a different approach, called the “duality method”
or “martingale method”, has been developed since the 1990s. This approach is based
on duality characterizations of portfolios provided by the set of “martingale measures”.

11



The main idea is to solve a dual variational problem and then to find the solution of the
original problem by convex duality.

For the case of a complete financial market, where the set of martingale measures
is a singleton, the dual method was developed by Pliska [90], Cox and Huang [20, 21]
and Karatzas, Lehoczky and Shreve [64]. The case of incomplete financial models was
studied in a discrete-time, finite probability space model by He and Pearson [52] and in
a continuous-time diffusion model by He and Pearson [53] and by Karatzas, Lehoczky,
Shreve and Xu [65].

The first study of the case of general utility within the framework of a general incom-
plete semimartingale model of a financial market was done by Kramkov and Schacher-
mayer [70]. The authors considered an agent endowed with a deterministic initial wealth
and a utility function supporting positive wealth. They established an abstract duality
theorem for the primal and dual problems.

For a utility function supporting both positive and negative wealth, Schachermayer
[94] established duality results for a locally bounded semimartingale stock price process.
Biagini and Frittelli [7] generalized the result of [94] by removing the local boundedness
assumption.

Cvitanić, Schachermayer and Wang [23] generalized [70] by allowing for an additional
bounded random endowment. They defined the dual problem on the enlarged domain
of finitely additive measures. Owen [86] treated the utility maximization problem with
a utility function supporting negative wealth and a bounded random endowment in a
financial market driven by a locally bounded semimartingale. Hugonnier and Kramkov
[57] considered an unbounded random endowment for a general utility function defined on
the positive real line. The case of a general utility function defined on the whole real line
and unbounded random endowments with a locally bounded semimartingale model was
treated by Owen and Žitković [87]. Recently, Biagini, Frittelli and Grasselli [8] relaxed
the boundedness assumption on the random endowment and on the stock price process,
and generalized the results of [86] and [87] by using an Orlicz space technique.

Utility maximization under transaction costs is essentially as old as its frictionless
counterpart, dating back to Magill and Constantinides [77] and Constantinides [19]. From
heuristic arguments, they concluded that it is optimal to keep existing holdings in all
assets in a no-trade region and tradings should merely take place at its boundaries. Later
on, Davis and Norman [31] considered this problem as a stochastic control problem and
gave a rigorous proof for the heuristic derivation of [77]. Shreve and Soner extended the
analysis by using the theory of viscosity solutions. See also [102, 38]. They all used the
dynamic programming approach to treat optimization problems with Markovian state
processes.

The first paper to use the duality method in the setting of proportional transaction
costs was [22]. In that paper, Cvitanić and Karatzas modeled a bond and a stock as Itô
processes and assumed constant proportional transaction costs. At the end of trading, the
agent was assumed to liquidate her portfolio to the bond. In this setting, they proved the
existence of a solution to the problem of utility maximization under the assumption that
a dual minimization problem admits a solution. The existence of a solution to the dual
problem was subsequently proved by Cvitanić and Wang [24]. Bouchard [10] considered
the utility maximization problem with a utility function defined on the whole real line and
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a bounded random endowment and provided a static duality result. If the utility func-
tion is defined on the positive half line, the duality theorem was proved by Czichowsky,
Muhle-Karbe and Schachermayer [25] in finite discrete time. Recently, Czichowsky and
Schachermayer established general duality results for the utility maximization problem in
[27] for utility functions defined on the positive half line, and in [28] for utility functions
defined on the whole real line under the assumption that the underlying price process is
locally bounded.

In a frictionless market, we usually assume that there is a single consumption asset,
which is used as a numéraire. Mathematically it does not make any difference whether or
not the agent liquidates her holding in stock. However, this does matter in the transaction
costs setting. Therefore, it is quite natural to allow the agent to have access to several
consumption assets. Kabanov [59] introduced a much more general formulation of a
transaction costs model for a currency market based on the concept of solvency cone. In
this setting, the utility maximization problem with a multivariate utility function was
afterwards studied by Deelstra, Pham and Touzi [32], Campi and Owen [14] without
random endowment, and Benedetti and Owen [3] with bounded random endowment.
They provided static duality results in different ways.

A crucial question in the theory of portfolio optimization with proportional transac-
tion costs is whether or not there exists a so-called shadow price, i.e., a least favorable
frictionless market extension, that leads to the same optimal strategy and utility. If the
answer is affirmative, the behavior of a given economic agent can be explained by passing
to a suitable frictionless shadow market. It is then possible to reduce the problem to a
corresponding problem in the well-studied frictionless case and the shadow price corre-
sponds to the dual optimizer [25, 27]. Starting from [61], the concept of shadow prices has
been successfully applied to utility maximization problems in various concrete models,
see [43, 44, 55].

Kallsen and Muhle-Karbe [62] showed that shadow prices always exist for utility
maximization problems in finite probability spaces. In an Itô process setting, Cvitanić
and Karatzas [22] proved that a shadow price exists and corresponds to the solution of a
suitable dual problem, if the latter is attained in a set of martingales. Loewenstein [75]
showed that shadow prices exist for continuous bid-ask price processes whenever short
positions are ruled out. This result was generalized by Benedetti, Campi, Muhle-Karbe
and Kallsen [4] to Kabanov’s general multi-currency market models.

However, several counterexamples have been constructed showing that shadow prices
may generally fail to exist for the utility maximization problem under transaction costs
with a utility function defined on the positive half line without further assumptions, see
[93, 25, 4, 27, 30].

In the general càdlàg framework, Czichowsky and Schachermayer [27] showed that
the dual optimizer, which is not necessarily a local martingale, can be interpreted as
shadow price in a generalized sense defined via a “sandwiched” process consisting of a
predictable and an optional strong supermartingale and pertains to all strategies, which
remain solvent under transaction costs.

If we consider utility functions defined on the whole real line, the picture changes.
Recently, Czichowsky and Schachermayer [28] affirmed that the existence of a strictly
consistent price system with “finite entropy” guarantees the existence of shadow prices

13



in the classical sense.

1.2 Main Results

This thesis is based on two published papers [30, 46], two submitted preprints [47, 74]
and one working paper [26], which were jointly written with coauthors.

In Chapter 2, we introduce the financial market with proportional transaction costs
and recall some basic results, which are used in the subsequent chapters. In Chapter 3, we
summarize the main results of [27], where the authors provide the general duality theory
for utility maximization problem under proportional transaction costs and introduce the
notion of shadow price processes both in the classical as well as in the “sandwiched” sense.
Czichowsky and Schachermayer generalized a result on the existence of a shadow price in
the classical sense, which was proved in Itô process models by Cvitanić and Karatzas [22]:
in the setting of general càdlàg processes, if the solution to the dual problem is attained

by a local martingale (Ẑ0, Ẑ1), then Ŝ := Ẑ1

Ẑ0
is a shadow price process in the classical

sense.

Chapter 4 is based on two papers. The first one is [30] “Shadow prices for continuous
processes”, which is joint work with Christoph Czichowsky and Walter Schachermayer.
In this paper we investigate the problem of utility maximization in a financial market
with a continuous price process and proportional transaction costs. We show that the
theory simplifies considerably if we restrict ourselves to continuous processes and obtain
sharper results than in the general càdlàg setting on the existence of a shadow price in
the classical sense. We state that, if the price process S is continuous and satisfies the
condition (NUPBR) of “no unbounded profit with bounded risk”, then the liquidation
value process with respect to the optimal trading strategy is strictly positive. This ensures
that the dual optimizer is induced by a local martingale (Ẑ0, Ẑ1), hence a shadow price

process defined as Ŝ = Ẑ1

Ẑ0
exists. By a counterexample, we show that it is not possible

to replace the assumption (NUPBR) by the assumption of the existence of a consistent
price system (CPSµ) for each level µ ∈ (0, 1), which at first glance might seem to be the
natural condition in the context of transaction costs. Through another counterexample,
we show that, although the price process is continuous, shadow price processes are not
necessarily continuous.

As the price process S has to be a semimartingale under the condition (NUPBR),
we could not apply this result to price processes based on fractional Brownian motion
BH = (BH

t )0≤t≤T such as the fractional Black-Scholes model

St = exp(µt+ σBH
t ), 0 ≤ t ≤ T,

where µ ∈ R, σ > 0 and H ∈ (0, 1)\{1
2
} denotes the Hurst parameter of the fractional

Brownian motion BH . The second paper in Chapter 4 is [26] “Shadow prices, fractional
Brownian motion, and portfolio optimization”, which is joint work with Christoph Czi-
chowsky, Walter Schachermayer and Rémi Peyre. In this paper, we derive the existence of
a shadow price process under the weaker condition (TWC) of “two way crossing”, which
does not require S to be a semimartingale. Recently, Peyre [89] proved that the fractional
Brownian motion does have the property (TWC). By estimating the fluctuations of the
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fractional Brownian motion, we show the existence of a shadow price for price processes
based on the fractional Brownian motion.

Chapter 5 is based on joint work with Yiqing Lin [74], “Utility maximization prob-
lem with random endowment and transaction costs: when wealth becomes negative”. In
this paper, we generalize the result of [28] and provide the duality theory for the utility
maximization problem under transaction with a bounded random endowment, where the
utility function is defined on the whole real line and the underlying price process is locally
bounded. To achieve this, we first have an intermediate duality result for the problem on
the positive half line, which could be proved by following the argument in [23]. This in-
termediate duality result is similar to [3], however, it is more straightforward and adapted
to the numéraire-based setting, which is necessary for the subsequent approximation. For
the problem on the whole real line, we first construct auxiliary primal and dual functions
by proper truncation in order to come back to the case of the intermediate result. Then,
we exhibit similar procedures as in [86] to complete the proof by approximating both
optimizers and expected value functions. In the presence of a bounded random endow-
ment, we show that, similarly as in [28], the existence of a strictly consistent price system
satisfying the “finite generalized entropy” condition guarantees the existence of a shadow
price. This is based on the fact that the dual optimizer is associated with a λ-consistent
price system. If we generalize the shadow price definition, i.e., if we only require that
the shadow price market yields the same optimal utility, then such kind of shadow price
could be always constructed from the dual optimizer.

In Chapter 6, we consider a utility maximization problem with proportional transac-
tion costs and random endowment under no-short-selling constraints. This work is based
on [47] “On the existence of shadow prices for optimal investment with random endow-
ment”, which is a joint project with Lingqi Gu and Yiqing Lin. First, we are inspired by
the argument in [95, Section 3.3] to prove the existence of constrained primal solutions.
Then, assuming the agent has a positive random endowment, we follow the lines of [75, 4]
to construct a shadow price directly from the primal solution. In addition, we discuss the
existence of shadow prices when the constraints are violated and the random endowment
is allowed to be negative. We provide an example in the Black-Scholes framework with
a constructive random endowment. In this example, shadow prices exist (but are not
unique) and can be explicitly defined.

In Chapter 7, we focus our attention on the study of the dual problem of the expected
utility maximization in incomplete frictionless markets with a bounded random endow-
ment eT . This is based on a collaboration with Lingqi Gu and Yiqing Lin [46] “On the
dual problem of utility maximization in incomplete markets”. In order to solve the utility
maximization problem with bounded random endowment, the authors of [23] employ the
duality between L∞ and its topological dual space (L∞)∗ and solve a dual minimization
problem over the subset D of (L∞)∗, which can be regarded as the weak-star closure of
the set Me(S) of equivalent local martingale measures. It is stated in [23] that a dual

optimizer Q̂ can be found in D, which is unique up to the singular part, and moreover the
primal optimizer can be formulated in terms of Q̂r. In this chapter, we study the regular
part of the dual optimizer and establish the following result: if the underlying filtration
is Brownian, then the regular part Q̂r of the dual optimizer Q̂ can be attained by an
equivalent local martingale deflator. When eT = 0, Karatzas and Žitković [67] observed
that, for Itô process models, the dual optimizer can be attained by an equivalent local
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martingale deflator. Subsequently, Larsen and Žitković [73] generalized this result to all
continuous semimartingale models. The present work generalizes the result in [73] to
the case that eT is a bounded random variable, which increases the complexity of the
dynamics.
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Chapter 2

Financial Market under Transaction
Costs

2.1 Definitions and Notations

2.1.1 Market and Trading Strategies

We consider a financial market consisting of one riskless asset and one risky asset. The
riskless asset has constant price one and can be traded without transaction costs. The
price of the risky asset is given by a strictly positive adapted càdlàg stochastic process
S = (St)0≤t≤T on some underlying filtered probability space

(
Ω,F , (Ft)0≤t≤T ,P

)
with

fixed finite time horizon T ∈ (0,∞) satisfying the usual assumptions of right-continuity
and completeness. In addition, we assume that F0 is trivial.

Trading in the risky asset incurs propositional transaction costs of size λ ∈ (0, 1).
This means that one has to pay a higher ask price St when buying risky shares but only
receives a lower bid price (1− λ)St when selling them.

Remark 2.1.1. We assume without loss of generality that we pay transaction costs only
when we sell risky shares, and pay nothing when we buy them. Indeed, if we set S = 2−λ

2
S

and λ = λ
2−λ , we obtain that [(1−λ)S, S] coincides with

[
(1−λ)S, (1+λ)S

]
. Conversely,

any bid-ask spread
[
(1−λ)S, (1+λ)S

]
with λ ∈ (0, 1) equals [(1−λ)S, S] for S = (1+λ)S

and λ = 2λ
1+λ

.

We model trading strategies by R2-valued, predictable processes ϕ = (ϕ0
t , ϕ

1
t )0≤t≤T

of finite variation, where ϕ0
t and ϕ1

t denote the holdings in units of the riskless and the
risky asset, respectively, after rebalancing the portfolio at time t.

Remark 2.1.2. For any process ϕ = (ϕt)0≤t≤T of finite variation, we denote by

ϕt = ϕ0 + ϕ↑t − ϕ
↓
t , 0 ≤ t ≤ T,

its Jordan-Hahn decomposition into two nondecreasing processes ϕ↑ and ϕ↓ both null at
time zero. The total variation Vart(ϕ) of ϕ on (0, T ] is then given by

Vart(ϕ) = ϕ↑t + ϕ↓t , 0 ≤ t ≤ T.
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We note that any process ϕ of finite variation is làdlàg, and denote by ϕc its continuous
part

ϕct := ϕt −
∑
s<t

∆+ϕs −
∑
s≤t

∆ϕs,

where ∆+ϕs := ϕs+ − ϕs and ∆ϕs := ϕs − ϕs− are its right and left jumps, respectively.

Definition 2.1.3. A strategy ϕ = (ϕ0
t , ϕ

1
t )0≤t≤T is called self-financing under trans-

action costs λ, if∫ t

s

dϕ0,↑
u ≤

∫ t

s

(1− λ)Sudϕ
1,↓
u ,

∫ t

s

dϕ0,↓
u ≥

∫ t

s

Sudϕ
1,↑
u , (2.1.1)

for all 0 ≤ s ≤ t ≤ T , where the integrals are defined via∫ t

s

Sudϕ
1,↑
u :=

∫ t

s

Sudϕ
1,↑,c
u +

∑
s<u≤t

Su−∆ϕ1,↑
u +

∑
s≤u<t

Su∆+ϕ
1,↑
u ,∫ t

s

Sudϕ
1,↓
u :=

∫ t

s

Sudϕ
1,↓,c
u +

∑
s<u≤t

Su−∆ϕ1,↓
u +

∑
s≤u<t

Su∆+ϕ
1,↓
u .

The self-financing condition (2.1.1) states that purchases and sales of the risky asset
are accounted for in the riskless position:∫ t

s

dϕ0,↑,c
u ≤

∫ t

s

(1− λ)Sudϕ
1,↓,c
u ,

∫ t

s

dϕ0,↓,c
u ≥

∫ t

s

Sudϕ
1,↑,c
u ,

∆ϕ0,↑
t ≤ (1− λ)St−∆ϕ1,↓

t , ∆ϕ0,↓
t ≥ St−∆ϕ1,↑

t ,

∆+ϕ
0,↑
t ≤ (1− λ)St∆+ϕ

1,↓
t , ∆+ϕ

0,↓
t ≥ St∆+ϕ

1,↑
t ,

(2.1.2)

for 0 ≤ s < t ≤ T .

Definition 2.1.4. We define the liquidation value at time t by

V liq
t (ϕ) := ϕ0

t + (ϕ1
t )

+(1− λ)St − (ϕ1
t )
−St.

Remark 2.1.5. It follows by integration by parts that

V liq
t (ϕ) = ϕ0

0 + ϕ1
0S0 +

∫ t

0

ϕ1
udSu − λ

∫ t

0

Sudϕ
1,↓
u − λSt(ϕ1

t )
+,

which means that the liquidation value V liq
t (ϕ) is given by the initial value of the position

ϕ0
0+ϕ1

0S0 plus the gains from trading
∫ t

0
ϕ1
udSu minus the transaction costs for rebalancing

the portfolio λ
∫ t

0
Sudϕ

1,↓
u minus the costs λSt(ϕ

1
t )

+ for liquidating the position at time t.

Definition 2.1.6. A self-financing trading strategy ϕ is called admissible, if there exists
M > 0 such that we have

V liq
τ (ϕ) ≥ −M, a.s.

for every [0, T ]-valued stopping time τ .

Remark 2.1.7. The admissibility condition above is in the numéraire-based sense, which
means that an agent can cover the trading strategy ϕ by holding M units of bond. There
is another definition of the admissibility, namely in the numéraire-free sense, which means
that an agent can cover the trading strategy ϕ by holding M units of bond as well as M
units of stock.
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2.1.2 Consistent Price System

Definition 2.1.8. Fix a price process S = (St)0≤t≤T and transaction costs 0 < λ < 1 as

above. A λ-consistent price system is a pair (S̃,Q) such that

1. Q is a probability measure equivalent to P,

2. S̃ = (S̃t)0≤t≤T takes its values in the bid-ask spread [(1− λ)S, S],

3. S̃ is a local martingale under Q.

The condition (EMM) of the “existence of an equivalent local martingale measure”
in the frictionless setting corresponds to the following notion.

Definition 2.1.9. For 0 < λ < 1, we say that a price process S = (St)0≤t≤T satisfies
(CPSλ), if there exists a consistent price system.

We have also another way to define the consistent price system.

Definition 2.1.10. Fix 0 < λ < 1 and S = (St)0≤t≤T as above. A λ-consistent price
system is a two-dimensional strictly positive process Z = (Z0

t , Z
1
t )0≤t≤T with Z0

0 = 1,
that consists of a martingale Z0 and a local martingale Z1 under P such that

S̃t :=
Z1
t

Z0
t

∈ [(1− λ)St, St], a.s. (2.1.3)

for 0 ≤ t ≤ T .
We denote by Zλe (S) the set of λ-consistent price systems.

We call a process absolutely continuous λ-consistent price system, if we replace
the strict positivity in the above definition by nonnegativity (where we consider (2.1.3) to

be satisfied if
Z1
t

Z0
t

= 0
0
).

By Zλa (S) we denote the set of absolutely λ-consistent price systems.

Remark 2.1.11. In the above definition, Z0 defines a density process of an equivalent
local martingale measure Q ∼ P for a price process S̃ evolving in the bid-ask spread
[(1− λ)S, S], and Z1 = Z0S̃.

Definition 2.1.12. Fix 0 < λ < 1 and a price process S = (St)0≤t≤T as above. We call
a two-dimensional strictly positive process Z = (Z0

t , Z
1
t )0≤t≤T local λ-consistent price

system for S, if there exists a localizing sequence of [0, T ]-valued stopping times (τn)n∈N
increasing to T with

lim
n→∞

P[τn < T ] = 0,

such that each stopped process Zτn = (Z0
t∧τn , Z

1
t∧τn)0≤t≤T defines a λ-consistent price sys-

tem for the stopped process Sτn.
We denote by Zλloc,e(S) the set of local λ-consistent price systems for S.

We say that a property (P ) of a stochastic process S = (St)0≤t≤T holds locally, if there
exists a localizing sequence of [0, T ]-valued stopping times (τn)n∈N increasing to T with
limn→∞P[τn < T ] = 0, such that each stopped process Sτn = (St∧τn)0≤t≤T has property
(P ).
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Lemma 2.1.13. Fix a strictly positive adapted càdlàg process S = (St)0≤t≤T and trans-
action costs 0 < λ < 1. If S admits a local λ-consistent price system, then S satisfies
locally (CPSλ).

Proof. By Definition 2.1.12, there exists a localizing sequence of stopping times (τn)n∈N
such that each stopped process Sτn admits a λ-consistent price system Zτn , which already
shows that S satisfies locally (CPSλ).

Proposition 2.1.14. Fix a strictly positive adapted càdlàg process S = (St)0≤t≤T and
transaction costs 0 < λ < 1. The following assertions are equivalent

(i) S satisfies locally (CPSµ) for all 0 < µ < λ, i.e., there exists a localizing sequence
(τn)n∈N, such that each stopped process Sτn satisfies (CPSµ) for all 0 < µ < λ.

(ii) For all 0 < µ < λ, S satisfies locally (CPSµ), i.e., for each µ ∈ (0, λ), there exists a
localizing sequence (τn)n∈N (which may depend on µ), such that each stopped process
Sτn satisfies (CPSµ).

(iii) For all 0 < µ < λ, we have Zµloc,e(S) 6= ∅.

Proof. (i) ⇒ (iii) : Fix µ ∈ (0, λ). We have to show the existence of a strictly positive
process Z = (Z0, Z1) and a localizing sequence (τn)n∈N, such that each Zτn defines a
µ-consistent price system for Sτn .

Since µ > 0, there exists an ε0 ∈ (0, µ) satisfying (1 − µ) = (1 − ε0)3. Let εn :=
1− (1− ε0)2−n so that

∞∏
n=1

(1− εn)2 =
∞∏
n=1

(1− ε0)2−n = (1− ε0)
∑∞
n=1

1
2n = 1− ε0.

The assertion (i) implies the existence of a localizing sequence (τn)n∈N0 , such that Sτn

satisfies (CPSεn) for each n ∈ N0. It also follows that (1 − εn)Sτn satisfies (CPSεn) for

each n ∈ N0. Let Z(n) =
(
Z

(n),0
t , Z

(n),1
t

)
0≤t≤T denote the εn-consistent price system for

the stopped process (1 − εn)Sτn , for each n ∈ N0. To concatenate these objects, define

the following processes:
(
Z

(0),0

t , Z
(0),1

t

)
:=
(
Z

(0),0
t , Z

(0),1
t

)
for 0 ≤ t ≤ τ0 and

Z
(n+1),0

t :=

Z
(n),0

t for 0 ≤ t ≤ τn,

Z
(n+1),0
t

Z
(n),0
τn

Z
(n+1),0
τn

for τn ≤ t ≤ τn+1,

and

Z
(n+1),1

t :=

Z
(n),1

t for 0 ≤ t ≤ τn,

Z
(n+1),1
t

Z
(n),1
τn

Z
(n+1),1
τn

for τn ≤ t ≤ τn+1,

for n ≥ 1. Now define (Z0
t , Z

1
t ) :=

(
Z

(n),0

t , Z
(n),1

t

)
for 0 ≤ t ≤ τn, which is in Zµloc,e(S).

Since {τn = T} ↗ Ω almost surely as n goes to infinity, we may define (Z0
T , Z

1
T ) by

(Z0
T , Z

1
T ) := lim

n→∞

(
Z

(n),0

τn , Z
(n),1

τn

)
.

20



Indeed, clearly, Z0 and Z1 are strictly positive local martingale under P and Z0
0 = 1.

We now show that Z1

Z0 takes its values in [(1 − µ)S, S]. Using induction we may show
that, for each n ∈ N,

Z
(n),1

t

Z
(n),0

t

∈

[
(1− ε0)2

n∏
k=1

(1− εk)St,
(1− ε0)∏n
k=1(1− εk)

St

]
,

for 0 ≤ t ≤ τn.
(
For n = 0 it is clear, as Z(0) is an ε0-consistent price system for

(1 − ε0)Sτ0 . Assume this holds for n. For 0 ≤ t ≤ τn, it satisfies by the assumption
hypothesis

Z
(n+1),1

t

Z
(n+1),0

t

=
Z

(n),1

t

Z
(n),0

t

∈

[
(1− ε0)2

n∏
k=1

(1− εk)St,
(1− ε0)∏n
k=1(1− εk)

St

]
,

and for τn ≤ t ≤ τn+1

Z
(n+1),1

t

Z
(n+1),0

t

=
Z

(n+1),1
t

Z
(n+1),0
t

Z
(n),1

τn

Z
(n),0

τn

1

Z
(n+1),1
τn

Z
(n+1),0
τn

∈

[
(1− ε0)2

n+1∏
k=1

(1− εk)St,
(1− ε0)∏n+1
k=1(1− εk)

St

]
,

since Z
(n+1),1
t

Z
(n+1),0
t

∈ [(1− εn+1)2St, (1− εn+1)St] for 0 ≤ t ≤ τn+1.
)

Hence for each n ∈ N0 we

have that

Z1
t

Z0
t

∈

[
(1− ε0)2

n∏
k=1

(1− εk)St,
(1− ε0)∏n
k=1(1− εk)

St

]
⊆
[
(1− µ)St, St

]
,

for 0 ≤ t ≤ τn.

(iii)⇒ (ii) : It follows immediately by Lemma 2.1.13.

(ii) ⇒ (i) : Let εk := 1
k
. By (ii), for each k ∈ N, the process S satisfies locally

(CPSεk), i.e., we may find a localizing sequence of stopping times (ρkn)n∈N increasing to
T almost surely as n → ∞ with limn→∞P[ρkn < T ] = 0, such that the stopped process
Sρ

k
n safisfies an εk-consistent price system for all n ∈ N.
Find an increasing sequence of integers (nm,k)k∈N, such that

P
[
ρknm,k < T

]
<

1

2m+k
.

Letting τm :=
∧∞
k=1 ρ

k
nm,k

we obtain that

P
[
τm < T

]
= P

[⋃
k∈N

{
ρknm,k < T

}]
≤
∑
k∈N

P
[
ρknm,k < T

]
<
∑
k∈N

1

2m+k
=

1

2m
.

By Borel-Cantelli’s Lemma, (τm)m∈N is a localizing sequence increasing to T with

lim
m→∞

P[τm < T ] = 0,

uniformly for each k ∈ N.
Therefore we obtain a localizing sequence (τm)m∈N, such that Sτm satisfies (CPSεk)

for each k ∈ N. For each 0 < µ < λ there exists an εk-consistent price system, with
εk ≤ µ, which is also a µ-consistent price system.
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A crucial feature of the proposition above is that all equivalent statements contain
the quantifier “for all µ”.

Remark 2.1.15. There is a subtle difference between the frictionless and the transaction
cost case. In the frictionless case the set Me(S) of equivalent local martingale measures
for the process S has the following concatenation property: let Q1, Q2 ∈ Me(S) and

associate the density processes Z1
t = E

[
dQ1

dP

∣∣Ft] and Z2
t = E

[
dQ2

dP

∣∣Ft]. For a stopping
time τ we define the concatenated process

Zt :=

{
Z1
t , for 0 ≤ t ≤ τ,

Z1
τ
Z2
t

Z2
τ
, for τ ≤ t ≤ T.

(2.1.4)

Then, dQ
dP

= ZT defines again an equivalent local martingale measure for S.
For λ > 0 the sets Zλloc,e(S) and Zλe (S) do not have this property any more. However,

as in the proof of Proposition 2.1.14 above, under the local version of the condition
“(CPSµ) for all µ”, we may use the similar technique of concatenation as in the frictionless
setting.

2.2 Fundamental Theorem of Asset Pricing

2.2.1 FTAP for Continuous Processes

Definition 2.2.1. The process S admits arbitrage with λ-transaction costs, if there is
a self-financing trading strategy ϕ starting at (ϕ0

0, ϕ
1
0) = (0, 0), which is admissible such

that

V liq
T (ϕ) ≥ 0, a.s. and P

[
V liq
T (ϕ) > 0

]
> 0

Theorem 2.2.2. Let S = (St)0≤t≤T be an adapted strictly positive continuous price
process. The following assertions are equivalent:

1. For each 0 < µ < 1 there exists an µ-consistent price system.

2. For each 0 < µ < 1 there is no arbitrage for µ-transation costs.

Proof. See [51, Theorem 4].

2.2.2 Local Version of FTAP for Continuous Processes

In this subsection, we give a local version of the fundamental theorem of asset pricing in
the context of transaction costs. We shall use the subsequent variants of the concept of
no arbitrage.

Definition 2.2.3. Let S = (St)0≤t≤T be a strictly positive, continuous process. We say
that S allows for an obvious arbitrage, if there are α > 0 and [0, T ] ∪ {∞}-valued
stopping times σ ≤ τ with P[σ <∞] = P[τ <∞] > 0 such that either

(a) Sτ ≥ (1 + α)Sσ, a.s. on {σ <∞},
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or

(b) Sτ ≤
1

1 + α
Sσ, a.s. on {σ <∞}.

In the case of (b) we also assume that (St)σ≤t≤τ is uniformly bounded.
We say that S allows for an obvious immediate arbitrage, if, in addition, we

have either
(a) St ≥ Sσ, for σ ≤ t ≤ τ, a.s. on {σ <∞},

or
(b) St ≤ Sσ, for σ ≤ t ≤ τ, a.s. on {σ <∞}.

We say that S satisfies the condition (NOA) (respectively, (NOIA)) of no obvious
arbitrage (respectively, no obvious immediate arbitrage), if no such opportunity exists.

It is indeed rather obvious how to make an arbitrage if (NOA) fails, provided the
transaction costs 0 < λ < 1 are smaller than α. Assuming, e.g., condition (a), one goes
long in the asset S at time σ and closes the position at time τ . In case of an obvious
immediate arbitrage one is in addition assured that during such an operation the stock
price will never fall under the initial value Sσ. In particular this gives an unbounded
profit with bounded risk under transaction costs λ.

In the case of condition (b) one does a similar operation by going short in the asset
S. The boundedness condition in the case (b) of (NOA) makes sure that this strategy is
admissible.

We now formulate a local version of the fundamental theorem of asset pricing in the
setting of transaction costs.

Theorem 2.2.4. Let S = (St)0≤t≤T be a strictly positive, continuous process. The fol-
lowing assertions are equivalent.

(i) Locally, there is no obvious immediate arbitrage (NOIA).

(ii) Locally, there is no obvious arbitrage (NOA).

(iii) Locally, for each 0 < µ < 1, the condition (CPSµ) of existence of a µ-consistent
price system holds true.

Proof. See [51, Theorem 1] and [98, Theorem 5.11].

2.3 Superreplication Theorem

2.3.1 Theorem on Admissibility

Proposition 2.3.1. Fix a strictly positive adapted càdlàg process S = (St)0≤t≤T and
transaction costs 0 < λ < 1. Let ϕ = (ϕ0, ϕ1) be an admissible λ-self-financing trading

strategy. Suppose that (S̃,Q) is a λ-consistent price system.

Then the process (Ṽt)0≤t≤T defined by

Ṽt := ϕ0
t + ϕ1

t S̃t, 0 ≤ t ≤ T,

satisfies Ṽ ≥ V liq(ϕ) almost surely, and is an optional strong supermartingale under Q.
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Proof. See [96, Proposition 2].

Theorem 2.3.2. Fix a strictly positive adapted càdlàg process S = (St)0≤t≤T , transaction
costs 0 < λ < 1. Suppose that S satisfies (CPSµ) for each 0 < µ < λ. Let ϕ = (ϕ0, ϕ1)
be an admissible λ-self-financing trading strategy and suppose that there is a positive
constant M > 0 such that V liq

T (ϕ) ≥ −M almost surely.
Then we have that V liq

τ (ϕ) ≥ −M almost surely, for every stopping time 0 ≤ τ ≤ T .

Proof. See [96, Theorem 1].

The assumption (CPSµ), for each 0 < µ < λ, cannot be dropped in Proposition 2.3.2
as shown by the counterexample presented in [96, Lemma 1].

In the market with transaction costs, we have the a priori assumption that the strate-
gies ϕ have finite variation. Under the assumption that (CPSλ

′
) holds true for some

0 < λ′ < λ, the convex hull of the set of variations VarT (ϕ) is bounded in probability.

Lemma 2.3.3. Fix a strictly positive adapted càdlàg process S = (St)0≤t≤T and transac-
tion costs 0 < λ < 1. Suppose that (CPSλ

′
) is satisfied for some 0 < λ′ < λ.

Then the convex hull of the random variables ϕ0,↑
T (also ϕ0,↓

T , ϕ1,↑
T and ϕ1,↓

T ) remains
bounded in L0(P), when ϕ runs through the self-financing M-admissible trading strategies.

More precisely: the set

conv
(
ϕ0,↑
T : ϕ is self-financing M-admissible

)
is bounded in L0(P).

Proof. See [97, Lemma 3.1, Remark 3.2].

2.3.2 Superreplication Theorem

The following superreplication theorem describes the set of contingent claims allowing an
agent in the market with proportional transaction costs λ to superreplicate with a given
initial endowment by following some admissible λ-self-financing trading strategy.

Theorem 2.3.4 (Superreplication). Fix a strictly positive adapted càdlàg process S =
(St)0≤t≤T , transaction costs 0 < λ < 1, and a contingent claim which pays g many units
of bond at time T .

Assume that the random variable g is uniformly bounded from below, and the process
S satisfies (CPSµ) for each 0 < µ < λ.

For a number x ∈ R, the following assertions are equivalent:

(i) There is an admissible λ-self-financing portfolio ϕ = (ϕ0
t , ϕ

1
t )0≤t≤T such that

ϕ0 = (x, 0) and ϕT = (g, 0).

(ii) For every λ-consistent price system (S̃,Q), we have EQ[g] ≤ x.

Proof. See [97, Theorem 1.4, Section 5].
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Chapter 3

Duality Theory for Utility
Maximization under Transaction
Costs

In this chapter, we review the general duality theory for utility maximization problem
with general càdlàg price processes in the presence of proportional transaction costs,
obtained in [27].

3.1 Formulation of the Problem

Let U : (0,∞) → R be a standard utility function defined on the positive real line, i.e.,
a strictly increasing, strictly concave, continuously differentiable function satisfying the
Inada conditions:

U ′(0) := lim
x→0

U ′(x) =∞ and U ′(∞) := lim
x→∞

U ′(x) = 0.

Define U(x) = −∞ whenever x ≤ 0. We assume that the utility function U satisfies the
reasonable asymptotic elasticity, i.e.,

AE(U) := lim sup
x→∞

xU ′(x)

U(x)
< 1.

This condition was firstly given by Kramkov and Schachermayer [70]. We may find
financial interpretations and more results about it in [70, 71] as well as Appendix B.1.2.

We consider an agent wo maximizes the expected utility of her terminal wealth. Fix
an x > 0. The maximization problem is to find the optimal trading strategy ϕ̂ = (ϕ̂0, ϕ̂1)
to

E
[
U
(
V liq
T (ϕ)

)]
→ max!, ϕ ∈ Aλ0(x), (3.1.1)

where Aλ0(x) denote the set of all λ-self-financing, 0-admissible trading strategies under
transaction costs λ, starting with initial endowment (ϕ0

0, ϕ
1
0) = (x, 0). We denote the

value function by

u(x) := sup
ϕ∈Aλ0 (x)

E
[
U
(
V liq
T (ϕ)

)]
.
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The problem (3.1.1) can also be formulated as the problem for random variables

E[U(g)]→ max!, g ∈ Cλ0 (x), (3.1.2)

where
Cλ0 (x) :=

{
V liq
T (ϕ)

∣∣∣ ϕ ∈ Aλ0(x)
}
⊆ L0

+(P)

denotes the set of all attainable payoffs under transaction costs. Define Cλ0 := Cλ0 (1).
We can always assume without loss of generality that the price process cannot jump at

the terminal time T , while the investor can still liquidate her position in the risky asset.
Indeed, we may enlarge the time interval [0, T ] to [0, T + 1], the underlying filtration as
well as the price process do not change, i.e., for every t ∈ [T, T + 1] we have Ft = FT
and St = ST . Between T and T + 1, an agent is allowed to make a final self-financing
change in her portfolio, according to the terms fixed by the market at time T . (See [15,
Remark 4.2].) This implies that we can assume without loss of generality that ϕ1

T = 0
and therefore

Cλ0 (x) =
{
ϕ0
T

∣∣∣ ϕ ∈ Aλ0(x)
}
⊆ L0

+(P).

3.2 Duality Theory

Let Z = (Z0, Z1) ∈ Zλloc,e(S) be any local λ-consistent price system. By definition of

Zλloc,e(S), we may find a localizing sequence (τn)n∈N of stopping times, such that the

stopped process Zτn defines a λ-consistent price system, for each n. Let ϕ ∈ Aλ0(x)
be arbitrary. By Proposition 2.3.1, the process ϕ0

t∧τnZ
0
t∧τn + ϕ1

t∧τnZ
1
t∧τn is an optional

strong supermartingale. As a consequence, Z0ϕ0 + Z1ϕ1 is a local optional strong su-
permartingale. It follows from Z0ϕ0 + Z1ϕ1 ≥ Z0V liq(ϕ) ≥ 0 that Z0ϕ0 + Z1ϕ1 is an
optional strong supermartingale. In particular, E[Z0

Tg] ≤ x for each g ∈ Cλ0 (x) and each
Z = (Z0, Z1) ∈ Zλloc,e(S).

Let us introduce the convex conjugate function V : R+ → R of U

V (y) := sup
x>0
{U(x)− xy}, y > 0.

Note that V (y) is strictly decreasing, strictly convex and continuously differentiable and
satisfies

V (0) = U(∞), V (∞) = U(0).

By Fenchel’s inequality, we obtain that

u(x) = sup
g∈Cλ0 (x)

E
[
U(g)

]
≤ sup

g∈Cλ0 (x)

E
[
V (yZ0

T ) + yZ0
Tg
]
≤ E

[
V
(
yZ0

T

)]
+ xy,

for all Z = (Z0, Z1) ∈ Zλloc,e(S) and y > 0. Therefore, we consider

E
[
V
(
yZ0

T

)]
→ min!, Z = (Z0, Z1) ∈ Zλloc,e(S), (3.2.1)

as our dual problem. Again, the problem (3.2.1) can be also alternatively formulated as
a problem over a set of random variables

E[V (h)]→ min!, h ∈ Dλ(y), (3.2.2)
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where
Dλ(y) :=

{
yZ0

T

∣∣∣ Z = (Z0, Z1) ∈ Zλloc,e(S)
}

= yDλ

for y > 0 and Dλ := Dλ(1).

Similarly to the frictionless case [70], the solution ĥ to (3.2.2) is in general only
attained as a P-a.s. limit

ĥ = y lim
n→∞

Zn,0
T (3.2.3)

of a minimizing sequence (Zn)n∈N ∈ Zλloc,e(S). To ensure the existence of an optimizer,

we have to enlarge the sets Zλloc,e(S) and Dλ(y), and work with relaxed versions of the
dual problems (3.2.1) and (3.2.2).

On the level of random variables, we consider

E[V (h)]→ min!, h ∈ sol
(
Dλ(y)

)P
, (3.2.4)

where sol
(
Dλ(y)

)P
is the closed (in probability) convex solid hull of Dλ(y) in L0

+(P) for

y > 0. By Theorem A.1.4 (Bipolar Theorem), we obtain that sol
(
Dλ(y)

)P
=
(
Dλ(y)

)◦◦
and it is easy to show that

sol
(
Dλ(y)

)P
=
{
yh ∈ L0

+(P)
∣∣∣ ∃(Zn)n∈N ⊆ Zλloc,e(S) such that h ≤ lim

n→∞
Zn,0
T

}
.

As sets Cλ0 (x) and sol
(
Dλ(y)

)
are polar to each other in L0

+(P) by Lemma 3.2.2, the
abstract versions of the main results of [70], Theorems 3.1 and Theorem 3.2, carry over
verbatim to the present setting under transaction costs. This gives static duality results in
the sense that they provide duality relations between the solutions to the problems (3.1.2)
and (3.2.4), which are problems for random variables rather than stochastic processes.

In order to establish dynamic duality results, similarly as in the frictionless duality
[70], we consider supermartingale deflators as dual variables. These are nonnegative (not

necessarily càdlàg) supermartingales Y = (Y 0, Y 1) ≥ 0 such that S̃ := Y 1

Y 0 is valued in the

bid-ask spread [(1− λ)S, S] and that Y 0ϕ0 + Y 1ϕ1 = Y 0
(
ϕ0 +ϕ1S̃

)
is a supermartingale

for all ϕ ∈ Aλ0(1).
In the frictionless case [70], the solution to the dual problem for a semimartingale price

process S̃ = (S̃t)0≤t≤T is attained in the set of one-dimensional càdlàg supermartingale
deflators. The reason for this is that, in the frictionless setting, the value process ϕ0 +
ϕ1S̃ = x + ϕ1 • S̃ is right-continuous (as a stochastic integral is càdlàg). Hence, the
optimal supermartingale deflator to the dual problem can be obtained as the càdlàg
Fatou limit of a minimizing sequence of equivalent local martingale or supermartingale
deflators; see [70, Lemma 4.1 and Lemma 4.2] and A.1.5.

However, for càdlàg price processes S = (St)0≤t≤T under transactions costs λ, we have
to use predictable finite variation strategies ϕ = (ϕ0

t , ϕ
1
t )0≤t≤T that can have left and right

jumps to model trading strategies. This is unavoidable in order to obtain that the set
Cλ0 (x) of attainable payoffs under transaction costs is closed in L0

+(P), see [15, Theorem
3.5] or [97, Theorem 3.4]. As we have to optimize simultaneously over Y 0 and Y 1 to
obtain the optimal supermartingale deflator, we need a different limit than the Fatou
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limit in Y 0ϕ0 + Y 1ϕ1 to remain in the class of supermartingale deflators. This limit also
needs to ensure the convergence of a minimizing sequence Zn = (Zn,0

t , Zn,1
t )0≤t≤T of local

λ-consistent price systems at the jumps of the trading strategies. It turns out that the
convergence in probability at all finite stopping times is the right topology to work with.
We note that the limit of nonnegative local martingales with respect to this convergence
is an optional strong supermartingale.

Definition 3.2.1. We call a nonnegative process Y = (Y 0, Y 1) an optional strong
supermartingale deflator starting at y for some y > 0, if

(i) Y 0
0 = y,

(ii) Y 1

Y 0 ∈ [(1− λ)S, S],

(iii) Y 0ϕ0 + Y 1ϕ1 is a nonnegative optional strong supermartingale for all ϕ ∈ Aλ0(1).

As dual variables we consider the set of optional strong supermartingale deflators
starting at y, denoted by Bλ(y), and accordingly,

Dλ(y) :=
{
Y 0
T

∣∣ (Y 0, Y 1) ∈ Bλ(y)
}
.

Hence, the dual problem is now

E[V (h)]→ min!, h ∈ Dλ(y), (3.2.5)

and the dual value function is defined by

v(y) := inf
h∈Dλ(y)

E[V (h)].

The following lemma was shown in [27, Lemma A.1], which establishes the polar
relation of Cλ0 and Dλ.

Lemma 3.2.2. Suppose that S satisfies locally (CPSµ) for all µ ∈ (0, λ). Then:

(1) Cλ0 and Dλ are convex, solid and closed in the topology of convergence in measure.

(2) g ∈ Cλ0 , if and only if E[gh] ≤ 1, for all h ∈ Dλ, and
h ∈ Dλ, if and only if E[gh] ≤ 1, for all g ∈ Cλ0 .

(3) Cλ is a bounded subset of L0
+(P) and contains the constant function 1.

(4) The closed, convex, solid hull of Dλ in L0
+(P) is given by Dλ, i.e.,(

Dλ
)◦◦

= sol(Dλ)
P

= Dλ.

(5) Dλ is closed under countable convex combinations.

(6) For any g ∈ Cλ0 , we have
sup
h∈Dλ

E[gh] = sup
h∈Dλ

E[gh].
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Proof. (1). The convexity of Cλ0 and Dλ is clear.
For g ∈ Cλ0 and 0 ≤ h ≤ g we can use the same trading strategy for g and then throw

away money to get h. Therefore h ∈ Cλ0 , and the solidity of Cλ0 follows.
As regards the solidity of Dλ: let Y 0

T ∈ Dλ with Y ∈ Bλ and h ∈ L0
+(P) satisfying

0 ≤ h ≤ Y 0
T . We may define Z ∈ Bλ by

(Z0
t , Z

1
t ) :=

{
(Y 0

t , Y
1
t ), 0 ≤ t < T,(

h, Y 1
T

h
Y 0
T

)
, t = T.

Indeed, we have Z0
0 = Y 0

0 = 1,

Z1

Z0
=
Y 1

Y 0
∈ [(1− λ)S, S],

and for all stopping times σ and τ with 0 ≤ σ ≤ τ ≤ T , we have by 0 ≤ h ≤ Y 0
T that

E
[
Z0
τϕ

0
τ + Z1

τϕ
1
τ

∣∣Fσ] ≤ E
[
Y 0
τ ϕ

0
τ + Y 1

τ ϕ
1
τ

∣∣Fσ] ≤ Y 0
σ ϕ

0
σ + Y 1

σ ϕ
1
σ = Z0

σϕ
0
σ + Z1

σϕ
1
σ,

for all ϕ ∈ Aλ0(1).
To prove the closedness of Cλ0 , let (ϕn)n∈N ⊆ Aλ0(1) be such that gn := V liq

T (ϕn)
converges to some g ∈ L0

+(P) in probability. Since S satisfies locally (CPSµ) for all
µ ∈ (0, λ), by Proposition 2.1.14, there exist a Z ∈ Zλ′loc,e(S) for some λ′ ∈ (0, λ) and a
localizing sequence (τm)m∈N such that each Zτm defines a λ′-consistent price system for
Sτm . By Lemma 2.3.3 ([97, Remark 3.2]) we have that the convex combination of the
variation of ϕn on J0, τmK of ϕn

Am := conv
{

Varτm(ϕn) |n ∈ N
}

is bounded in probability for each m ∈ N, which is equivalent to the boundedness of
A := conv

{
VarT (ϕn) |n ∈ N

}
in probability.

Indeed, fix ε > 0 and let m, N(ε,m) ∈ N be such that P[τm < T ] < ε
2

and

sup
g∈Am

P[g > N(ε,m)] <
ε

2
,

by the L0(P)-boundedness of Am. Since Varτm(ϕn) = VarT (ϕn) on {τm = T} for all
n ∈ N, we obtain

sup
g∈A

P[g > N(ε,m)] = sup
g∈A

{
P[g > N(ε,m), τm = T ] + P[g > N(ε,m), τm < T ]

}
≤ sup

g∈Am

{
P[g > N(ε,m)] + P[τm < T ]

}
≤ ε

2
+
ε

2
= ε.

Hence, by Theorem A.1.13 ([15, Proposition 3.4]) and Remark A.1.14, there exist
a sequence of convex combinations ϕ̃n ∈ conv

(
ϕn, ϕn+1, · · ·

)
and a predictable finite

variation process ϕ such that

P
[
ϕ̃nt → ϕt, ∀t ∈ [0, T ]

]
= 1,

which already implies that ϕ ∈ Aλ0(1).
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The closedness of Dλ follows by combining similar arguments as in [70, Lemma 4.1]
with a new version of Komlós’ lemma for nonnegative optional strong supermartingales
in [29]. To that end, let (hn)n∈N be a sequence in Dλ converging to some h in probability.
Then there exists a sequence

(
(Y n,0, Y n,1)

)
n∈N ⊆ B

λ(1) such that Y n,0
T = hn for each

n ∈ N. Since Y n,0 and Y n,1 are nonnegative optional strong supermartingales, there exist
by Theorem A.1.16 ([29, Theorem 2.7]) a sequence(

Ỹ n,0, Ỹ n,1
)
∈ conv

(
(Y n,0, Y n,1), (Y n+1,0, Y n+1,1), · · ·

)
and optional strong supermartingales Ỹ 0 and Ỹ 1 such that(

Ỹ n,0
τ , Ỹ n,1

τ

) P−→
(
Ỹ 0
τ , Ỹ

1
τ

)
, (3.2.6)

for all [0, T ]-valued stopping times τ . This convergence in probability is then sufficient

to deduce that Ỹ 0
0 = 1, Ỹ 0

T = h, and that Ỹ 0ϕ0 + Ỹ 1ϕ1 is a nonnegative optional strong
supermartingale for all (ϕ0, ϕ1) ∈ Aλ0(1). To see the latter, observe that, for all stopping
times σ and τ such that 0 ≤ σ ≤ τ ≤ T , we have that

Ỹ 0
σ ϕ

0
σ + Ỹ 1

σ ϕ
1
σ = lim inf

n→∞

(
Ỹ n,0
σ ϕ0

σ + Ỹ n,1
σ ϕ1

σ

)
≥ lim inf

n→∞
E
[
Ỹ n,0
τ ϕ0

τ + Ỹ n,1
τ ϕ1

τ

∣∣Fσ]
≥ E

[
lim inf
n→∞

(
Ỹ n,0
τ ϕ0

τ + Ỹ n,1
τ ϕ1

τ

)∣∣∣Fσ] = E
[
Ỹ 0
τ ϕ

0
τ + Ỹ 1

τ ϕ
1
τ

∣∣Fσ]
by Fatou’s lemma for conditional expectations.

To conclude that (Ỹ 0, Ỹ 1) ∈ Bλ(1) and hence that h ∈ Dλ, it remains to show

that (Ỹ 0, Ỹ 1) is R2
+-valued and S̃ := Ỹ 1

Ỹ 0
is valued in [(1 − λ)S, S]. Indeed, as S̃nτ ∈

[(1 − λ)Sτ , Sτ ], this implies that also S̃τ is valued in [(1 − λ)Sτ , Sτ ]. By Theorem A.1.8

(section theorem), the assertion follows. The assertion that (Ỹ 0, Ỹ 1) is R2
+-valued follows

by the same arguments.

(2). The first assertion, Cλ0 = (Dλ)◦, follows by Lemma 3.2.3 below, which is the local
version of the superreplication theorem under transaction costs.

The second assertion follows from the fact that (Cλ0 )◦ = (Dλ)◦◦ = Dλ, since by (1) the
set Dλ is convex solid and closed in the topology of convergence in measure.

(3). Assume Cλ0 fails to be bounded in L0(P). Then there exists α > 0 such that, for
all M > 0, we may find a ϕ0

T ∈ Cλ0 such that P[ϕ0
T ≥M ] ≥ α. Fix an Z ∈ Zλloc,e(S). The

strict positivity of Z implies that

β := inf
{
E[Z0

T1A] : P[A] ≥ α
}
> 0.

(Indeed, For an α > 0, we may find an ε > 0 such that α − ε > 0. Since Z0
T > 0 a.s.,

there exists N ∈ N such that P[Z0
T <

1
N

] < α− ε, for all n ≥ N . The worse case is that
{Z0

T <
1
N
} ⊆ A. Hence,

E[Z0
T1A] = E

[
Z0
T1A1{Z0

T<
1
N
} + Z0

T1A1{Z0
T≥

1
N
}
]
≥ 1

N
P
[
A ∩ {Z0

T ≥ 1
N
}
]
≥ ε

N
> 0,

and the assertion follows.) Let M > 1
β
. We arrive at a contradiction to the supermartin-

gale property

1 = E[Z0
0ϕ

0
0] ≥ E[Z0

Tϕ
0
T ] ≥ E

[
Z0
Tϕ

0
T1{ϕ0

T≥M}
]
≥ME

[
Z0
T1{ϕ0

T≥M}
]
≥ βM > 1.
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The fact that Cλ0 contains the constant function 1 follows by definition.

(4). It follows from Lemma 3.2.3 that Cλ0 = (Dλ)◦, therefore(
Cλ0
)◦

=
(
Dλ
)◦◦

= sol
(
Dλ
)P
.

Since
(
Cλ0
)◦

= Dλ by (2), we obtain
(
Dλ
)◦◦

= sol
(
Dλ
)P

= Dλ.

(5). Given (Zn,0, Zn,1)n∈N ⊆ Zλloc,e(S) and (αn)n∈N positive numbers such that∑∞
n=1 αn = 1, we have that

∑∞
n=1 αnZ

n,0 is a nonnegative local martingale starting at 1,∑∞
n=1 αnZ

n,1 is a local martingale and∑∞
n=1 αnZ

n,1∑∞
n=1 αnZ

n,0
∈ [(1− λ)S, S],

which already gives (5).

(6). Suppose that there exists a ĝ ∈ Cλ0 such that there is a ĥ ∈ Dλ\Dλ such that

E
[
ĝh
]
< E

[
ĝĥ
]

for all h ∈ Dλ. Therefore we may find an 0 < α such that

E
[
ĝh
]
≤ α < E

[
ĝĥ
]
.

for all h ∈ Dλ, which implies that ĝ
α
∈ Cλ0 by Lemma 3.2.3 below. On the other hand, we

obtain
E
[
ĝ
α
ĥ
]
> 1,

which contradicts the fact that ĥ ∈ Dλ = (Cλ0 )◦.

Lemma 3.2.3. ([27, Lemma A.2]) Suppose that S satisfies locally (CPSµ) for all µ ∈
(0, λ). Let g ∈ L0

+(P).
Then we have that g ∈ Cλ0 if and only if E[gZ0

T ] ≤ 1 for all Z ∈ Zλloc,e(S).

Proof. The “only if” part follows from the fact that, for all ϕ ∈ Aλ0(1) and Z ∈ Zλloc,e(S),
the process Z0ϕ0+Z1ϕ1 is a nonnegative local optional strong supermartingale by Propo-
sition 2.3.1 ([96, Proposition 2]) and hence a true optional strong supermartingale.

For the “if” part, let (τm)m∈N be a localizing sequence of stopping times for some
Z ∈ Zλloc,e(S) such that Zτm is a λ′-consistent price system for Sτm for some λ′ ∈ (0, λ).
Then,

gm := g1{τm=T} ∈ Cλ0,m :=
{
V liq
τm (ϕ)

∣∣∣ ϕ ∈ Aλ0(1)
}
,

and g ∈ Cλ0 if and only if gm ∈ Cλ0,m for each m ∈ N, as Cλ0,m ⊆ Cλ0 , gm
P−→ g and Cλ0 is

closed with respect to the topology of convergence in probability.
Assume now for a proof by contradiction that there exists some m′ ∈ N such that

gm′ /∈ Cλ0,m′ . As Sτm′ satisfies the assumptions of the Superreplication Theorem 2.3.4 ([97,

Theorem 1.4]), there exists a λ′-consistent price system Z =
(
Z

0
, Z

1)
for Sτm′ such that

E
[
gm′Z

0

τm′

]
> 1.
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By the assumption that S admits a local µ-consistent price system for any µ ∈ (0, λ) we

can extend Z to a local λ-consistent price system Z̃ =
(
Z̃0, Z̃1

)
by setting

Z̃0
t :=

Z
0

t for 0 ≤ t < τm′ ,

Ž0
t

Z
0
τm′

Ž0
τm′

for τm′ ≤ t ≤ T,

and

Z̃1
t :=

(1− µ′)Z1

t for 0 ≤ t < τm′ ,

(1− µ′)Ž1
t

Z
1
τm′

Ž1
τm′

for τm′ ≤ t ≤ T,

for some local µ′-consistent price system Ž = (Ž0, Ž1) with 0 < µ′ < λ−λ′
2
. Indeed,

clearly, Z̃0 and Z̃1 are strictly positive local martingale under P and Z̃0
0 = 1. To show

that Z̃1

Z̃0
takes its values in [(1− λ)S, S] note that, for 0 ≤ t < τm′ , the quotient

Z̃1
t

Z̃0
t

lies in

[(1− λ′)(1− µ′)St, (1− µ′)St]. For τm′ ≤ t ≤ T we still obtain that

Z̃1
t

Z̃0
t

= (1− µ′)Ž
1
t

Ž0
t

Z
1

τm′

Z
0

τm′

1
Ž1
τm′

Ž1
τm′

∈
[
(1− µ′)2(1− λ′)St, St

]
,

which is contained in [(1− λ)St, St] as 0 < µ′ < λ−λ′
2

. Since

E
[
gZ̃0

T

]
≥ E

[
gm′Z

0

τm′

]
> 1,

we obtain a contradiction to the assumption that E[gZ0
T ] ≤ 1 for all Z ∈ Zλloc,e(S).

We recall the duality theorem stated in [27, Theorem 3.2].

Theorem 3.2.4. Let S be an adapted strictly positive càdlàg process. Suppose that

• S admits locally a µ-consistent price system for all µ ∈ (0, λ).

• The asymptotic elasticity of U is strictly less than one, i.e.,

AE(U) := lim sup
x→∞

xU ′(x)

U(x)
< 1.

• The maximal expected utility is finite, i.e., u(x) <∞, for some x ∈ (0,∞).

Then

(1) We have the following properties for the value functions:

• u(x) <∞ for all x > 0. u is strictly concave, strictly increasing and continuously
differentiable on (0,∞), and satisfy the Inada conditions

u′(0) =∞ and u′(∞) = 0.
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• v(y) <∞ for all y > 0. v is strictly convex, strictly decreasing and continuously
differentiable on (0,∞), and satisfy the Inada conditions

v′(0) = −∞ and v′(∞) = 0.

• The primal value function u and the dual value function v are conjugate, i.e.,

u(x) = inf
y>0
{v(y) + xy}, v(y) = sup

x>0
{u(x)− xy}.

(2) For all x, y > 0, the solutions ĝ(x) ∈ Cλ0 (x) and ĥ(y) ∈ Dλ(y) to the primal problem
(3.1.2) and the the dual problem (3.2.5), respectively, exist, are unique, and there are(
ϕ̂0(x), ϕ̂1(x)

)
∈ Aλ0(x) and

(
Ŷ 0(y), Ŷ 1(y)

)
∈ Bλ(y) such that

V liq
T

(
ϕ̂(x)

)
= ĝ(x) and Ŷ 0

T (y) = ĥ(y). (3.2.7)

(3) For all x > 0, let ŷ(x) = u′(x) > 0, which is the unique solution to

v(y) + xy → min!, y > 0,

and is equivalent to x = −v′
(
ŷ(x)

)
. Then, ĝ(x) and ĥ

(
ŷ(x)

)
are given by the first

order conditions

ĥ
(
ŷ(x)

)
= U ′

(
ĝ(x)

)
and ĝ(x) = −V ′

(
ĥ
(
ŷ(x)

))
, (3.2.8)

and we have that
E
[
ĝ(x)ĥ

(
ŷ(x)

)]
= xŷ(x).

In particular, the process Ŷ 0
(
ŷ(x)

)
ϕ̂0(x) + Ŷ 1

(
ŷ(x)

)
ϕ̂1(x) is a càdlàg uniformly

integrable martingale for all
(
ϕ̂0(x), ϕ̂1(x)

)
∈ Aλ0(x) and

(
Ŷ 0(ŷ(x)), Ŷ 1(ŷ(x))

)
∈

Bλ(ŷ(x)) satisfying (3.2.7) with y = ŷ(x).

(4) We have that
v(y) = inf

(Z0,Z1)∈Zλloc,e(S)
E
[
V
(
yZ0

T

)]
. (3.2.9)

Proof. The proof follows immediately from Theorem B.1.20 ([70, Theorem 3.2 and Propo-

sition 3.2]). The process Ŷ 0(ŷ(x))ϕ̂0(x) + Ŷ 1(ŷ(x))ϕ̂1(x) is a martingale, as it is an
optional strong supermartingale with constant expectation.

3.3 Shadow Price

Let S̃ be any fictitious price process, that takes values in the bid-ask spread [(1−λ)S, S]
of the original market S and can be traded in a frictionless way. As purchaes and sales can
be carried out at potentially more favorable prices, any attainable payoff in the market
with transaction costs can be dominated by a payoff in the frictionless market S̃. As a
consequence, we obtain

u(x) = sup
ϕ∈Aλ0 (x)

E
[
U
(
V liq
T (ϕ)

)]
≤ sup

ϕ∈X (x;S̃)

E
[
U
(
x+ (ϕ1 • S̃)T

)]
=: u(x; S̃). (3.3.1)
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Here X (x; S̃) denotes the set of all self-financing and admissible trading strategies ϕ =

(ϕ0
t , ϕ

1
t )0≤t≤T for the price process S̃ = (S̃t)0≤t≤T in the frictionless setting, i.e., that

ϕ1 = (ϕ1
t )0≤t≤T is an S̃-integrable predictable process such that x+

(
ϕ1 • S̃

)
t
≥ 0 for all

t ∈ [0, T ] and ϕ0 = (ϕ0
t )0≤t≤T is defined via

ϕ0
t = x+

(
ϕ1 • S̃

)
t
− ϕ1

t S̃t, t ∈ [0, T ].

Note that Aλ0(x) ⊆ X (x; S̃).
The natural question here is whether we can find a least unfavorable frictionless

market evolving in the bid-ask spread with the same maximal expected utility as the
original market with transaction costs. This leads to the following definition.

Definition 3.3.1. In the above setting, a semimartingale S̃ = (S̃t)0≤t≤T is called a
shadow price process for the optimization problem (3.1.1), if

(i) S̃ = (S̃t)0≤t≤T takes values in the bid-ask spread [(1− λ)S, S].

(ii) The solution ϕ̃ = (ϕ̃0, ϕ̃1) to the corresponding frictionless utility maximization
problem

E
[
U
(
x+ (ϕ1 • S̃)T

)]
→ max!, (ϕ0, ϕ1) ∈ X (x; S̃), (3.3.2)

exists and coincides with the solution ϕ̂ = (ϕ̂0, ϕ̂1) to (3.1.1) under transaction
costs.

Note that a shadow price S̃ = (S̃t)0≤t≤T depends on the process S, the agent’s utility
function, and on her initial endowment.

If a shadow price S̃ exists, then an optimal strategy ϕ̃ = (ϕ̃0, ϕ̃1) for the frictionless
utility maximization problem (3.3.2) can also be realized in the market with transaction

costs in the sense spelled out in (3.3.3) below. As the expected utility for S̃ without
transaction costs is by (3.3.1) a priori higher than that of any other strategy under
transaction costs, it is – a fortiori – also an optimal strategy under transaction costs. The
existence of a shadow price S̃ implies in particular that the optimal strategy ϕ̂ = (ϕ̂0, ϕ̂1)

under transaction costs only trades, if S̃ is at the bid or ask price, i.e.,

{dϕ̂1 > 0} ⊆ {S̃ = S} and {dϕ̂1 < 0} ⊆ {S̃ = (1− λ)S}

in the sense that

{dϕ̂1,c > 0} ⊆
{
S̃ = S

}
, {dϕ̂1,c < 0} ⊆

{
S̃ = (1− λ)S

}
,

{∆ϕ̂1 > 0} ⊆
{
S̃− = S−

}
, {∆ϕ̂1 < 0} ⊆

{
S̃− = (1− λ)S−

}
, (3.3.3)

{∆+ϕ̂
1 > 0} ⊆

{
S̃ = S

}
, {∆+ϕ̂

1 < 0} ⊆
{
S̃ = (1− λ)S

}
.

The precise mathematical meaning of (3.3.3) is given by∫ T

0

1{Ŝ 6=S}(u)dϕ̂1,↑
u =

∫ T

0

1{Ŝ 6=S}(u)dϕ̂1,↑,c
u +

∑
0<u≤T

1{Ŝ− 6=S−}(u)∆ϕ̂1,↑
u

+
∑

0≤u<T

1{Ŝ 6=S}(u)∆+ϕ̂
1,↑
u = 0,
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and∫ T

0

1{Ŝ 6=(1−λ)S}(u)dϕ̂1,↓
u =

∫ T

0

1{Ŝ 6=(1−λ)S}(u)dϕ̂1,↓,c
u +

∑
0<u≤T

1{Ŝ− 6=(1−λ)S−}(u)∆ϕ̂1,↓
u

+
∑

0≤u<T

1{Ŝ 6=(1−λ)S}(u)∆+ϕ̂
1,↓
u = 0.

In general, shadow prices fail to exit in the sense of Definition 3.3.1 (see the coun-
terexamples in [4, 25, 27]). The reason for this is that, similarly to the frictionless case

[70], the solution ĥ to (3.2.2) is in general only attained as a P-a.s. limit

ĥ = y lim
n→∞

Zn,0
T

of a minimizing sequence (Zn)∞n=1 of local λ-consistent price systems.

In [27, Example 4.1] we also see that, it may happen that the dual optimizer Ŷ =

(Ŷ 0, Ŷ 1) as well as its ratio Ŝ do not have càdlàg trajectories and therefore fail to be
semimartingales. Though we are not in the standard setting of stochastic integration,
we can still define the stochastic integral ϕ̂1 • Ŝ of a predictable finite variation process
ϕ̂1 = (ϕ̂1

t )0≤t≤T with respect to the làdlàg process Ŝ = (Ŝt)0≤t≤T by integration by parts;
see (A.1.1). This yields

(ϕ̂1 • Ŝ)t =

∫ t

0

ϕ̂1,c
u dŜu +

∑
0<u≤t

∆ϕ̂1
u

(
Ŝt − Ŝu−

)
+
∑

0≤u<t

∆+ϕ̂
1
u

(
Ŝt − Ŝu

)
. (3.3.4)

The integral (3.3.4) can still be interpreted as the gains from trading of the self-financing

trading strategy ϕ̂1 = (ϕ̂1
t )0≤t≤T without transaction for the price process Ŝ = (Ŝt)0≤t≤T .

It turns out that the left jumps ∆ϕ̂1
u of the optimizer ϕ̂1 need special care. The crux

here is that, as shown in (3.3.4), the trades ∆ϕ̂1
u are not carried out at the price Ŝu but

rather at its left limit Ŝu−. We need to consider a pair of processes Y p = (Y p,0
t , Y p,1

t )0≤t≤T
and Y = (Y 0

t , Y
1
t )0≤t≤T , that correspond to the limit of the left limits Zn

− = (Zn,0
− , Zn,1

− )
and the limit of the approximating consistent price systems Zn = (Zn,0, Zn,1) themselves
retrospectively. As shown in [27, Example 4.2], the process Y p and Y− do not need to
coincide so that we have that “limit of left limits 6= left limits of limits”.

Like the left limits Zn
− = (Zn,0

− , Zn,1
− ), their limit Y p = (Y p,0, Y p,1) is a predictable

strong supermartingale.
In the context of Theorem 3.2.4 above, we call Y = (Y p, Y ) =

(
(Y p,0, Y p,1), (Y 0, Y 1)

)
a sandwiched strong supermartingale deflator, if

• Y = (Y 0, Y 1) ∈ Bλ(y),

• (Y p,0, Y 0) and (Y p,1, Y 1) are sandwiched strong supermartingales,

• the process S̃p lies in the bid-ask spread, i.e.,

S̃pt :=
Y p,1
t

Y p,0
t

∈ [(1− λ)St−, St−], t ∈ [0, T ].
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The definitions above allow us to obtain the following extension of Theorem 3.2.4.
Roughly speaking, it states that the hypotheses of Theorem 3.2.4 suffice to yield a shadow
price in a more general “sandwiched sense”.

Theorem 3.3.2. Under the assumptions of Theorem 3.2.4, let (Zn)n∈N be a minimizing
sequence of local λ-consistent price systems for the dual problem (3.2.9), i.e.,

E
[
V
(
ŷ(x)Zn,0

T

)]
↘ v

(
ŷ(x)

)
, as n→∞.

Then there exist convex combinations Z̃n ∈ conv(Zn, Zn+1, · · · ) and a sandwiched

strong supermartingale deflator Ŷ = (Ŷ p, Ŷ ) such that

ŷ(x)
(
Z̃n,0
τ− , Z̃

n,1
τ−
) P−→

(
Ŷ p,0
τ , Ŷ p,1

τ

)
and ŷ(x)

(
Z̃n,0
τ , Z̃n,1

τ

) P−→
(
Ŷ 0
τ , Ŷ

1
τ

)
,

for all [0, T ]-valued stopping times τ and we have, for any primal optimizer ϕ̂ = (ϕ̂0, ϕ̂1),
that

Ŷ 0ϕ̂0 + Ŷ 1ϕ̂1 = Ŷ 0
(
x+ ϕ̂1 • Ŝ

)
, (3.3.5)

where

Ŝ =
(
Ŝp, Ŝ

)
=

(
Ŷ p,1

Ŷ p,0
,
Ŷ 1

Ŷ 0

)
and

x+
(
ϕ̂1 • Ŝ

)
t

:= x+

∫ t

0

ϕ̂1,c
u dŜu +

∑
0<u≤t

∆ϕ̂1
u(Ŝt − Ŝpu) +

∑
0≤u<t

∆+ϕ̂
1
u(Ŝt − Ŝu). (3.3.6)

This implies (after choosing a suitable version of ϕ̂1(x)) that

{dϕ̂1,c > 0} ⊆ {Ŝ = S}, {dϕ̂1,c < 0} ⊆ {Ŝ = (1− λ)S},
{∆ϕ̂1 > 0} ⊆ {Ŝp = S−}, {∆ϕ̂1 < 0} ⊆ {Ŝp = (1− λ)S−}, (3.3.7)

{∆+ϕ̂
1 > 0} ⊆ {Ŝ = S}, {∆+ϕ̂

1 < 0} ⊆ {Ŝ = (1− λ)S}.

Proof. See [27, Theorem 3.5].

For any sandwiched supermartingale deflator Y = (Y p, Y ), with the associated price
process

S̃ =
(
S̃p, S̃

)
=
(Y 1,p

Y 0,p
,
Y 1

Y 0

)
,

and any trading strategy ϕ ∈ Aλ0(x), we have for the liquidation value V liq(ϕ) that

V liq
t (ϕ) ≤ x+

(
ϕ1 • S̃

)
t

:= x+

∫ t

0

ϕ1,c
u dS̃u +

∑
0<u≤t

∆ϕ1
u

(
S̃t − S̃pu

)
+
∑

0≤u<t

∆+ϕ
1
u

(
S̃t − S̃u

)
.

(3.3.8)

Indeed, it is obvious that a self-financing trading in the frictionless way for a price process
S̃ = (S̃p, S̃) taking values in the bid-ask spread is at least as favorable as trading for S
with transaction costs. The relations (3.3.5) and (3.3.7) illustrate that the agent only

trades, when Ŝ =
(
Ŝp, Ŝ

)
matches the bid or ask price.

Let us give some comments on the class of trading strategies competing against ϕ̂1.
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(i) The process ϕ1 should be predictable and of finite variation so that the stochastic
integral (3.3.6) is well-defined.

(ii) Associate to the process ϕ1 the process ϕ0 by

ϕ0
t := x+

(
ϕ1 • Ŝ

)
t
− ϕ1

t Ŝt, 0 ≤ t ≤ T. (3.3.9)

One may check that ϕ0 is a predictable finite variation process and also satisfies

ϕ0
t− = x+

(
ϕ1 • Ŝ

)
t− − ϕ

1
t−Ŝ

p
t−.

Therefore, the process ϕ = (ϕ0
t , ϕ

1
t )0≤t≤T models the holdings in bond and stock

induced by the process ϕ1 considered as trading strategy without transaction costs
on Ŝ.

(iii) The natural admissibility condition in the frictionless setting is ϕ0
t + ϕ1

t Ŝt ≥ 0,
for all 0 ≤ t ≤ T , which is used in Definition 3.3.1. However, it is shown by
counterexamples in [4, 25, 27] that this notion is too wide in order to obtain a
positive result in the present general context. Instead, we define the admissibility
in terms of the original process S under transaction costs λ, i.e.,

V liq
t (ϕ) := ϕ0

t + (ϕ1
t )

+(1− λ)St − (ϕ1
t )
−St ≥ 0. (3.3.10)

Theorem 3.3.3. Under the assumptions of Theorem 3.3.2, let ϕ be a predictable process
of finite variation, which is self-financing for Ŝ without transaction costs, i.e., satisfies
(3.3.9) and is admissible in the sense of (3.3.10).

Then the process

Ŷ 0
t ϕ

0
t + Ŷ 1

t ϕ
1
t = Ŷ 0

t

(
x+ (ϕ1 • Ŝ)t

)
, 0 ≤ t ≤ T, (3.3.11)

is a nonnegative optional strong supermartingale and

E
[
U
(
x+ (ϕ1 • Ŝ)T

)]
≤ E

[
U
(
x+ (ϕ̂1 • Ŝ)T

)]
= E

[
U
(
ϕ̂0
T + ϕ̂1

T ŜT
)]

= E
[
U
(
V liq
T (ϕ̂)

)]
. (3.3.12)

Proof. See [27, Theorem 3.6].

Theorem 3.3.3 states that the sandwiched strong supermartingale deflator Ŝ = (Ŝp, Ŝ)
may be viewed as a frictionless shadow price, if we use a more liberal concept than
Definition 3.3.1.

However, if the solution Ẑ = (Ẑ0, Ẑ1) ∈ Zλloc,e(S) to problem (3.2.1) exists, i.e., if

there is no “loss of mass”, the ratio Ŝ := Ẑ1

Ẑ0
is a shadow price in the sense Definition

3.3.1.

Theorem 3.3.4. (Shadow Price Theorem, [27, Proposition 3.7]). If there is a minimizer

(Ŷ 0, Ŷ 1) ∈ Bλ
(
ŷ(x)

)
of the dual problem (3.2.5) which is a local martingale, then Ŝ := Ŷ 1

Ŷ 0

is a shadow price in the sense of Definition 3.3.1.
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Proof. Suppose that (Ŷ 0, Ŷ 1) ∈ Bλ
(
ŷ(x)

)
is a local martingale and hence càdlàg. Then

the process (Ŷ p,0, Ŷ p,1) coincides with (Ŷ 0
−, Ŷ

1
−) (see Remark A.1.21) and the integral

x+ ϕ̂1 • Ŝ reduces to the usual stochastic integral x+ ϕ̂1 • Ŝ with Ŝ := Ŷ 1

Ŷ 0
.

Moreover, by Theorem 3.3.2, we have that

Ŷ 0ϕ0 + Ŷ 1ϕ1 = Ŷ 0
(
x+ ϕ1 • Ŝ

)
which is a nonnegative local martingale and hence a supermartingale for all (ϕ0, ϕ1) ∈
X
(
x; Ŝ

)
, which implies that Ŷ 0 is an equivalent local martingale deflator for Ŝ without

transaction costs starting at Ŷ 0
0 = ŷ(x) and hence Ŷ 0 ∈ Y

(
ŷ(x); Ŝ

)
. Recall that

Y(y; Ŝ) :=

{
(Yt)0≤t≤T ≥ 0

∣∣∣∣∣ Y0 = y and Y (ϕ0 + ϕ1Ŝ) = Y (1 + ϕ1 • Ŝ) is

a càdlàg supermartingale for all ϕ ∈ X (1; Ŝ)

}
.

Let u
(
x; Ŝ

)
and v

(
y; Ŝ

)
denote the value functions of the primal and dual problems,

respectively, in the frictionless market Ŝ.
As Ŷ 0

T = U ′
(
V liq
T (ϕ̂)

)
and Ŷ 0ϕ̂0 + Ŷ 1ϕ̂1 = Ŷ 0

(
x+ ϕ̂1 • Ŝ

)
is a martingale by Theorem

3.2.4(3), we obtain by the duality for the frictionless utility maximization problem, i.e.,

[70, Theorem 2.2], that (ϕ̂0, ϕ̂1) ∈ X
(
x; Ŝ

)
and Ŷ 0 ∈ Y

(
ŷ(x); Ŝ

)
are the solutions to the

frictionless primal and dual problem for Ŝ, if ŷ(x; Ŝ) = ŷ(x).
To see the latter, we observe that u(x) = v

(
ŷ(x)

)
+ xŷ(x) by Theorem 3.2.4 and

therefore by (3.3.1)

v
(
ŷ(x)

)
+ xŷ(x) = u(x) ≤ u

(
x; Ŝ

)
≤ v
(
ŷ(x); Ŝ

)
+ xŷ(x)

≤ E
[
V (Ŷ 0

T )
]

+ xŷ(x) = v
(
ŷ(x)

)
+ xŷ(x),

since v
(
ŷ(x)

)
= E

[
V (Ŷ 0

T )
]

and Ŷ 0 ∈ Y
(
ŷ(x); Ŝ

)
. Therefore, we obtain ŷ(x; Ŝ) = ŷ(x)

and u(x) = u
(
x; Ŝ

)
.

Conversely, it was proved in [27, Proposition 3.8] that if a shadow price in the classical
sense exists, it is necessarily derived from a dual minimizer.

Note that by [63, Proposition 4.19] the existence of an optimal strategy to the fric-

tionless utility maximization problem (3.3.2) for Ŝ essentially implies that Ŝ satisfies
(NUPBR).
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Chapter 4

Shadow Prices for Continuous
Processes

In Chapter 3, we analyzed the duality theory in full generality, i.e., in the framework of
càdlàg processes S. In this chapter, we show that the theory simplifies considerably, if we
restrict ourselves to continuous processes S. More importantly, we obtain sharper results
than in the general càdlàg setting.

4.1 Simplification of the Duality Theory

There is a pleasant simplification as compared to the general setting. As the price process
does not jump, it does not matter, if one is trading immediately before, or just at a given
time, while in the case of a càdlàg process S it does make a difference whether the jumps
of ϕ are on the left or on the right side. If ϕ satisfies the self-financing condition (2.1.1),
then its left-continuous version ϕl as well as its right-continuous version ϕr also satisfies
(2.1.1). It turns out that the convenient choice is to impose that the process ϕ is right-
continuous, and therefore càdlàg. Indeed, in this case ϕ is a semimartingale so that the
Riemann-Stieltjes integrals in (2.1.1) may also be interpreted as Itô integrals and we are
in the customary realm of stochastic analysis. Therefore, we define trading strategies as
R2-valued càdlàg adapted finite variation processes ϕ = (ϕ0

t , ϕ
1
t )0≤t≤T . But occasionally it

will be convenient also to consider the left-continuous version ϕl, which has the advantage
of being predictable. We shall indicate if we pass to the left-continuous version ϕl. Again
by the continuous of S, trading strategies can be assumed to be optional.

As we deal with the right-continuous processes ϕ, we have the usual notational prob-
lem of a jump at time zero. This is done by distinguishing between the value ϕ0− = (x, 0)
above and ϕ0 = (ϕ0

0, ϕ
1
0). In accordance with (2.1.1) we must have

ϕ0
0 − ϕ0

0− ≤ −S0(ϕ1
0 − ϕ1

0−)+ + (1− λ)S0(ϕ1
0 − ϕ1

0−)−

i.e.,

ϕ0
0 ≤ x− S0(ϕ1

0)+ + (1− λ)S0(ϕ1
0)−.

Now we adapt the general duality theorem to its special case.
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Let Aλ0(x) be the set of 0-admissible R2-valued adapted càdlàg finite variation pro-
cesses ϕ, starting with initial endowment (ϕ0

0−, ϕ
1
0−) = (x, 0) and satisfying the self-

financing condition (2.1.1). Denote by Cλ0 (x) the convex subset in L0
+

Cλ0 (x) :=
{
V liq
T (ϕ)

∣∣ϕ ∈ Aλ0(x)
}
. (4.1.1)

For given initial endowment x > 0, the agent wants to maximize expected utility at
terminal time T , i.e.,

E[U(g)]→ max!, g ∈ Cλ0 (x). (4.1.2)

Contrary to Chapter 3, where we were forced to consider optional strong supermartin-
gales, in the present setting of continuous S, we may remain in the usual realm of càdlàg
supermartingales. Indeed, as the trading strategies is right-continuous, we are allowed
to pass the supermartingale property onto to the Fatou limit as in the frictionless case.
Summing up, the dual optimizer is then attained as Fatou limit under transaction costs
as well, if the price process S is continuous.

Definition 4.1.1. For y > 0, we call a nonnegative process Y = (Y 0, Y 1) an super-
martingale deflator starting at y, if

(i) Y 0
0 = y,

(ii) Y 1

Y 0 ∈ [(1− λ)S, S],

(iii) Y 0ϕ0 + Y 1ϕ1 is a nonnegative supermartingale for all ϕ ∈ Aλ0(1).

We denote by Bλ(y) the set of supermartingale deflators with Y 0
0 = y and by Dλ(y)

the set of random variables h ∈ L0
+(Ω,F ,P) such that there is a supermartingale deflator

(Y 0
t , Y

1
t )0≤t≤T ∈ Bλ(y), whose first coordinate has terminal value Y 0

T = h. We denote by
Bλ and Dλ the sets Bλ(1) and Dλ(1), respectively.

Recall that Dλ :=
{
Z0
T

∣∣Z ∈ Zλloc,e(S)
}
. Now we can state the polar relation between

Cλ0 and Dλ.

Proposition 4.1.2. ([30, Proposition 2.9]). Fix the continuous process S = (St)0≤t≤T and
transaction costs 0 < λ < 1. Suppose that S satisfies (CPSµ) locally for all 0 < µ < λ.
We then have:

(i) The sets Cλ0 and Dλ are solid, convex subsets of L0
+(P) which are closed with respect

to convergence in probability.

(ii) For g ∈ L0
+, we have that g ∈ Cλ0 iff we have E[gh] ≤ 1, for all h ∈ Dλ.

For h ∈ L0
+, we have that h ∈ Dλ iff we have E[gh] ≤ 1, for all g ∈ Cλ0 .

(iii) The set Cλ0 is bounded in L0 and contains the constant function 1.

(iv) The set Dλ equals the closed (in probability) convex solid hull of Dλ in L0
+(P).

Proof. The proof is analogous to Lemma 3.2.2. However, we should pay some attention,
since ϕ ∈ Aλ0(1) and Y ∈ Bλ are assumed to be càdlàg.

Let (gn)n∈N be a sequence in Cλ0 converging in probability to some g ∈ L0
+ and associate

to each gn the càdlàg trading strategy ϕn ∈ Aλ0(1). Following the proof of Lemma 3.2.2
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(1), after passing to convex combinations, we may find a finite variation process ϕ such
that

P
[
ϕnt → ϕt, ∀t ∈ [0, T ]

]
= 1.

As we restrict ourselves to continuous process S, we may pass to the right-continuous
version of ϕ, denoted again by ϕ, which is in Aλ0(1) and ϕ0

T = g.
For the closedness of Dλ, we use here the classical Fatou convergence for supermartin-

gales as [70, Lemma 4.1]. Take (hn)n∈N in Dλ converging to some h in probability.
Our goal is to prove that h ∈ Dλ. For each n ∈ N, associate to hn the càdlàg pos-
itive supermartingale (Y n,0, Y n,1) ∈ Bλ with Y n,0

T = hn. We are going to construct a
càdlàg nonnegative supermartingale (Y 0, Y 1) ∈ Bλ such that Y 0

T = h. By the positivity,

we may use the Komlós type Theorem A.1.2 to find convex combinations
(
h̃n
)
n∈N and(

Ỹ n,1, Ỹ n,1
)
n∈N. More precisely a diagonal argument gives this P-a.s. converging simulta-

neously for
(
h̃n
)
n∈N and

(
Ỹ n,1
t , Ỹ n,1

t

)
n∈N for all t from a countable subset T ⊆ [0, T ] which

is dense in [0, T ] and contains 0 and T , i.e., we always take the same convex combinations

for all
(
Ỹ n,1
t , Ỹ n,1

t

)
n∈N, such that(
Ỹ n,1
t , Ỹ n,1

t

)
→
(
Y ∞,1t , Y ∞,1t

)
, a.s. for all t ∈ T .

Hence, Y n,0
T = hn implies that Ỹ n,0

T = h̃n and so Y ∞,0T = h∞. As hn → h in probability

and h̃n → h∞ almost surely, we obtain that h∞ = h almost surely, so h = Y ∞,0T almost
surely. Therefore, we only needs to show that Y ∞,0T = Y 0

T for some (Y 0, Y 1) ∈ Bλ.
By the convexity of Bλ, we have that, for each (ϕ0, ϕ1) ∈ Aλ0(1), the process

ϕ0Ỹ n,0 + ϕ1Ỹ n,0 is a nonnegative supermartingale. Therefore, by Fatou’s lemma and
the supermartingale property, we obtain that

E
[
ϕ0
tY
∞,0
t + ϕ1

tY
∞,1
t

∣∣Fs] ≤ E
[

lim
n→∞

(
ϕ0
t Ỹ

n,0
t + ϕ1

t Ỹ
n,1
t

) ∣∣∣Fs]
≤ lim inf

n→∞
E
[
ϕ0
t Ỹ

n,0
t + ϕ1

t Ỹ
n,1
t

∣∣∣Fs]
≤ lim inf

n→∞

(
ϕ0
sỸ

n,0
s + ϕ1

sỸ
n,1
s

)
= ϕ0

sY
∞,0
s + ϕ1

sY
∞,1
s ,

for each s ≤ t with s, t ∈ T , and so the process
(
ϕ0
tY
∞,0
t + ϕ1

tY
∞,1
t

)
t∈T is a supermartin-

gale over T for each (ϕ0, ϕ1) ∈ Aλ0(1). In particular,
(
Y ∞,0t , Y ∞,1t

)
t∈T is a nonnegative

supermartingale by taking simply (ϕ0, ϕ1) = (1, 0) and (ϕ0, ϕ1) = (0, 1), respectively.
Now, we pass to a càdlàg process by

(Y 0
t , Y

1
t ) :=

{
lim

s↘t,s∈T

(
Y ∞,0s , Y ∞,1s

)
, 0 ≤ t < T,(

Y ∞,0T , Y ∞,1T

)
, t = T.

Clearly, Y 0
T = h, and Y 0(1 − λ)S ≤ Y 1 ≤ Y 0S as S is continuous. Using Fatou and

backward martingales we can prove that (ϕ0Y 0 + ϕ1Y 1) is a supermartingale for each
(ϕ0, ϕ1). Indeed, let 0 ≤ s ≤ t < T . As (ϕ0, ϕ1) is càdlàg, we have

E
[
ϕ0
tY

0
t + ϕ1

tY
1
t

∣∣Fs] = E

[
lim

u↘t,u∈T

(
ϕ0
uY
∞,0
u + ϕ1

uY
∞,1
u

) ∣∣∣Fs]
≤ lim inf

u↘t,u∈T
E
[
ϕ0
uY
∞,0
u + ϕ1

uY
∞,1
u

∣∣∣Fs] .
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Let (sn)n∈N0 be a sequence in T such that s0 = u and sn ↘ s. By the continuity of the
filtration (Ft)0≤t≤T , we have Fs =

⋂
n∈N0
Fsn . For −m ∈ N0, define

Gm :=
−m⋂
n=0

Fsn and Mm := E
[
ϕ0
uY
∞,0
u + ϕ1

uY
∞,1
u

∣∣Gm].
Clearly, G0 = Fs0 = Fu and G−∞ = Fs, and (Mm)m≤0 is a martingale. By Backwards
Convergence Theorem (see, e.g., [91, Theorem I.10]), we obtain that

lim
m→−∞

Mm = E

[
M0

∣∣∣∣ 0⋂
m=−∞

Gm

]
.

Hence,

E
[
ϕ0
tY

0
t + ϕ1

tY
1
t

∣∣Fs] ≤ lim inf
u↘t,u∈T

E
[
E
[
ϕ0
uY
∞,0
u + ϕ1

uY
∞,1
u

∣∣∣Fu] ∣∣∣Fs]
= lim inf

u↘t,u∈T
E

[
M0

∣∣∣∣ 0⋂
m=−∞

Gm

]
= lim inf

u↘t,u∈T
lim
n→∞

M−n

= lim
n→∞

E
[
ϕ0
uY
∞,0
u + ϕ1

uY
∞,1
u

∣∣∣Fsn]
≤ lim

n→∞
ϕ0
snY

∞,0
sn + ϕ1

snY
∞,1
sn

= ϕ0
sY

0
s + ϕ1

sY
1
s .

Therefore, (Y 0, Y 1) ∈ Bλ with Y 0
T = h, so h ∈ Dλ.

Define now the dual minimization problem

E[V (h)]→ min!, h ∈ Dλ(y). (4.1.3)

We now can conclude from Proposition 4.1.2 that the duality results of portfolio
optimization, as obtained in [70, Theorem 3.1 and 3.2] (Theorem B.1.20), carry over
verbatim to the present setting as these results only need the validity of Proposition
Proposition 4.1.2 as input. We recall the essence of theses results.

Theorem 4.1.3 (Duality Theorem). In addition to the hypotheses of Proposition 4.1.2
suppose that there is a utility function U : (0,∞)→ R satisfying AE(U) < 1. Define the
primal and dual value functions as

u(x) := sup
g∈Cλ0 (x)

E[U(g)], v(y) := inf
h∈Dλ(y)

E[V (h)],

and suppose that u(x) <∞, for some x > 0.
Then, the following statements hold true.

(i) The functions u(x) and v(y) are finitely valued, for all x, y > 0, and mutually
conjugate

v(y) = sup
x>0
{u(x)− xy}, u(x) = inf

y>0
{v(y) + xy}.

The functions u and v are continuously differentiable and strictly concave (respec-
tively, convex) and satisfy

u′(0) = −v′(0) =∞, u′(∞) = v′(∞) = 0.
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(ii) For all x, y > 0, the solutions ĝ(x) ∈ Cλ0 (x) in (4.1.2) and ĥ(y) ∈ Dλ(y) in (4.1.3)
exist, are unique and take their values a.s. in (0,∞). There are

(
ϕ̂0(x), ϕ̂1(x)

)
∈

Aλ0(x) and
(
Ŷ 0(y), Ŷ 1(y)

)
∈ Bλ(y) such that

V liq
T

(
ϕ̂(x)

)
= ĝ(x) and Ŷ 0

T (y) = ĥ(y).

(iii) If x > 0 and y > 0 are related by u′(x) = y, or equivalently x = −v′(y), then ĝ(x)

and ĥ(y) are related by the first order conditions

ĥ(y) = U ′
(
ĝ(x)

)
and ĝ(x) = −V ′

(
ĥ(y)

)
, (4.1.4)

and we have that
E
[
ĝ(x)ĥ(y)

]
= xy. (4.1.5)

In particular, the process ϕ̂0
t (x)Ŷ 0

t (y) + ϕ̂1
t (x)Ŷ 1

t (y) is a uniformly integrable P-
martingale.

(iv) We have that
v(y) = inf

(Z0,Z1)∈Zλloc,e(S)
E
[
V
(
yZ0

T

)]
.

Remark 4.1.4. The Duality Theorem 4.1.3 asserts the existence of a strictly positive dual
optimizer ĥ(y) ∈ Dλ(y), which implies that there is an equivalent supermartingale de-

flator Ŷ (y) =
(
Ŷ 0
t (y), Ŷ 1

t (y)
)

0≤t≤T ∈ B
λ(y) such that ĥ(y) = Ŷ 0

T . We are interested in

the question whether the supermartingale Ŷ (y) can be chosen to be a local martingale.

We say “can be chosen” for the following reason: the dual optimizer Ŷ (y) is not nec-

essarily unique, especially the the second coordinate Ŷ 1(y) (see [98, Remark 6.9] for a
counterexample).

The phenomenon that the dual optimizer may be induced by a supermartingale only,
rather than by a local martingale, is well-known in the frictionless theory (see [70, Exam-
ple 5.1 and 5.1’]). This phenomenon is related to the singularity of the utility function
U at the left boundary of its domain, where we have

U ′(0) := lim
x↘0

U ′(x) =∞.

If one passes to utility functions U which take finite values on the entire real line, e.g.,
U(x) = −e−x, the present “supermartingale phenomenon” does not occur any more
(compare [94]).

4.2 Existence of Shadow Prices under (NUPBR)

In the present context of portfolio optimization under transaction costs, the question of
the local martingale property of the dual optimizer Ŷ (y) is of crucial relevance in view
of the subsequent Shadow Price Theorem. It states that, if the dual optimizer is induced
by a local martingale, there is a shadow price. This theorem essentially goes back to the
work of Cvitanić and Karatzas [22]. While these authors did not explicitly crystallize the
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notation of a shadow price, subsequently Loewenstein [75] explicitly formulated the rela-
tion between a financial market under transaction costs and a corresponding frictionless
market. Later this has been termed “shadow price process” (compare also [62, 4] as well
as [61, 44, 43, 17, 55] for constructions in the Black-Scholes model).

We start by giving a precise meaning to this notion.

Definition 4.2.1. In the above setting, a semimartingale S̃ = (S̃t)0≤t≤T is called a
shadow price process for the optimization problem (4.1.2), if

(i) S̃ takes its values in the bid-ask spread [(1− λ)S, S].

(ii) The optimizer to the corresponding frictionless utility maximization problem

E[U(g̃)]→ max!, g̃ ∈ C(x; S̃), (4.2.1)

exists and coincides with the solution ĝ(x) ∈ Cλ0 (x) for the optimization problem

(4.1.2) under transaction costs. In (4.2.1) the set C(x; S̃) consists of all nonnegative
random variables, which are attainable by starting with initial endowment x and
then trading in an admissible way the stock price process S̃ in a frictionless way, as
defined in [70].

(iii) The optimal trading strategy Ĥ (in the sense of predictable, S̃-integrable process for

the frictionless market S̃, as in [70]) is equal to the left-continuous version of the fi-
nite variation process ϕ̂1(x) of the optimizer (ϕ̂0

t (x), ϕ̂1
t (x))0≤t≤T of the optimization

problem (4.1.2).

The essence of the above definition is that the value function u
(
x; S̃

)
of the opti-

mization problem for the frictionless market S̃ is equal to the value function u(x) of the
optimization problem for S under transaction costs, i.e.,

u
(
x; S̃

)
:= sup

g̃∈C(x;S̃)

E
[
U
(
g̃
)]

= sup
g∈Cλ0 (x)

E[U(g)] =: u(x), (4.2.2)

although the set C(x; S̃) contains the set Cλ0 (x) defined in (4.1.1).

Theorem 4.2.2 (Shadow Price Theorem). Under the hypothesis of Theorem 4.1.3 fix

x > 0 and y > 0 such that u′(x) = y. Assume that the dual optimizer ĥ(y) equals Ẑ0
T (y),

where Ẑ(y) ∈ Bλ(y) is a local martingale under P.

Then the strictly positive semimartingale Ŝ := Ẑ1(y)

Ẑ0(y)
is a shadow price process (in the

sense of Definition 4.2.1) for the optimization problem (4.1.2).

Proof. By hypothesis, there is a local martingale
(
Ẑ0(y), Ẑ1(y)

)
such that ĥ(y) = Ẑ0

T (y).

The process Ŝ = Ẑ1(y)

Ẑ0(y)
then satisfies condition (i) of the above definition, i.e., Ŝ ∈

[(1− λ)S, S].

To verify (ii) first observe the economically rather obvious relation

C(x; Ŝ) ⊇ Cλ0 (x). (4.2.3)
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Indeed, every frictionless trade on the process Ŝ (which takes values in the bid-ask
spread [(1−λ)S, S] is at least as favorable as a trade on S under transaction costs λ (where
the agent always gets the less favorable choice between (1 − λ)S and S). Therefore,
it is intuitively obvious that any claim, which can be attained by trading in S under
transaction costs λ, can also be attained by trading in Ŝ in a frictionless way.

More formally, let ϕ = (ϕ0
t , ϕ

1
t )0≤t≤T be an admissible trading strategy for the process

S, which is self-financing under transaction costs λ. The value process

V̂t := ϕ0
t + ϕ1

t Ŝt (4.2.4)

gives the value of this portfolio if we evaluate the position ϕ1
t in stocks using the price

Ŝt. As the process ϕ1 has finite variation and Ŝ is a semimartingale, we obtain by [58,
Proposition I.4.49]

dV̂t = ϕ1
t−dŜt +

(
dϕ0

t + Ŝtdϕ
1
t

)
. (4.2.5)

The increment in the bracket is nonpositive in view of the inequalities (2.1.1) and the

fact that Ŝ takes values in the bid-ask spread [(1− λ)S, S]. On the other hand, consider
the left-continuous version of the process (ϕ1

t )0≤t≤T as a predictable integrand for the

semimartingale Ŝ. For the corresponding value process Xt := x + (ϕ1
− • Ŝ)t we obtain

that V̂0 = X0 = x and
dXt = ϕ1

t−dŜt. (4.2.6)

Comparing (4.2.5) and (4.2.6) we obtain that (Xt − V̂t)0≤t≤T is a nondecreasing process

so that XT ≥ V̂T almost surely. Hence we obtain for the liquidation value

V liq
T (ϕ) ≤ V̂T ≤ XT , a.s., (4.2.7)

which shows the inclusion (4.2.3) and therefore the inequality ≥ in (4.2.2).

We now use the duality results to show the reverse inequlity. By the definition of
Ŝ and the assumption that (Ẑ0, Ẑ1) is a local martingale, we have that Ẑ0Ŝ is a local

martingale under measure P, so that Ẑ0 may be viewed as a strict martingale density
process for the semimartingale Ŝ, i.e., Ze

(
Ŝ
)
6= ∅. By Proposition B.1.21 we have that the

sets C(1; Ŝ) and D(1; Ŝ) satisfy the assumptions of [70, Theorem 3.2] (Theorem B.1.20),

where D(1; Ŝ) is the set of nonnegative random variables g, which can be dominated by
the terminal value YT of a supermartingale deflator (Yt)0≤t≤T in the frictionless setting.

Now make the crucial observation that we have the following inclusion:

D(y; Ŝ) ⊆ Dλ(y), (4.2.8)

Indeed, by Proposition B.1.21 and Proposition 4.1.2 we have the polar relations

D(y; Ŝ) =
{
h̃ ∈ L0

+ : E
[
g̃h̃
]
≤ xy, for all g̃ ∈ C(x; Ŝ)

}
,

Dλ(y) =
{
h ∈ L0

+ : E[gh] ≤ xy, for all g ∈ Cλ0 (x)
}
.

We have seen in (4.2.3) that the reverse inclusion holds true for the primal sets, which
proves (4.2.8).
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Next observe that ĥ(y), which is the dual optimizer in the (larger) set Dλ(y), actually

lies already in the (smaller) set D(y; Ŝ). Indeed, ĥ(y)
y

is the terminal value of a martin-

gale density process for Ŝ, hence a terminal value of a supermartingale deflator in the
frictionless setting, i.e.,

ĥ(y) ∈ D(y; Ŝ). (4.2.9)

Looking at the frictionless dual problem

E[V (h̃)]→ min! h̃ ∈ D(y; Ŝ), (4.2.10)

and the corresponding dual problem under transaction costs

E[V (h)]→ min! h ∈ Dλ(y), (4.2.11)

we deduce from (4.2.8) and (4.2.9) that ĥ(y) a fortiori is the optimizer for (4.2.10) in

D(y; Ŝ) with respect to the frictionless setting. In particular, the dual value functions

v(y) and v(y; Ŝ) coincide.

Turning to the primal side, for x = −v′(y) we note that the value function u(x; Ŝ) is

finite, since for any g̃ ∈ C(x; Ŝ) we deduce form (4.1.4) in Theorem 4.1.3 and Fenchel’s
inequalities that

E[U(g̃)] ≤ E
[
U(ĝ(x)) + U ′(ĝ(x))(g̃ − ĝ(x))

]
= E

[
U(ĝ(x))− ĝ(x)ĥ(y)

]
+ E

[
g̃ĥ(y)

]
≤ v(y) + xy <∞.

Hence, we are in the setting of [70, Theorem 3.2] (Theorem B.1.20).

We need to show that the Lagrange multiplier ŷ(x; Ŝ) coincides with y = u′(x).

Indeed, by the Fenchel’s inequality and the fact that u(x; Ŝ) ≥ u(x), we obtain

u(x) = v(y) + xy = v(y; Ŝ) + xy ≥ v
(
ŷ(x; Ŝ); Ŝ

)
+ xŷ(x; Ŝ) = u(x; Ŝ) ≥ u(x),

which follows that u′(x; Ŝ) = ŷ(x; Ŝ) = y = u′(x)
From Theorem 4.1.3 and [70, Theorem 3.2] (Theorem B.1.20) the primal and dual

optimizers are related by the first order condition

ĝ(x) = −V ′
(
ĥ(y)

)
, a.s. (4.2.12)

which shows that the primal optimizer ĝ(x) ∈ Cλ0 (x) also is the optimizer to the problem

(4.2.1) in the larger set C(x; Ŝ).
Hence, the condition (ii) in the above definition is satisfied.

Now we show the condition (iii) in the above definition. By Theorem 4.1.3 we have
that (

M̂t

)
0≤t≤T :=

(
ϕ̂0
t (x)Ẑ0

t (y) + ϕ̂1
t (x)Ẑ1

t (y)
)

0≤t≤T

is a martingale. Applying [58, Theorem I.4.49] we get

dM̂t = ϕ̂0
t−(x)dẐ0

t (y) + ϕ̂1
t−(x)dẐ1

t (y) + Ẑ0
t (y)

(
dϕ̂0

t (x) + Ŝtdϕ̂
1
t (x)

)
.
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Note again that by (2.1.1) the term in the bracket is a nonpositive increment.

The martingale property of M̂ implies that∫ t

0

Ẑ0
u(y)

(
dϕ̂0

u(x) + Ŝudϕ̂
1
u(x)

)
= 0, a.s. 0 ≤ t ≤ T.

Since Ẑ0
t (y) is strictly positive, we obtain that∫ t

0

dϕ̂0
u(x) +

∫ t

0

Ŝudϕ̂
1
u(x) = 0, a.s. (4.2.13)

for all 0 ≤ t ≤ T .
We now denote by (Ĥt)0≤t≤T the left-continuous version of

(
ϕ̂1
t (x)

)
0≤t≤T as a pre-

dictable integrand for Ŝ. By (4.2.7) (Ĥt)0≤t≤T is admissible in the frictionless setting.

For the process ϕ̂0(x) + ϕ̂1(x)Ŝ, we obtain by [58, Theorem I.4.49] and (4.2.13) that

ϕ̂0
t (x) + ϕ̂1

t (x)Ŝt = x+

∫ t

0

dϕ̂0
u(x) +

∫ t

0

Ŝudϕ̂
1
u(x) +

∫ t

0

ϕ̂1
u−(x)dŜu

= x+

∫ t

0

ϕ̂1
u−(x)dŜu,

so that
ĝ(x) = ϕ̂0

T (x) = x+
(
ϕ̂1
−(x) • Ŝ

)
T

= x+
(
Ĥ • Ŝ

)
T
.

Since the primal optimizer to (4.2.1) coincides with the one to (4.1.2), (Ĥt)0≤t≤T is the
optimal strategy to (4.2.1).

Remark 4.2.3. Let Ŝ be the shadow price process as above and define the optional sets
in Ω× [0, T ]

Abuy =
{
Ŝt = St

}
and Asell =

{
Ŝt = (1− λ)St

}
.

It deduces from (2.1.1) and (4.2.13) that∫ T

0

dϕ̂0
u(x) ≤

∫ T

0

(1− λ)Sudϕ̂
1,↓
u (x)−

∫ T

0

Sudϕ̂
1,↑
u (x)

≤
∫ T

0

Ŝudϕ̂
1,↓
u (x)−

∫ T

0

Ŝudϕ̂
1,↑
u (x) =

∫ T

0

dϕ̂0
u(x),

which implies that∫ T

0

(
Ŝu − (1− λ)Su

)
dϕ̂1,↓

u (x) +

∫ T

0

(
Su − Ŝu

)
dϕ̂1,↑

u (x) = 0, a.s.

Therefore, the optimizer ϕ̂ = (ϕ̂0, ϕ̂1) of the optimization problem (4.1.2) for S under
transaction costs λ satisfies{

dϕ̂1
t (x) < 0

}
⊆
{
Ŝt = (1− λ)St

}
,{

dϕ̂1
t (x) > 0

}
⊆
{
Ŝt = St

}
,
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for all 0 ≤ t ≤ T , i.e., the measures associated to the increasing process ϕ̂1,↑ (respectively,
ϕ̂1,↓) are supported by Abuy (respectively, Asell). This crucial feature has been originally
shown by Cvitanić and Karatzas [22] in an Itô process setting. In the present form it is
a special case of [27, Theorem 3.5] (Theorem 3.3.2).

Proposition 4.2.4. Fix 0 < λ < 1 and let S be a continuous semimartingale satisfy-
ing (NUPBR). Under the assumption of Theorem 4.1.3, the liquidation value process
associated to the optimizer ϕ̂ =

(
ϕ̂0
t , ϕ̂

1
t

)
0≤t≤T

V̂ liq
t := ϕ̂0

t + (1− λ)(ϕ̂1
t )

+St − (ϕ̂1
t )
−St

is strictly positive almost surely for each 0 ≤ t ≤ T , i.e.,

inf
0≤t≤T

V̂ liq
t > 0, a.s.

Proof. As shown by Choulli and Stricker [18, Théorème 2.9] (Theorem B.1.6, compare
also [63, 69, 100, 101]), the condition (NUPBR) implies the existence of a strict martin-
gale density for the continuous semimartingale S, i.e., a (0,∞)-valued local martingale

Z such that ZS is a local martingale. Note that
(
V̂ liq
t

)
0≤t≤T is a semimartingale as we

assumed ϕ to be optional and càdlàg, which makes the application of Itô’s lemma legiti-
mate. Applying Itô’s lemma to the semimartingale ZV̂ liq and recalling that ϕ has finite
variation, we get

d(ZtV̂
liq
t ) =Zt

[
dϕ̂0

t + (1− λ)Std(ϕ̂1
t )

+ − Std(ϕ̂1
t )
−]

+ ϕ̂0
t−dZt +

[
(1− λ)(ϕ̂1

t−)+ − (ϕ̂1
t−)−

]
d(ZtSt).

By (2.1.1) the increment in the first bracket is nonpositive. The two terms dZt and

d(ZtSt) are the increments of a local martingale. Therefore the process ZV̂ liq is a local

supermartingale under P. As ZV̂ liq ≥ 0, it is, in fact, a supermartingale.
Since ZT is strictly positive and the terminal value V̂ liq

T is strictly positive almost

surely by Theorem 4.1.3, we have that the trajectories of ZV̂ liq are strictly positive
almost surely, by the supermartingale property of ZV̂ liq. This implies that the process
V̂ liq is strictly positive almost surely.

Proposition 4.2.5. Fix 0 < λ < 1. Under the assumptions of Theorem 4.1.3 (where
we do not impose the assumption (NUPBR)), suppose that the liquidation value process

V̂ liq(ϕ) associated to the optimizer ϕ̂ =
(
ϕ̂0
t , ϕ̂

1
t

)
0≤t≤T is strictly positive almost surely for

each 0 ≤ t ≤ T .
Then the dual optimizer ĥ(y) is induced by a local martingale Ẑ = (Ẑ0

t , Ẑ
1
t )0≤t≤T .

Proof. Fix y > 0 and assume without loss of generality that y = 1. We have to show that
there is a local λ-consistent price system Ẑ = (Ẑ0

t , Ẑ
1
t )0≤t≤T with Ẑ0

0 = 1 and Ẑ0
T = ĥ,

where ĥ is the dual optimizer in Theorem 4.1.3 for y = 1.
By Proposition 4.1.2 (iv), we know that there is a sequence (Zn)n∈N of local λ-

consistent price systems such that

lim
n→∞

Zn,0
T ≥ ĥ, a.s.
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By the optimality of ĥ we must have equality above. Using Lemma 4.2.6 we may as-
sume, by passing to convex combinations, that the sequence (Zn)n∈N converges to a

supermartingale, denoted by Ẑ, in the sense of (4.2.19).
By passing to a localizing sequence of stopping times, we may assume that all processes

Zn are uniformly integrable martingales, that S is bounded from above and bounded away
from zero, and that the process ϕ̂ is bounded.

To show that the supermartingale Ẑ is a local martingale, consider its Doob-Meyer
decomposition

dẐ0
t = dM̂0

t − dÂ0
t , (4.2.14)

dẐ1
t = dM̂1

t − dÂ1
t , (4.2.15)

where the predictable processes Â0 and Â1 are nondecreasing. We have to show that
Â0 and Â1 vanish. By stopping once more, we may assume that these two processes are
bounded and that M̂0 and M̂1 are true martingales.

We start by showing that Â0 and Â1 are aligned in the following way:

(1− λ)StdÂ
0
t ≤ dÂ1

t ≤ StdÂ
0
t , (4.2.16)

which is the differential notation for the integral inequality∫ T

0

(1− λ)St1DdÂ
0
t ≤

∫ T

0

1DdÂ
1
t ≤

∫ T

0

St1DdÂ
0
t , (4.2.17)

which we require to hold true for every optional subset D ⊆ Ω × [0, T ]. Turning to
the differential notation again, inequality (4.2.16) may be intuitively interpreted that
dÂ1

t

dÂ0
t

takes values in the bid-ask spread [(1 − λ)St, St]. The proof of the claim (4.2.17) is

formalized in the subsequent Lemma 4.2.7 below.

The process V̂t = ϕ̂0
t Ẑ

0
t + ϕ̂1

t Ẑ
1
t is a uniformly integrable martingale by Theorem 4.1.3.

By Itô’s lemma and using the fact that ϕ̂ is of finite variation, we have

dV̂t = ϕ̂0
t−(dM̂0

t − dÂ0
t ) + ϕ̂1

t−(dM̂1
t − dÂ1

t ) + Ẑ0
t dϕ̂

0
t + Ẑ1

t dϕ̂
1
t .

Hence, we may write the process V̂t as the sum of three integrals

V̂t = x+

∫ t

0

(
Ẑ0
udϕ̂

0
u + Ẑ1

udϕ̂
1
u

)
+

∫ t

0

(
ϕ̂0
u−dM̂

0
u + ϕ̂1

u−dM̂
1
u

)
−
∫ t

0

(
ϕ̂0
u−dÂ

0
u + ϕ̂1

u−dÂ
1
u

)
.

The first integral defines a nonincreasing process by the self-financing condition (2.1.1)

and the fact that Ẑ1
u

Ẑ0
u

takes values in [(1 − λ)Su, Su]. The second integral defines a local

martingale.
As regards the third term, we claim that∫ t

0

(
ϕ̂0
u−dÂ

0
u + ϕ̂1

u−dÂ
1
u

)
(4.2.18)
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defines a nondecreasing process. As V̂ is a martingale, this will imply that the process
(4.2.18) vanishes.

We deduce from (4.2.17) that∫ t

0

(
ϕ̂0
u−dÂ

0
u + ϕ̂1

u−dÂ
1
u

)
=

∫ t

0

(
ϕ̂0
u−dÂ

0
u + ϕ̂1

u−dÂ
1
u

)
1{ϕ̂1

u−≤0}

+

∫ t

0

(
ϕ̂0
u−dÂ

0
u + ϕ̂1

u−dÂ
1
u

)
1{ϕ̂1

u−>0}

≥
∫ t

0

(
ϕ̂0
u− − ϕ̂1

u−Su
)

1{ϕ̂1
u−≤0}dÂ

0
u

+

∫ t

0

(
ϕ̂0
u− + ϕ̂1

u−(1− λ)Su
)
1{ϕ̂1

u−>0}dÂ
0
u

=

∫ t

0

V liq
u−(ϕ̂)dÂ0

u.

As we have assumed that the liquidation value V liq(ϕ̂) almost surely satisfies that

inf
0≤t≤T

V liq
t (ϕ̂) > 0, a.s.,

and the process Â0 is nondecreasing, the vanishing of the process in (4.2.18) implies that

Â0 vanishes. By (4.2.16) the processes Â0 and Â1 vanish simultaneously.
Summing up, modulo the (still missing) proof of (4.2.17), we deduce from the fact that

V̂ is a martingale that Â0 and Â1 vanish. Therefore, Ẑ0 and Ẑ1 are local martingales.

In the above proof of Proposition 4.2.5 we have used the following consequence of the
Fatou-limit construction of Föllmer and Kramkov [41, Lemma 5.2]. (Compare also [29,
Proposition 2.3] for a more refined result.)

Lemma 4.2.6. Let (Zn)n∈N be a sequence of [0,∞)-valued (càdlàg) supermartingales
Zn = (Zn

t )0≤t≤T , all starting at Zn
0 = 1. There exists a sequence of forward convex

combinations, still denoted by (Zn)n∈N, a limiting (càdlàg) supermartingale Z as well as
a sequence (τn)n∈N of stopping times such that, for every stopping time 0 ≤ τ ≤ T with
P[τ = τn] = 0, for each n ∈ N, we have

Zτ = P− lim
n→∞

Zn
τ , (4.2.19)

the convergence holding true in probability.

Proof. In [29, Theorem 2.7] it is shown that there exists a (làdlàg) optional strong su-
permartingale Z = (Zt)0≤t≤T such that, after passing to forward convex combinations of
(Zn)n∈N, we have

Zτ = P− lim
n→∞

Zn
τ , (4.2.20)

for all stopping times 0 ≤ τ ≤ T . We shall see that the càdlàg version of Z then is our
desired supermartingale Z. We note in passing that Z is the Fatou-limit of (Zn)n∈N as
constructed by Föllmer and Kramkov in [41].

Indeed, we may find a sequence (τn)n∈N of stopping times exhausting all the jumps of
Z. Therefore for a stopping time τ avoiding all the τn, we have Zτ = Zτ so that in this
case (4.2.20) implies (4.2.19).
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Lemma 4.2.7. In the setting of Proposition 4.2.5, let Â0, Â1 be the bounded, predictable
processes in (4.2.14) and (4.2.15), and let 0 ≤ σ ≤ T be a stopping time. For ε > 0,
define

τε := inf

{
t ≥ σ :

St
Sσ

= 1 + ε or 1− ε
}
. (4.2.21)

Then

(1− ε)(1− λ)SσE
[
Â0
τε − Â

0
σ

∣∣∣Fσ] ≤ E
[
Â1
τε − Â

1
σ

∣∣∣Fσ]
≤ (1 + ε)SσE

[
Â0
τε − Â

0
σ

∣∣∣Fσ]. (4.2.22)

Before aboarding the proof we remark that it is routine to deduce (4.2.17) from the
preceding lemma.

Proof. The processes Â0 and Â1 are càdlàg, being defined as the differences of two càdlàg
processes. Hence, we have

E
[
Â1
τε − Â

1
σ

∣∣∣Fσ] = lim
δ↘0

E
[
Â1
τε+δ
− Â1

τδ

∣∣∣Fσ].
Fix the sequence (Zn)n∈N of local martingales as above. It follows from (4.2.19) that

we have for all but countably many δ > 0, that (Zn
τδ

)n∈N converges to Ẑτδ in probability.
The bottom line is that it will suffice to prove (4.2.22) under the additional assumption

that (Zn
σ )n∈N and (Zn

τε)n∈N converge to Ẑσ and Ẑτε in probability and – after passing once
more to a subsequence – almost surely.

To simplify notation we drop the subscript ε from τε. We then have almost surely
that

lim
n→∞

(
Zn,0
τ − Zn,0

σ

)
=
(
Ẑ0
τ − Ẑ0

σ

)
=
(
M̂0

τ − M̂0
σ

)
−
(
Â0
τ − Â0

σ

)
, (4.2.23)

and
lim
n→∞

(
Zn,1
τ − Zn,1

σ

)
=
(
Ẑ1
τ − Ẑ1

σ

)
=
(
M̂1

τ − M̂1
σ

)
−
(
Â1
τ − Â1

σ

)
. (4.2.24)

We also have that

lim
C→∞

lim
n→∞

E
[(
Zn,0
τ − Zn,0

σ

)
1{Zn,0τ −Zn,0σ ≥C}

∣∣∣Fσ] = E
[
Â0
τ − Â0

σ

∣∣∣Fσ] , (4.2.25)

holds true a.s., and similarly

lim
C→∞

lim
n→∞

E
[(
Zn,1
τ − Zn,1

σ

)
1{Zn,1τ −Zn,1σ ≥C}

∣∣∣Fσ] = E
[
Â1
τ − Â1

σ

∣∣∣Fσ] . (4.2.26)

Indeed, we have for fixed C > 0

0 = E
[
Zn,0
τ − Zn,0

σ

∣∣Fσ]
= E

[(
Zn,0
τ − Zn,0

σ

)
1{Zn,0τ −Zn,0σ ≥C}

∣∣∣Fσ] + E
[(
Zn,0
τ − Zn,0

σ

)
1{Zn,0τ −Zn,0σ <C}

∣∣∣Fσ] .
Note that

lim
C→∞

lim
n→∞

E
[(
Zn,0
τ − Zn,0

σ

)
1{Zn,0τ −Zn,0σ <C}

∣∣∣Fσ] = E
[
Ẑ0
τ − Ẑ0

σ

∣∣∣Fσ]
= −E

[
Â0
τ − Â0

σ

∣∣∣Fσ] ,
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where the last equality follows from (4.2.23). We thus have shown (4.2.25), and (4.2.26)
follows analogously.

We even obtain from (4.2.25) and (4.2.26) that

lim
C→∞

lim
n→∞

E
[
Zn,0
τ 1{Zn,0τ ≥C}

∣∣∣Fσ] = E
[
Â0
τ − Â0

σ

∣∣∣Fσ] (4.2.27)

and

lim
C→∞

lim
n→∞

E
[
Zn,1
τ 1{Zn,1τ ≥C}

∣∣∣Fσ] = E
[
Â1
τ − Â1

σ

∣∣∣Fσ] (4.2.28)

Indeed, the sequence (Zn,0
σ )n∈N converges a.s. to Ẑ0

σ so that by Egoroff’s Theorem it
converges uniformly on sets of measure bigger than 1 − δ. As we condition on Fσ in
(4.2.25), we may suppose without loss of generality that (Zn,0

σ )n∈N converges uniformly

to to Ẑ0
σ. Therefore, the terms involving Zn,0

σ in (4.2.25) disappear in the limit C →∞.
Finally, observe that

Zn,1
τ

Zn,0
τ

∈ [(1− λ)Sτ , Sτ ] ⊆ [(1− ε)(1− λ)Sσ, (1 + ε)Sσ] .

Conditioning again on Fσ, this implies on the one hand

lim
C→∞

lim
n→∞

E
[
Zn,1
τ 1{Zn,0τ ≥C}

∣∣∣Fσ] = E
[
Â1
τ − Â1

σ

∣∣∣Fσ] ,
and on the other hand

E
[
Â1
τ − Â1

σ

∣∣Fσ]
E
[
Â0
τ − Â0

σ

∣∣Fσ] = lim
C→∞

lim
n→∞

E
[
Zn,1
τ 1{Zn,0τ ≥C}

∣∣Fσ]
E
[
Zn,0
τ 1{Zn,0τ ≥C}

∣∣Fσ]
∈ [(1− ε)(1− λ)Sσ, (1 + ε)Sσ] ,

which is assertion (4.2.22).

Remark 4.2.8. We note that we do not need the strict positivity of V liq(ϕ̂) in the above
lemma.

Summing up, we have that

Theorem 4.2.9. Fix the level 0 < λ < 1 of transaction costs and assume that the
assumptions of Theorem 4.1.3 plus the assumption of (NUPBR) are satisfied. To resume:
S = (St)0≤t≤T is a continuous, strictly positive semimartingale satisfying the condition
(NUPBR) of “no unbounded profit with bounded risk”, and U : (0,∞) → R is a utility
function satisfying the condition of reasonable asymptotic elasticity. We also suppose that
the value function u(x) is finite, for some x > 0.

Then, for each y > 0, the dual optimizer ĥ(y) in Theorem 4.1.3 is induced by a local

martingale Ẑ = (Ẑ0
t , Ẑ

1
t )0≤t≤T . Hence, by Theorem 4.2.2 the process Ŝ := Ẑ1

Ẑ0
is a shadow

price.

Following the proof of Proposition 4.2.5 we may obtain the following properties of
primal and dual optimizers, similarly as in Theorem 3.3.2.
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Proposition 4.2.10. Under the assumptions of Theorem 4.1.3, let (Zn)n∈N be a mini-
mizing sequence of local λ-consistent price systems for the dual problem, i.e.,

E
[
V
(
yZn,0

T

)]
↘ v(y), as n→∞,

where y = u′(x).
Then, there exists a sequence of convex combinations, still denoted by (Zn)n∈N, a

limiting càdlàg supermartingale Ŷ as well as a sequence (τn)n∈N of stopping times such

that ŶT = ĥ, and we have
Ŷτ = P− lim

n→∞
yZn

τ ,

for every stopping time 0 ≤ τ ≤ T with P[τ = τn] = 0 for each n ∈ N, and{
dϕ̂1

t > 0
}
⊆
{
Ŝt = St

}
,{

dϕ̂1
t < 0

}
⊆
{
Ŝt = (1− λ)St

}
,

(4.2.29)

for any primal optimizer ϕ̂ = (ϕ̂0, ϕ̂1), where Ŝ = Ŷ 1

Ŷ 0
. This implies that

Ŷ 0ϕ̂0 + Ŷ 1ϕ̂1 = Ŷ 0
(
x+ ϕ̂1

− • Ŝ
)
.

Proof. By the first step of Proposition 4.2.5, we may find a limiting supermartingale
deflator

(
Ŷ 0, Ŷ 1

)
∈ Bλ(y) with Ŷ 0

T = ĥ and V̂t = ϕ̂0
t Ŷ

0
t + ϕ̂1

t Ŷ
1
t is a uniformly integrable

martingale for each primal optimizer ϕ̂ = (ϕ̂0, ϕ̂1) by Theorem 4.1.3.
By Itô’s lemma (see [58, Proposition I.4.49]) and using the fact that ϕ̂ is of finite

variation, we obtain

V̂t = xy +

∫ t

0

(
Ŷ 0
u dϕ̂

0
u + Ŷ 1

u dϕ̂
1
u

)
+

∫ t

0

(
ϕ̂0
u−dM̂

0
u + ϕ̂1

u−dM̂
1
u

)
−
∫ t

0

(
ϕ̂0
u−dÂ

0
u + ϕ̂1

u−dÂ
1
u

)
,

where Ŷ 0
t = Ŷ 0

0 +M̂0
t −Â0

t and Ŷ 1
t = Ŷ 1

0 +M̂1
t −Â1

t denote the Doob-Meyer decomposition.
The first integral defines a nonincreasing process by the λ-self-financing condition

(2.1.1) and the fact that Ẑ1
u

Ẑ0
u

takes values in [(1 − λ)Su, Su]. The second integral de-

fines a local martingale. By (4.2.16) we may deduce that the third integral defines a
nondecreasing process.

As V̂ is a martingale, this imply that the first and the third integrals vanish,

0 =

∫ t

0

(
Ŷ 0
u dϕ̂

0
u + Ŷ 1

u dϕ̂
1
u

)
=

∫ t

0

Ŷ 0
u

(
dϕ̂0

u + Ŝudϕ̂
1
u

)
.

Since Ŷ 0 is strictly positive, by following the proof of Theorem 4.2.2, we see that the
assertion (4.2.29) holds true.

Using Itô’s lemma again it follows that

V̂t = Ŷ 0
t

(
ϕ̂0
t + ϕ̂1

t Ŝt
)

= Ŷ 0
t

(
x+

(
ϕ̂1
− • Ŝ

)
t
+Rt

)
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where Rt is a nonpositive nonincreasing process given by

Rt :=

∫ t

0

dϕ̂0
u +

∫ t

0

Ŝudϕ̂
1
u

=

∫ t

0

−Sudϕ̂1,↑
u +

∫ t

0

(1− λ)Sudϕ̂
1,↓
u +

∫ t

0

Ŝudϕ̂
1,↑
u −

∫ t

0

Ŝudϕ̂
1,↓
u

=

∫ t

0

(
Ŝu − Su

)
dϕ̂1,↑

u +

∫ t

0

(
(1− λ)Su − Ŝu

)
dϕ̂1,↓

u .

It follows from (4.2.29) that Rt = 0 almost surely.

4.3 Two Counterexamples

The assumption of S satisfying (NUPBR), which is the local version of the customary
assumption (NFLV R), is quite natural in the present context. Nevertheless one might be
tempted (as the present authors originally have been) to conjecture that this assumption
could be replaced by a weaker assumption as used in Proposition 4.1.2, i.e., that for
every 0 < µ < λ there exists a µ-consistent price system, at least locally. Unfortunately,
this idea was wishful thinking and such hopes turned out to be futile. In this section
we show that the assumption of (NUPBR) in Theorem 4.2.9 cannot be replaced by the
assumption of the local existence of µ-consistent price systems, for all 0 < µ < 1.

Proposition 4.3.1. There is a continuous, strictly positive semimartingale S = (St)0≤t≤T
with the following properties.

(i) S satisfies the stickiness property introduced by Guasoni in [49]. Hence, for every
0 < µ < 1, there is a µ-consistent price system.

(ii) For fixed 0 < λ < 1 and U(x) = log(x), the value function u(x) is finite so that by

Theorem 4.1.3 there is a dual optimizer Ŷ = (Ŷ 0
t , Ŷ

1
t ) ∈ Bλ.

(iii) The optimizer Ŷ fails to be a local martingale.

In fact, there is no shadow price in the sense of Definition 4.2.1, i.e., no semimartin-
gale (S̃t)0≤t≤T such that S̃ takes its values in the bid-ask spread [(1 − λ)S, S] and such
that equality (4.2.2) holds true.

Remark 4.3.2. The construction in the proof will yield a nondecreasing process S which
will imply in a rather spectacular way that S does not satisfy (NUPBR).

We start by outlining the proof in an informal way, banning the technicalities into
the Appendix. First note that, for logarithmic utility U(x) = log(x), the normalized dual

optimizer Ŷ (y)
y

does not depend on y > 0; we therefore dropped the dual variable y > 0

in (ii) and (iii) above.
Let B = (Bt)t≥0 be a standard Brownian motion on some underlying probability

space (Ω,F ,P), starting at B0 = 0, and let F = (Ft)t≥0 be the P-augmented filtration
generated by B. For w ≥ 0, define the Brownian motion Ww with drift, starting at
Ww

0 = w, by
Ww
t := w +Bt − t, t ≥ 0.
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Define the stopping time

τw := inf{t > 0 | Ww
t ≤ 0}

and observe that the law of τw is inverse Gaussian with mean w and variance w2 (see
e.g. [92, I.9]).

For fixed w > 0, the stock price process S = Sw is defined by

Swt := et∧τ
w

, t ≥ 0. (4.3.1)

Let us comment on this peculiar definition of a stock price process S: the price can
only move upwards, as it equals the exponential function up to time τw; from this moment
on S remains constant (but never goes down).

It is notationally convenient to let t range in the time interval [0,∞]. To transform
the construction into our usual setting of bounded time intervals [0, T ], note that τw is
a.s. finite so that the deterministic time change u = arctan(t) defines a process S

w

u =
Swarctan(t) which can be continuously extended to all u ∈ [0, π

2
]. We prefer not to do this

notational change and to let T =∞ be the terminal horizon of the process S = (St)0≤t≤∞
and of our optimization problem.

Fix transaction costs λ ∈ (0, 1), the utility function U(x) = log(x), and initial endow-
ment x = 1. We consider the portfolio optimization problem (4.1.2), i.e.,

E[log(g)]→ max!, g ∈ Cλ,w0 . (4.3.2)

The superscript w pertains to the initial value Ww
0 of the process Ww and will be

dropped if there is no danger of confusion.

We shall verify below that S admits a µ-consistent price system, for all 0 < µ < 1,
and that the value (4.3.2) of the optimization problem is finite.

Let us discuss on an intuitive level what the optimal strategy for the log-utility op-
timizing agent should look like. Obviously she will never want to go short on a stock S
which only can go up. Rather, she wants to invest substantially into this bonanza. For
an agent without transaction costs, there is no upper bound for such an investment as
there is no downside risk. Hence S allows for an “unbounded profit with bounded risk”
and the utility optimization problem degenerates in this case, i.e., u(x) ≡ ∞.

More interesting is the situation when the agent is confronted with transaction costs
0 < λ < 1. Starting from initial endowment x = 1, i.e., (ϕ0

0−, ϕ
1
0−) = (1, 0), there is an

upper bound for her investment into the stock at time t = 0, namely 1
λ

many stocks.

This is the maximal amount of holdings in stock which yields a nonnegative liquidation
value V liq

0 (ϕ). Indeed, in this case (ϕ0
0, ϕ

1
0) = (1 − 1

λ
, 1
λ
) implies that V liq

0 (ϕ) = 1 − 1
λ

+
(1− λ) 1

λ
= 0.

This gives rise to the following notation.

Definition 4.3.3. Let ϕ = (ϕ0
t , ϕ

1
t )0≤t≤∞ be a self-financing trading strategy for S such

that ϕ0
t + ϕ1

tSt > 0. The leverage process is defined as

Lt(ϕ) =
ϕ1
tSt

ϕ0
t + ϕ1

tSt
, t ≥ 0.
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The process Lt(ϕ) may be interpreted as the ratio of the value of the position in stock
to the total value of the portfolio if we do not consider transaction costs. We obtain from
the above discussion that the process Lt(ϕ) is bounded by 1

λ
if ϕ is admissible, i.e., if

V liq
t (ϕ) = ϕ0

t + (1− λ)ϕ1
tSt ≥ 0,

for t ≥ 0.
What is the optimal leverage which the log-utility maximizer chooses, say at time

t = 0? The answer depends on the initial value w of the process Ww. If w is very small,
it is intuitively rather obvious that the optimal strategy ϕ̂ only uses leverage L0(ϕ̂) = 0
at time t = 0, i.e., it is optimal to keep all the money in bond. Indeed, in this case τw

takes small values with high probability. If the economic agent decides to buy stock at
time t = 0, then — due to transaction costs — she will face a loss with high probability,
as she has to liquidate the stock before it has substantially risen in value. For sufficiently
small w these losses will outweigh the gains which can be achieved when τw takes large
values. Hence for w sufficiently small, say 0 < w ≤ w, we expect that the best strategy
is not to buy any stock at time t = 0.

Now we let the initial value w range above this lower threshold w. As w increases
it again is rather intuitive from an economic point of view that the agent will dare to
take an increasingly higher leverage at time t = 0. Indeed, the stopping times τw are
increasing in w so the prospects for a substantial rise of the stock price become better as
w increases.

The crucial feature of the example is that we will show that there is a finite upper
threshold w > 0 such that, for w ≥ w, the optimal strategy ϕ̂ at time t = 0 takes maximal
leverage, i.e., L0(ϕ̂) = 1

λ
. In fact, the optimal strategy ϕ̂ will then satisfy Lt(ϕ̂) = 1

λ
and

therefore V liq
t (ϕ̂) = 0 as long as Ww

t remains above the threshold w.

Lemma 4.3.4. Using the above notation there is w > 0 such that, for w ≥ w, the
optimizer ϕ̂w of the optimization problem (4.3.2) satisfies

L0(ϕ̂w) =
1

λ
.

More precisely, fix w = w + 1, and define σ := inf{t > 0 |Ww
t ≤ w}. Then

Lt(ϕ̂
w) =

1

λ
, (4.3.3)

for 0 ≤ t ≤ σ.

For 0 ≤ t ≤ σ we then may explicitly calculate the primal optimizer

ϕ̂0
t =

(
1− 1

λ

)
exp

(
1
λ
t
)
, ϕ̂1

t = 1
λ

exp
((

1
λ
− 1
)
t
)
, (4.3.4)

and the dual optimizer

Ŷ 0
t = exp

(
− 1

λ
t
)
, Ŷ 1

t = exp
((

1− 1
λ

)
t
)
, (4.3.5)

so that

Ŝt :=
Ŷ 1
t

Ŷ 0
t

= St, (4.3.6)
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for 0 ≤ t ≤ σ.
Admitting this lemma, we can quickly show Proposition 4.3.1. The crucial assertion

is that there is no shadow price S̃.

Proof of Proposition 4.3.1. Using the above notation fix w = w+ 1 and drop this super-
script to simplify notation.

(i) We claim that the process S has the stickiness property as defined by Guasoni
[49, Definition 2.2]: this property states that, for any ε > 0 and any stopping time σ with
P[σ <∞] > 0, we have, conditionally on {σ <∞}, that the set of paths (St)t≥σ, which
do not leave the price corridor [ 1

1+ε
Sσ, (1 + ε)Sσ], has strictly positive measure. By [49,

Corollary 2.1] the stickniss property implies no arbitrage under transaction costs µ for
each µ ∈ (0, 1). Together with Theorem 2.2.2 we have that, for the continuous process
S, the stickiness property of Y implies that S verifies (CPSµ) for all 0 < µ < 1.

To show the stickiness property simply observe that, for each δ > 0 and each stopping
time σ such that P[σ < τ ] > 0, we have

P[σ < τ, |τ − σ| < δ] > 0.

Indeed, given σ such that P[σ < τ ] > 0, i.e., W has not yet reached zero at time σ,
(Wt)t≥σ will hit zero with positive probability before more than δ units of time elapse.

(ii) For fixed 0 < λ < 1 and ϕ ∈ Aλ0(x), we observe that V liq
τ (ϕ) ≤ x exp

(
τ
λ

)
. As τ

has expectation E[τ ] = w, we obtain that

u(x) ≤ E
[
log
(
x exp

(
τ
λ

))]
= log(x) +

1

λ
E[τ ] = log(x) +

w

λ
<∞.

Hence, by Theorem 4.1.3 there is a dual optimizer Ŷ ∈ Bλ.

(iii) Lemma 4.3.4 provides very explicitly the form of the primal and dual optimizer

ϕ̂ and Ŷ , respectively, for 0 ≤ t ≤ σ. In particular, Ŷ is a supermartingale, which fails
to be a local martingale.

We now turn to the final assertion of Proposition 4.3.1. We know from Theorem 3.3.3

that the process Ŝt :=
Ŷ 1
t

Ŷ 0
t

is a shadow price process in a generalized sense. By (4.3.6) we

have Ŝt = St, for 0 ≤ t ≤ σ.
Let us recall this generalized sense of a shadow price as stated in Theorem 3.3.3: for

every competing finite variation, self-financing trading strategy ϕ ∈ Aλ0(x) such that the
liquidation value remains nonnegative, i.e.,

V liq
t (ϕ) = ϕ0

t + (ϕ1
t )

+(1− λ)St − (ϕ1
t )
−St ≥ 0, (4.3.7)

for all 0 ≤ t ≤ T , we have

E
[
U
(
x+

(
ϕ1 • Ŝ

)
T

)]
≤ E

[
U
(
V liq
T (ϕ̂)

)]
= u(x). (4.3.8)

Here (
ϕ1 • Ŝ

)
t

=

∫ t

0

ϕ1
udŜu, 0 ≤ t ≤ T,
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denotes the stochastic integral with respect to the semimartingale Ŝ.

This generalized shadow price property does hold true for the above process Ŝ := Ŷ 1

Ŷ 0

by Theorem 3.3.3. In fact, as everything is very explicit in the present example, at least
for 0 ≤ t ≤ σ, this also can easily be verified directly.

But presently we are considering the shadow price property in the more classical sense
of Definition 4.2.1, where we allow ϕ1 in (4.3.8) to range over all predictable Ŝ-integrable
processes which are admissible only in the sense

x+
(
ϕ1 • Ŝ

)
t
≥ 0, (4.3.9)

for all 0 ≤ t ≤ T . This condition is much weaker than (4.3.7).

Clearly Ŝ is the only candidate for a shadow price process in the sense of Definition
4.2.1. But as Ŝ only moves upwards, for 0 ≤ t ≤ σ, it can certainly not satisfy this
property. Indeed, the left-hand side of (4.2.2) must be infinity:

sup
g̃∈C(x;Ŝ)

E[U(g̃)] =∞. (4.3.10)

For example, it suffices to consider the integrands ϕ1 = C1K0,τK to obtain (ϕ1 • Ŝ)T =
C(Sσ − S0) = C(eσ − 1). Sending C to infinity we obtain (4.3.10).

This shows that there cannot be a shadow price process S̃ as in Definition 4.2.1.

Remark 4.3.5. The construction of Proposition 4.3.1 uses the Brownian filtration FB =
(FBt )t≥0, while the natural (P-augmented) filtration FS = (FSt )t≥0 generated by the price
process S = (St)t≥0 is much smaller. Fortunately, this discrepancy of the filtrations may
be avoided. Let us define

Gt :=

∫ t

0

Ww
u du, t ≥ 0,

where (Ww
u )u≥0 is defined above. Note that the process G generates the Brownian filtra-

tion FB. Also note that the process G is increasing up to time τ . We may replace the
process St = et∧τ in the construction of Proposition 4.3.1 by the process

St := exp
(
(t+Gt) ∧ (τ +Gτ )

)
.

The reader may verify that S also has the properties claimed in Proposition 4.3.1 and
has the additional feature to generate the Brownian filtration up to time τ .

Let us now prove Lemma 4.3.4.
Consider the price process (Swt )t≥0 as in (4.3.1). Fix proportional transaction costs

λ ∈ (0, 1) as well as real numbers ϕ0
0 and ϕ1

0. We consider the problem

E
[

log
(
V liq
τw (ϕ0, ϕ1)

)]
→ max!, (ϕ0, ϕ1) ∈ Aλ,w0 (ϕ0

0, ϕ
1
0), (4.3.11)

where Aλ,w0 (ϕ0
0, ϕ

1
0) denotes the set of all self-financing and admissible trading strategies

(ϕ0, ϕ1) under transaction costs λ starting with initial endowment (ϕ0
0, ϕ

1
0). If we do not

need the dependence on w explicitly, we drop the superscript w in the sequel to lighten
the notation and simply write W , τ , S and Aλ0(ϕ0

0, ϕ
1
0).
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Proposition 4.3.6. Fix w ≥ 0. For all (ϕ0
0, ϕ

1
0) with V liq

0 (ϕ0
0, ϕ

1
0) > 0, there exists an

optimal strategy ϕ̂ = (ϕ̂0
t , ϕ̂

1
t )0≤t<∞ to problem (4.3.11) and we have that

u(ϕ0
0, ϕ

1
0) := sup

(ϕ0,ϕ1)∈Aλ0 (ϕ0
0,ϕ

1
0)

E
[

log
(
V liq
τ (ϕ0, ϕ1)

)]
= inf

y>0

{
inf

(Z0,Z1)∈Zλe (S)

{
E
[
− log(yZ0

T )− 1
]

+ yE[Z0
0ϕ

0
0 + Z1

0ϕ
1
0]
}}

.

Proof. Since U(x) = log(x) has reasonable asymptotic elasticity, S = (St)0≤t<∞ satisfies
the condition (CPSµ) for all µ ∈ (0, 1) by Proposition 4.3.1.(i), the assertions follow from
the general static duality results for utility maximization under transaction costs as soon
as we have shown that u(ϕ0

0, ϕ
1
0) <∞; compare [32] and Section 3.2 in [11].

For the latter, we observe that

V liq
τ (ϕ0, ϕ1) ≤ (ϕ0

0 + ϕ1
0) exp( 1

λ
τ)

and τ has an inverse Gaussian distribution with mean E[τ ] = w, which implies

u(ϕ0
0, ϕ

1
0) ≤ log(ϕ0

0 + ϕ1
0) + 1

λ
E[τ ] = log(ϕ0

0 + ϕ1
0) + 1

λ
w <∞,

hence the proof is completed.

In order to show Lemma 4.3.4, we define the value function v(l, w) on
[
0, 1

λ

]
× [0,∞)

by

v(l, w) := sup
(ϕ0,ϕ1)∈Aλ,w0 (1−l,l)

E
[

log
(
V liq
τw (ϕ0, ϕ1)

)]
,

where (ϕ0, ϕ1) ∈ Aλ,w0 (1 − l, l) ranges through all admissible trading strategies starting
at (ϕ0

0−, ϕ
1
0−) = (1− l, l). We shall see that, for fixed w, the function v(l, w) is decreasing

in l: indeed, one may always move at time t = 0 to a higher degree of leverage; but not
vice versa, in view of the transaction costs λ.

Lemma 4.3.7. For fixed 0 < λ < 1. The value function v : [0, 1
λ
]× [0,∞)→ R ∪ {−∞}

has the following properties:

(1) v(l, w) is concave and nonincreasing in l for all w ∈ [0,∞) and v(l, 0) = log(1− λl).

(2) v(l, w) is nondecreasing in w for all l ∈
[
0, 1

λ

]
.

(3) v is jointly continuous and v(l, w) = −∞ if and only if (l, w) =
(

1
λ
, 0
)
. 1

(4) v satisfies the dynamic programming principle, i.e.,

v(l, w) = sup
(ϕ0,ϕ1)∈Aλ,w0 (1−l,l)

E
[
log
(
ϕ0
τw∧σ + ϕ1

τw∧σS
w
τw∧σ

)
+ v
(
Lτw∧σ(ϕ),Ww

τw∧σ
)]

for all stopping times σ.

1With continuity at −∞ defined in the usual way.
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(5) There exists a nondecreasing, càdlàg function ` : [0,∞)→ [0, 1
λ
] given by

`(w) := max
{
l ∈
[
0, 1

λ

] ∣∣ v(l, w) = v(0, w)
}

(4.3.12)

such that

(i) v(l, w) = max
k∈
[

0, 1
λ

] v(k, w) for all l ∈ [0, `(w)].

(ii) v(l, w) is strictly concave and strictly decreasing in l on
(
`(w), 1

λ

]
.

Proof. (1) As

Aλ0
(

1−
(
µl1 + (1− µ)l2

)
,
(
µl1 + (1− µ)l2

))
⊆ µAλ0(1− l1, l1) + (1− µ)Aλ0(1− l2, l2)

for all l1, l2 ∈ [0, 1
λ
] and µ ∈ [0, 1], the concavity of v(l, w) in l follows immediately from

that of log(x) and Vτ (ϕ
0, ϕ1), as log(x) is nondecreasing.

If l1 < l2, the investor with initial endowment (ϕ0
0, ϕ

1
0) = (1− l1, l1) can immediately

buy (l2− l1) units of stock at time t = 0 for the price S0 = 1 to get (ϕ0
0, ϕ

1
0) = (1− l2, l2).

This implies that Aλ0(1− l1, l1) ⊇ Aλ0(1− l2, l2) and therefore v(l1, w) ≥ v(l2, w).
The assertion that v(l, 0) = log(1− λl) follows immediately from S0 ≡ 1.

(2) As τw1 < τw2 for all 0 ≤ w1 < w2 and hence Sw1
t ≤ Sw2

t for all t ≥ 0, it is clear
that v(l, w1) ≤ v(l, w2).

(3) The continuity of the function v( · , w) : [0, 1
λ
] → R ∪ {−∞} for fixed w ≥ 0 on

(0, 1
λ
) follows immediately from the fact that any finitely valued concave function is on

the relative interior of its effective domain continuous. At l = 0, it follows from the fact
that v( · , w) is concave and nonincreasing.

The argument for the continuity at l = 1
λ

is slightly more involved. To that end, let
λn ∈ (0, 1) such that λn ↗ λ and consider for any n ∈ N the optimization problem

E
[

log
(
V λn,w
τw (ϕ0, ϕ1)

)]
→ max!, (ϕ0, ϕ1) ∈ Aλn,w0 (1− l, l), (4.3.13)

where

V λn,w
τw (ϕ0, ϕ1) := ϕ0

τw + (ϕ1
τw)+(1− λn)Swτw − (ϕ1

τw)−Swτw

denotes the terminal liquidation value with transaction costs λn and Aλn,w0 (ϕ0
0, ϕ

1
0) the set

of all self-financing and admissible trading strategies (ϕ0, ϕ1) under transaction costs λn
starting with initial endowment (ϕ0

0, ϕ
1
0). By Proposition 4.3.6, the solution ϕ̂n(l, w) =(

ϕ̂n,0(l, w), ϕ̂n,1(l, w)
)

to (4.3.13) exists for all (l, w) ∈ [0, 1
λn

] × [0,∞) \ {( 1
λn
, 0)} and

n ∈ N. So we can define the functions vn :
[
0, 1

λn

]
× [0,∞)→ R ∪ {−∞} for n ∈ N by

vn(l, w) := sup
(ϕ0,ϕ1)∈Aλn,w0 (1−l,l)

E
[

log
(
V λn,w
τw (ϕ0, ϕ1)

)]
,

that can by Proposition 4.3.6 be represented as

vn(l, w) = inf
y>0

inf
(Z0,Z1)∈Zλne (S)

{
E
[
− log(yZ0

T )− 1
]

+ y
(
1− l + lE[Z1

0 ]
)}
. (4.3.14)
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As Zλne (S) ⊆ Zλn+1
e (S) and

⋃∞
n=1Zλne (S) is L1(R2)-dense in Zλe (S) and closed under

countable convex combinations by martingale convergence, we have by (4.3.14) and in
[70, Proposition 3.2] that

vn(l, w)↘ v(l, w) (4.3.15)

for all (l, w) ∈
[
0, 1

λ

]
× [0,∞). To see that (4.3.15) also holds for (l, w) = ( 1

λ
, 0), choose

(Zn,0, Zn,1) ≡ (1, 1− λn) ∈ Zλne (S). Then

vn
(

1
λ
, 0
)
≤ inf

y>0

{
− log(y)− 1 + y

(
λ−λn
λ

)}
≤ − log

(
λ

λ−λn

)
→ −∞,

as n goes to infinity. Hence, we have for each w ∈ [0,∞) a sequence of continuous,
nonincreasing functions vn( · , w) :

[
0, 1

λ

]
→ R that converges pointwise to the function

v( · , w) :
[
0, 1

λ

]
→ R ∪ {−∞} from above and this already implies that v( · , w) is contin-

uous at 1
λ
.

Indeed, let lm ∈ (0, 1
λ
) such that lm ↗ 1

λ
and choose, for ε > 0 and w > 0, some n ∈ N

such that

0 ≤ vn
(

1
λ
, w
)
− v
(

1
λ
, w
)
≤ ε

and then m(ε) ∈ N such that

0 ≤ vn(lm, w)− vn
(

1
λ
, w
)
≤ ε

for all m ≥ m(ε). Since vn(lm, w) ≥ v(lm, w), we have that

0 ≤ v(lm, w)− v
(

1
λ
, w
)
≤ vn(lm, w)− vn

(
1
λ
, w
)

+ vn
(

1
λ
, w
)
− v

(
1
λ
, w
)
≤ 2ε

for all m ≥ m(ε), which proves the continuity at l = 1
λ

for w > 0. For w = 0 and
N ∈ N, choose n ∈ N such that vn( 1

λ
, 0) ≤ −N and then m(N) ∈ N such that 0 ≤

vn(lm, w)− vn( 1
λ
, w) ≤ 1 for all m ≥ m(N). Using the same arguments as above, we then

obatin that v(lm, w) ≤ −N + 1 for all m ≥ m(N), which implies that

lim
m→∞

v(lm, 0) = −∞

and therefore the continuity of v( · , 0) at l = 1
λ
.

For the proof of the continuity of v(l, w) in w, we observe that v(l, w) is continuous in
l for each fixed w ∈ [0,∞) and nondecreasing and hence Borel-measurable in w for each
fixed l ∈

[
0, 1

λ

]
. Therefore, v(l, w) is a Carathéodory function (see [1, Definition 4.50])

and hence jointly Borel-measurable by [1, Lemma 4.51]. Combining the first part of the
proof of [12, Theorem 3.5] with [12, Remark 5.2] this implies that

v(l, w) ≤ sup
(ϕ0,ϕ1)∈Aλ,w0 (1−l,l)

E
[

log
(
ϕ0
τw∧σ + ϕ1

τw∧σS
w
τw∧σ

)
+ v
(

ϕ1
τw∧σS

w
τw∧σ

ϕ0
τw∧σ+ϕ1

τw∧σS
w
τw∧σ

,Ww
τw∧σ

)] (4.3.16)

for all stopping times σ, where we use the joint measurability of v(l, w) to replace the
upper semicontinuous envelope of the value function V ∗ by the value function V itself
(both in the notation of [12]).
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For 0 ≤ w1 < w2, we then have by (4.3.16) that

0 ≤ v(l, w2)− v(l, w1)

≤ sup
(ϕ0,ϕ1)∈Aλ,w2

0 (1−l,l)
E
[
log
(
ϕ0
σ + ϕ1

σe
σ
)

+ v
(
Lσ(ϕ), w1

)]
− v(l, w1)

≤ E
[
σ
λ

+ v
(

leσ

1+l(eσ−1)
, w1

)]
− v(l, w1)

with σ := inf{t > 0 | Ww2
t = w1}, where we used that L

(
ϕ̂(l, w2)

)
≤ 1

λ
and v(l, w) is

nonincreasing in l. As σ has an inverse Gaussian distribution with mean E[σ] = (w2−w1)
and variance Var[σ] = (w2 − w1)2, we can make v(l, w2) − v(l, w1) arbitrary small by
choosing w2 sufficiently close to w1 using the continuity of v( · , w1), which proves the
continuity of v(l, w) in w from above.

To prove the continuity of v(l, w) in w from below, consider the stopping time ρ :=
inf{t > 0 | Ww1

t = w2}. Then

0 ≤ v(l, w2)− v(l, w1)

≤ v(l, w2)− E
[{

log
(
1 + l(eρ − 1)

)
+ v

(
leρ

1+l(eρ−1)
, w2

)}
1{ρ≤ε}

+
{

log( 1
λ
− 1) + log(τ ∧ 1)

}
1{ρ>ε}

] (4.3.17)

for all ε > 0 again by (4.3.16), as

log
(
V liq
τ (ϕ0, ϕ1)

)
≥ log( 1

λ
− 1) + log(τ ∧ 1)

for (ϕ0, ϕ1) ≡
(
1− 1

λ
, 1
λ

)
. Now, since

P[ρ > ε] ≤ P

[
sup

0≤u≤ε
Bu < w2 − w1 + ε

]
= P

[
|Z| < w2 − w1 + ε√

ε

]
by the reflection principle for some normally distributed random variable Z ∼ N(0, 1),
we can make the right-hand side of (4.3.17) arbitrarily small by choosing ε = w2 − w1

and w1 sufficiently close to w2 using the continuity of v( · , w2).
Having the continuity of v(l, w) in l and w separately, the joint continuity follows from

the fact that v(l, w) is nonincreasing in l for fixed w and nondecreasing in w for fixed l.
Indeed, fix (l, w) ∈ (0, 1

λ
)× [0,∞) and ε > 0 and let 0 ≤ l1 < l < l2 ≤ 1

λ
be such that

|v(l′, w)− v(l, w)| < ε

for all l′ ∈ [l1, l2]. Now choose w1 ≤ w and w2 > w such that

0 ≤ v(l2, w)− v(l2, w1) < ε and 0 ≤ v(l1, w2)− v(l1, w) < ε.

Then
v(l′, w′)− v(l, w) ≤ v(l1, w2)− v(l, w) < 2ε

and
v(l, w)− v(l′, w′) ≤ v(l, w)− v(l2, w1) < 2ε

for all (l′, w′) ∈ [l1, l2] × [w1, w2], which gives the joint continuity. If l = 0, the joint
continuity follows by simply choosing l1 = 0 in the above and, if l = 1

λ
and w > 0,
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by setting l2 = 1
λ
. To prove the joint continuity for (l, w) = ( 1

λ
, 0), observe that there

exists for any N ∈ N some w1 > 0 such that v( 1
λ
, w1) ≤ −N and l1 < 1

λ
such that

v(l1, w1) − v( 1
λ
, w1) ≤ 1. Then v(l′, w′) ≤ −N + 1 for all (l′, w′) ∈

[
l1,

1
λ

]
× [0, w1] and

hence v(l, w) is also jointly continuous at (l, w) = ( 1
λ
, 0).

(4) As the value function v(l, w) is jointly continuous, it coincides with its lower semi-
continuous and upper semicontinuous envelope. Therefore, the dynamic programming
principle follows from the weak dynamic programming principle in [12, Theorem 3.5]
using [12, Remark 5.2] and observing that the set of controls does not depend on the
current time.

(5) Because v(l, w) is continuous and nonincreasing in l, the set {k ∈ [0, 1
λ
] | v(k, w) =

v(0, w)} is a compact interval and so we can define `(w) for all w ≥ 0 via (4.3.12).
By the joint continuity of v(l, w), we obtain that the function ` : [0,∞) → [0, 1

λ
] is

upper semicontinuous and hence càdlàg, as it is also nondecreasing.
Indeed, suppose by way of contradiction that there exists a sequence (wn) in [0, 1

λ
]

such that wn → w and limn→∞ `(wn) =: k > `(w) along a subsequence again indexed by
n. Then

lim
n→∞

v
(
`(wn), wn

)
= v(k, w) < v

(
`(w), w

)
by the joint continuity of v and the definition of `(w). But this yields a contradiction, as
we also have

lim
n→∞

v
(
`(wn), wn

)
= lim

n→∞
v(0, wn) = v(0, w) = v

(
`(w), w

)
again using the definition of `(w) and the joint continuity of v.

To see that `(w) is also nondecreasing, denote the optimal strategy to problem (3.3.11)
for (ϕ0

0, ϕ
1
0) = (1 − l, l) and W0 = w by ϕ̂(l, w) =

(
ϕ̂0(l, w), ϕ̂1(l, w)

)
and consider

0 ≤ w1 < w2. Then ϕ̂
(
`(w2), w2

)
satisfies Lt

(
ϕ̂
(
`(w2), w2

))
≥ `(w1) for all t ≤ σ :=

inf{t > 0 | Ww2
t = w1}, as we could otherwise construct a better strategy for the investor

trading at Sw2 and starting with (ϕ0
0, ϕ

1
0) =

(
1− `(w2), `(w2)

)
. For this, we observe that

dLt(ϕ) = Lt(ϕ)
(
1− Lt(ϕ)

)
1J0,τKdt+

Lt(ϕ)

ϕ1
t

dϕ1,↑
t −

Lt(ϕ)
(
1− λLt(ϕ)

)
ϕ1
t

dϕ1,↓
t ,

which implies that we can always trade in such a way to keep the leverage Lt(ϕ) ≡ `(w1).
For `(w1) > 1, we buy stocks at the rate

dϕ1,↑
t = −ϕ1

t

(
1− Lt(ϕ)

)
1J0,τKdt

and for `(w1) < 1 we sell at

−dϕ1,↓
t = −ϕ1

t

(1− Lt(ϕ))

(1− λLt(ϕ))
1J0,τKdt.

This gives
d log(ϕ0

t + ϕ1
tSt) = `(w1)1J0,τKdt

and

d log(ϕ0
t + ϕ1

tSt) = `(w1)
1− λ

1− λ`(w1)
1J0,τKdt,
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respectively. As 1−λ
1−λ`(w1)

> 1 for `(w1) < 1, we obtain by part (4) that the strategy

ϕ = (ϕ0, ϕ1) ∈ Aλ,w2

0

(
1 − `(w2), `(w2)

)
that keeps Lt(ϕ) = Lt

(
ϕ̂
(
`(w2), w2

))
∨ `(w1)

for all t ≤ σ and then continues with ϕ̂
(
`(w1), w1

)
, if Lt

(
ϕ̂
(
`(w2), w2

))
≤ `(w1), or

ϕ̂
(
`(w2), w2

)
, if Lt

(
ϕ̂
(
`(w2), w2

))
> `(w1), yields a higher expected utility, i.e.,

E
[

log
(
V liq
τw2 (ϕ0, ϕ1)

)]
> E

[
log
(
V liq
τw2

(
ϕ̂0
(
`(w2), w2

)
, ϕ̂1
(
`(w2), w2

)))]
.

As v(l, w) = v
(
`(w), w

)
for l ∈ [0, `(w)] and v(l, w) < v

(
`(w), w

)
for l ∈

(
`(w), 1

λ

]
, it

follows from the concavity of v(l, w) in l that v(l, w) is strictly decreasing in l on
(
`(w), 1

λ

]
.

This implies that

g(l1, w) := V liq
τ

(
ϕ̂0(l1, w), ϕ̂1(l1, w)

)
6= V liq

τ

(
ϕ̂0(l2, w), ϕ̂1(l2, w)

)
=: g(l2, w)

for `(w) < l1 < l2 ≤ 1
λ

and hence the strict concavity of v(l, w) in l on
(
`(w), 1

λ

]
, as

µv(l1, w) + (1− µ)v(l2, w) = µE
[

log
(
g(l1, w)

)]
+ (1− µ)E

[
log
(
g(l2, w)

)]
< E

[
log
(
µg(l1, w) + (1− µ)g(l2, w)

)]
≤ v
(
µl1 + (1− µ)l2, w

)
for all µ ∈ (0, 1) by Jensen’s inequality.

Lemma 4.3.8. Let ` : [0,∞) →
[
0, 1

λ

]
be an increasing function (no left- or right-

continuity is assumed). Recall that the optimizer ϕ̂ = (ϕ̂0
t , ϕ̂

1
t )t≥0 is right-continuous and

that we have to distinguish between ϕ̂0− and ϕ̂0.
If

P

[
inf

0≤t<τ

(
Lt(ϕ̂)− `(Wt)

)
< 0

]
> 0, (4.3.18)

then there are stopping times 0 ≤ σ1 ≤ σ2 and α > 0, such that P[σ1 < σ2 ≤ τ ] > 0 and
Lt(ϕ̂) < `(Wt)− α on Kσ1, σ2K.

Proof. Assuming (4.3.18), there is ε > 0 such that σ := inf{t > 0 | Lt(ϕ̂) < `(Wt) − ε}
satisfies P[σ < τ ] > 0. To see that σ is a stopping time, we observe that it is the first
hitting time of the progressively measurable set

{
(ω, t)

∣∣ Lt(ϕ̂)(ω) < `
(
Wt(ω)

)
− ε
}

. By
the càdlàg property of ϕ̂ we have

Lσ(ϕ̂) ≤ lim
w↘Wσ

`(w)− ε

on {σ < τ}. Now we distinguish two cases.
Case 1: Let A := {ω | ` has a continuity point at Wσ} and

P[A, σ < τ ] > 0. (4.3.19)

Define σ1 := σ1A +∞1Ac and the Borel-measurable function δ(w) by

δ(w) :=
sup

{
|w′ − w|

∣∣ `(w′) ≥ `(w)− ε
3

}
2
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so that δ(Wσ) > 0 on A ∩ {σ < τ} and `(w′) > `(w) − ε
3

for every w′ ≥ w − δ(w). As
regards the process Lt(ϕ̂) let

% := inf
{
t > σ

∣∣ Lt(ϕ̂) > Lσ(ϕ̂) + ε
3

}
.

We cannot deduce that L%(ϕ̂) ≤ Lσ(ϕ̂)+ ε
3
, as Lt(ϕ̂) may have an upward jump at time %.

To remedy this difficulty, we may use the fact that the stopping time % is predictable, as
every stopping time in a Brownian filtration is predictable (see e.g. [84, Example 4.12]).
We therefore may find an increasing sequence (%n)∞n=1 of announcing stopping times, i.e.,
%n < % and limn→∞ %n = %, almost surely. As % > σ1 on A we may find n such that
P[{%n > σ1} ∩ A] > 0. For this n, we may define

σ2 := inf{t > σ1 | Wt ≤ Wσ − δ(Wσ)} ∧ %n ∧ τ

on A ∩ {%n > σ1} and +∞ elsewhere. Then σ1 < σ2 on A and σ1, σ2 and α = ε
3

satisfy
the assertion of the lemma.

Case 2: If (4.3.19) fails, there must be one point w̃ ∈ (0,∞) with limw↗w̃ `(w) <
limw↘w̃ `(w) such that P[Wσ = w̃] > 0. For each real number w > w̃, we define the
stopping time σw by

σw := inf{t > σ | Wt = w}.

We may find w > w̃ which is a continuity point of ` and sufficiently close to w̃ such that
P[σw < τ ] > 0. We may then proceed as in Case 1 by letting σ1 := σw, which completes
the proof.

Proposition 4.3.9. The optimal strategy ϕ̂ = (ϕ̂0
t , ϕ̂

1
t )t≥0 is determined by the nonde-

creasing function ` : [0,∞)→ [0, 1
λ
] in (4.3.12) in the following way:

(i) (ϕ̂1
t )0≤t<τ is nondecreasing while (ϕ̂0

t )0≤t<τ is nonincreasing and satisfies

dϕ̂0
t = −Stdϕ̂1

t = −etdϕ̂1
t , 0 ≤ t < τ.

(ii) (ϕ̂1
t )0≤t<τ is the smallest nondecreasing process such that

Lt(ϕ̂) =
ϕ̂1
t e
t

1 +
∫ t

0
ϕ̂1
ue
udu
≥ `(Wt), 0 ≤ t < τ. (4.3.20)

Proof. (i) This follows immediately from the following fact: As S is strictly increasing
on J0, τK, any strategy selling stock shares before time τ sells them at a lower price and
hence has a smaller liquidation value at time τ as the strategy not selling stock shares
before time τ .

Here is the formal argument. Let (ϕ0, ϕ1) ∈ Aλ0(ϕ0
0, ϕ

1
0) and ϕ1 = ϕ1

0 + ϕ1,↑ − ϕ1,↓ the
Jordan-Hahn decomposition of ϕ1 into two nondecreasing processes ϕ1,↑ and ϕ1,↓ starting
at 0. Define a strategy (ϕ̃0, ϕ̃1) ∈ Aλ0(ϕ0

0, ϕ
1
0) by

ϕ̃1 = ϕ1
0 + ϕ1,↑ and ϕ̃0 = ϕ0

0 −
∫
Sudϕ

1,↑
u .
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Then,

V liq
τ (ϕ0, ϕ1) = ϕ0

0 +

∫ τ

0

(1− λ)Sudϕ
1,↓
u −

∫ τ

0

Sudϕ
1,↑
u + (ϕ1

τ )
+(1− λ)Sτ − (ϕ1

τ )
−Sτ

≤ ϕ0
0 −

∫ τ

0

Sudϕ
1,↑
u + (ϕ1

0 + ϕ1,↑
τ )+(1− λ)Sτ − (ϕ1

0 + ϕ1,↑
τ )−Sτ

= V liq
τ (ϕ̃0, ϕ̃1),

since ϕ1
τ ≤ ϕ̃1

τ = ϕ1
τ + ϕ1,↓

τ and S is nondecreasing and therefore∫ τ

0

(1− λ)Sudϕ
1,↓
u + (ϕ1

τ )
+(1− λ)Sτ − (ϕ1

τ )
−Sτ ≤ (ϕ̃1

τ )
+(1− λ)Sτ

for ϕ̃1
τ ≥ 0 and ∫ τ

0

(1− λ)Sudϕ
1,↓
u − (ϕ1

τ )
−Sτ ≤ −(ϕ̃1

τ )
−Sτ

for ϕ̃1
τ < 0.

(ii) That (ϕ̂1
t )0≤t<τ is a nondecreasing process such that Lt(ϕ̂) ≥ `(Wt) for 0 ≤ t <

τ follows immediately from part (i) above and by combining Lemmas 4.3.7 and 4.3.8.
Indeed, suppose that

P

[
inf

0≤t<τ

(
Lt(ϕ̂)− `(Wt)

)
< 0

]
> 0.

Then there exist two stopping times σ1 and σ2 and α > 0 such that P[σ1 < σ2 ≤ τ ] > 0
and Lt(ϕ̂) < `(Wt)− α on Kσ1, σ2K by Lemma 4.3.8. Therefore, we can define a strategy
ϕ̃ such that ϕ̃ = ϕ̂ on J0, σ1K and Lt(ϕ̃) = Lt(ϕ̂) + α on Jσ1, σ2K. Then,

E
[

log(ϕ̃0
σ2

+ ϕ̃1
σ2
Sσ2) + v

(
Lσ2(ϕ̃),Wσ2

)]
= E

[∫ σ2

0

Lt(ϕ̂)dt+ α(σ2 − σ1) + v
(
Lσ2(ϕ̂),Wσ2

)]
= v(l, w) + αE[σ2 − σ1] > v(l, w)

by part (4) of Lemma 4.3.7, since Lσ2(ϕ̂) ≤ Lσ2(ϕ̃) ≤ `(Wσ2) and v( · ,Wσ2) is constant
on [0, `(Wσ2)]. But this contradicts the optimality of ϕ̂ by part (4) of Lemma 4.3.7.

To see that ∆L(ϕ̂) = `(W )−L−(ϕ̂), assume by way of contradiction that there exists
a stopping time σ such that P[A] > 0 for A := {∆Lσ∧τ (ϕ̂) > `(Wσ∧τ )− Lσ∧τ−(ϕ̂) ≥ 0}.
Then we have

v
(
Lσ∧τ (ϕ̂),Wσ∧τ

)
= v
(
Lσ∧τ−(ϕ̂) + ∆Lσ∧τ (ϕ̂),Wσ∧τ

)
< v
(
Lσ∧τ−(ϕ̂) +

(
`(Wσ∧τ )− Lσ∧τ−(ϕ̂)

)
,Wσ∧τ

)
= v
(
`(Wσ∧τ ),Wσ∧τ

)
on A, as v(l, w) is strictly decreasing on (`(w), 1

λ
]. But this contradicts the optimality of

ϕ̂ by part 4) of Lemma 4.3.7. Indeed, the strategy (ϕ̃0, ϕ̃1) ∈ Aλ0(ϕ0
0, ϕ

1
0) given by

dϕ̃1
t = 1J0,σ∧τJdϕ̂

1
t + 1Jσ∧τK

(
`(Wσ∧τ )(ϕ̂

0
σ∧τ− + ϕ̂1

σ∧τ−e
σ∧τ )

eσ∧τ
− ϕ̂1

σ∧τ−

)
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and dϕ̃0 = −Sdϕ̃1 satisfies Lt(ϕ̃) = Lt(ϕ̂) on J0, σ ∧ τJ and Lσ∧τ (ϕ̃) = `(Wσ∧τ ) and
therefore yields

v(l, w) = E
[
log
(
ϕ̂0
σ∧τ + ϕ̂1

σ∧τSσ∧τ
)

+ v (Lσ∧τ (ϕ̂),Wσ∧τ )
]

< E
[
log
(
ϕ̃0
σ∧τ + ϕ̃1

σ∧τSσ∧τ
)

+ v (Lσ∧τ (ϕ̃),Wσ∧τ )
]
,

where we used that ϕ̃0
σ∧τ + ϕ̃1

σ∧τSσ∧τ = ϕ̂0
σ∧τ + ϕ̂1

σ∧τSσ∧τ . Since Lt(ϕ̂) ≥ `(Wt) for all
0 ≤ t < τ , this proves ∆L(ϕ̂) = `(W )− L−(ϕ̂).

Let ϕ̂ ∈ Aλ0(ϕ0
0, ϕ

1
0) be the solution and ϕ̃ ∈ Aλ0(ϕ0

0, ϕ
1
0) be the strategy such that

(ϕ̃1
t )0≤t<τ is the smallest nondecreasing process with Lt(ϕ̃) ≥ `(Wt) for all 0 ≤ t < τ .

Define a nonnegative predictable process (ψ̃t)0≤t<τ of finite variation by ψ̃t := Lt(ϕ̂) −
Lt(ϕ̃) and suppose by way of contradiction that

P

[
sup

0≤t<τ
ψ̃t > ε

]
> 0 (4.3.21)

for some ε > 0 or, equivalently, that P [τε < τ ] > 0 for the stopping time

τε := inf
{
t > 0

∣∣ ψ̃t > ε
}
∧ τ.

Next observe that
∆Lt(ϕ̃) ≥ `(Wt)− Lt−(ϕ̂) = ∆Lt(ϕ̂)

for all 0 ≤ t < τ , since Lt(ϕ̂) ≥ Lt(ϕ̃) ≥ `(Wt) for all 0 ≤ t < τ and L(ϕ̃) and L(ϕ̂) also

only jump upwards. This implies that ψ̃↑t is continuous, where ψ̃t = ψ̃↑t − ψ̃
↓
t denotes the

Jordan-Hahn decomposition of ψ̃t, and therefore that Lτε(ϕ̂) = Lτε(ϕ̃) + ε.
Now consider the trading strategy ϕ ∈ Aλ0(ϕ0

0, ϕ
1
0) such that ϕ1 = ϕ̂1 on J0, τεK and

buys the minimal amount to keep Lt(ϕ) ≥ `(Wt) on Kτε, τK and dϕ0 = Sdϕ1. Define,
similarly as above, a nonnegative predictable process (ψt)0≤t<τ of finite variation by ψt :=
Lt(ϕ̂)− Lt(ϕ) and the stopping times

τε,h := inf{t > τε | ψt > h} ∧ τ, h > 0,

that satisfy Lτε,h(ϕ̂) = Lτε,h(ϕ) + h on {τε,h < τ} and τε,h ↘ τε for h ↘ 0 on {τε < τ},
since ψ↑ is again continuous. Then we have by the optimality of ϕ̂ and by the part (4)
of Lemma 4.3.7 that

E
[∫ τε,h

τε

(
Ls(ϕ̂)− Ls(ϕ)

)
ds+ v

(
Lτε,h(ϕ̂),Wτε,h

)
− v
(
Lτε,h(ϕ),Wτε,h

)∣∣∣Fτε]
h

≥ 0 (4.3.22)

on {τε < τ} for all h > 0. On the other side, we have

lim
h↘0

E
[∫ τε,h

τε

(
Ls(ϕ̂)− Ls(ϕ)

)
ds
∣∣∣Fτε]

h
≤ lim

h↘0
E [(τε,h − τε)|Fτε ] = 0

on {τε < τ} by Lebesgue’s dominated convergence theorem and

E
[
v
(
Lτε,h(ϕ̂),Wτε,h

)
− v
(
Lτε,h(ϕ),Wτε,h

)∣∣Fτε]
h

≤ E
[
v′−
(
Lτε,h(ϕ),Wτε,h

)∣∣∣Fτε]
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on {τε < τ}, since Lτε,h(ϕ̂)− Lτε,h(ϕ) = h on {τε,h < τ}. As

v′−(l, w) := inf
h>0

v(l, w)− v(l − h,w)

h

is as the infimum of continuous functions upper semicontinuous and

Lτε(ϕ) = Lτε(ϕ̃) + ε ≥ `(Wτε) + ε

on {τε < τ}, we obtain by Fatou’s lemma that

lim
h↘0

E
[
v′−
(
Lτε,h(ϕ),Wτε,h

)∣∣∣Fτε] ≤ v′−
(
Lτε(ϕ),Wτε

)
≤ v′−

(
`(Wτε) + ε,Wτε

)
< 0

on {τε < τ}, which is a contradiction to (4.3.22) and hence (4.3.21).

The following result is the crucial property of the function `.

Lemma 4.3.10. There is w such that `(w) = 1
λ

for all w ≥ w.

Proof. Suppose to the contrary that `(w) < 1
λ

for all w ≥ 0. It is straightforward to
check that limw→∞ `(w) = 1

λ
.

The basic idea is now to construct a strategy ϕ that yields, for sufficiently large
W0 = w, a higher expected utility than the optimal strategy ϕ̂ and hence a contradiction
proving the lemma.

For this, we define the strategy ϕ in the following way: We start with (ϕ0
0, ϕ

1
0) =

(1 − 1
λ
, 1
λ
), i.e., with maximal leverage L0(ϕ) = 1

λ
, continue to leave (ϕ0

t , ϕ
1
t ) constant

until the stopping time

% := inf{t > 0 | Lt(ϕ) = Lt(ϕ̂)}

and trade such that Lt(ϕ) = Lt(ϕ̂) after time %. Note that the strategy ϕ̂ only trades
at time t < τ , if Lt(ϕ̂) = `(Wt), by part (ii) of Proposition 4.3.9 and Lt1(ϕ) > Lt1(ϕ̂),
if Lt0(ϕ) > Lt0(ϕ̂) and ϕ̂ does not trade between t1 and t0 for 0 ≤ t0 ≤ t1 < τ , which
follows by a direct computation. Combing both we obtain that Lt(ϕ) > Lt(ϕ̂) ≥ `(Wt)
for 0 ≤ t < % and L%(ϕ) = L%(ϕ̂) = `(W%). Using the decreasing function

f(t) :=
1
λ
et

1− 1
λ

+ 1
λ
et

starting at f(0) = 1
λ

and satisfying f(t) = Lt(ϕ) for 0 ≤ t ≤ % and the “obstacle function”

b(t) := `−1
(
f(t)

)
then allows us to rephrase the definition of % as % = inf{t > 0 | Wt = b(t)}. Here `−1(·)
denotes the right-continuous generalized inverse.

As b : (0,∞) → (0,∞) is nonincreasing and satisfies limt↘0 b(t) = ∞, we obtain a
sequence (an)∞n=1 of nonpositive numbers with

∑∞
n=1 an = ∞ by setting an := b(2−n) −

b(2−n+1). Hence we may find, for any ε > 0, a number n such that

εan > 2−n/4, (4.3.23)
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as ε
∑∞

n=1 an =
∑∞

n=1 εan ≤
∑∞

n=1 2−n/4 < ∞ would lead to a contradiction otherwise.
Now we estimate

P[% > 2−n+1 | % > 2−n]

with W0 = wn = an
2

+ b(2−n+1) which becomes small, if 2−n/2

an
becomes small. By (4.3.23)

we have
2−n/2

an
< ε2−n/4,

so that by elementary estimates on the Gaussian distribution, we have that

P[% > 2−n+1 | % > 2−n] < δ2−2n, (4.3.24)

for a pregiven δ > 0. To see this, observe that

P[% > 2−n+1 | % > 2−n] =
P[% > 2−n+1]

P[% > 2−n]
≤ P[W2−n+1 ≤ b(2−n+1)]

P

[
sup

0≤u≤2−n
Wu < b(2−n)

] , (4.3.25)

where we can estimate the probabilities on the right-hand side separately.
As

P

[
sup

0≤u≤2−n
Wu < b(2−n)

]
≥ P

[
sup

0≤u≤2−n
Bu < b(2−n)− wn

]
,

we obtain by the reflection principle that

P

[
sup

0≤u≤2−n
Wu < b(2−n)

]
≥ 1−P

[
sup

0≤u≤2−n
Bu ≥ b(2−n)− wn

]

= 1− 2P
[
B2−n ≥

an
2

]
= 1−P

[
|Z| ≥ 1

2

an
2−n/2

]
for a standard normal distributed random variable Z ∼ N(0, 1) and therefore

P

[
sup

0≤u≤2−n
Wu < b(2−n)

]
≥ 1−

(
2

2−n/2

an

)2

> 1−
(
2ε2−n/4

)2
(4.3.26)

by applying Chebyscheff’s inequality with E[Z2] = 1.
For ε > 0 sufficiently small such that a3

nε
4 ≤ 1

8
, we have

−an
2

+ 2(εan)4 ≤ −an
4
.

Hence for the second probability we obtain

P
[
W2−n+1 ≤ b(2−n+1)

]
= P

[
B2−n+1 ≤ b(2−n+1)− wn + 2−n+1

]
≤ P

[
B2−n+1 ≤ b(2−n+1)− wn + 2(εan)4

]
= P

[√
2−n+1Z ≤ −an

2
+ 2(εan)4

]
≤ P

[
Z ≤ − an

4
√

22−n/2

]
=

1

2
P

[
|Z| ≥ an

4
√

22−n/2

]

69



with a standard normal distributed random variable Z ∼ N(0, 1). Then, applying again
Chebyscheff’s inequality this time with E[Z8] = 105 gives

P
[
W2−n+1 ≤ b(2−n+1)

]
≤ 1

2
· 105

(
4
√

2
)8
(2−n/2

an

)8

≤ 1

2
·
(

105
(
4
√

2
)8
ε8
)

2−2n =:
1

2
δ2−2n.

(4.3.27)

Plugging (4.3.26) and (4.3.27) into (4.3.25) then yields (4.3.24) after choosing ε small
enough such that

P

[
sup

0≤u≤2−n
Wu < b(2−n)

]
≥ 1

2
.

On the set {% <∞} we can estimate the positive effect of the strategy ϕ on the value
function by

E
[(

log
(
V liq
τ (ϕ0, ϕ1)

)
− log

(
V liq
τ (ϕ̂0, ϕ̂1)

))
1{%<∞}

]
≥ E

[∫ %

0

(
Ls(ϕ)− Ls(ϕ̂)

)
ds1{%<∞}

]
≥ E

[∫ 2−n

0

(
Ls(ϕ)− Ls(ϕ̂)

)
ds1{2−n<%≤2−n+1}

]
.

Using that

max
0≤u≤2−n

Lu(ϕ̂) = max
0≤u≤2−n

`(Wu) ≤ `
(
b(2−n)

)
= f(2−n) = L2−n(ϕ)

on
{

sup0≤u≤2−nWu < b(2−n)
}

and that

P[2−n < % ≤ 2−n+1] = P[% > 2−n] · (1−P[% > 2−n+1 | % > 2−n]) ≥ 1

2
P[% > 2−n]

and

P

[
sup

0≤u≤2−n
Wu < b(2−n)

∣∣∣∣∣ 2−n < % ≤ 2−n+1

]
≥ 1

2

by (4.3.26) for sufficiently large n, we get

E
[(

log
(
V liq
τ (ϕ0, ϕ1)

)
− log

(
V liq
τ (ϕ̂0, ϕ̂1)

))
1{%<∞}

]
≥
∫ 2−n

0

(
f(s)− f(2−n)

)
ds · 1

4
P[% > 2−n].

As

f(s)− f(2−n) ≥ min
u∈[0,2−n]

(
− f ′(u)

)
(2−n − s)

for s ∈ [0, 2−n] and f ′(u) = f(u)
(
1− f(u)

)
satisfies

−f ′(u) ≥ 1
2
f(0)

(
f(0)− 1

)
= 1

2
1
λ

(
1
λ
− 1
)
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for all u ∈ [0, 2−n] by continuity of f for sufficiently large n, we obtain that

E
[(

log
(
V liq
τ (ϕ0, ϕ1)

)
− log

(
V liq
τ (ϕ̂0, ϕ̂1)

))
1{%<∞}

]
≥ c12−2nP[% > 2−n] (4.3.28)

for sufficiently large n with c1 := 1
16

1
λ

(
1
λ
− 1
)
> 0.

For the estimate of the negative effect of the strategy ϕ on the set {% = ∞}, we
observe that, if V liq

τ (ϕ̂0, ϕ̂1) ≥ 1, then

1 ≤ V liq
τ (ϕ̂0, ϕ̂1) ≤ 1 + ϕ̂1

τ

(
(1− λ)Sτ − 1

)
≤ 1 + ϕ1

0

(
(1− λ)Sτ − 1

)
= V liq

τ (ϕ0, ϕ1),

since ϕ̂1
t ≤ ϕ1

0 = 1
λ

for all 0 ≤ t < %, and therefore

log
(
V liq
τ (ϕ0, ϕ1)

)
− log

(
V liq
τ (ϕ̂0, ϕ̂1)

)
≥ 0

on {% =∞, V liq
τ (ϕ̂0, ϕ̂1) ≥ 1}. Hence, it is sufficient to consider {% =∞, V liq

τ (ϕ̂0, ϕ̂1) <
1}, where we can estimate the negative effect of ϕ as follows:

log
(
V liq
τ (ϕ0, ϕ1)

)
− log

(
V liq
τ (ϕ̂0, ϕ̂1)

)
≥ log

(
V liq
τ (ϕ0, ϕ1)

)
= log

(
( 1
λ
− 1)(eτ − 1)

)
≥ log

(
( 1
λ
− 1)τ

)
≥ log

(
( 1
λ
− 1)σ ∧ 1

)
,

where σ := inf{t > 0 | W 1
t ≤ 0} ≤ τ for W 1

0 = 1. As

0 ≥ E
[
log
(
( 1
λ
− 1)σ ∧ 1

)]
=

∫ λ
1−λ

0

log
(

1−λ
λ
z
) (

1
2πz3

) 1
2 exp

(
− (z−1)2

2z

)
dz

=: −c2 > −∞,

we obtain for the negative effect that

E
[(

log
(
V liq
τ (ϕ0, ϕ1)

)
− log

(
V liq
τ (ϕ̂0, ϕ̂1)

))
1{%=∞}

]
≥ −c2P[% =∞]. (4.3.29)

Combining (4.3.28) and (4.3.29) then gives

E
[

log
(
V liq
τ (ϕ0, ϕ1)

)
− log

(
V liq
τ (ϕ̂0, ϕ̂1)

)]
≥ c12−2nP[% > 2−n]− c2P[% =∞]

and finally

E
[

log
(
V liq
τ (ϕ0, ϕ1)

)
− log

(
V liq
τ (ϕ̂0, ϕ̂1)

)]
≥ (c1 − c2δ) 2−2nP[% > 2−n] > 0

by (4.3.24), as δ can be chosen arbitrarily small.

We finish this section by considering a variant of the example constructed in Propo-
sition 4.3.1. The predictable stopping time τ used in the above example will now be
replaced by a totally inaccessible stopping time.
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The main feature of this modified example is to show that, for a continuous process

S, it may happen that Ŝ := Ŷ 1

Ŷ 0
is a shadow price in the sense of Definition 4.2.1, but fails

to be continuous.

Consider the first jump time τα of a Poisson process (Nt)t≥0 with parameter α > 0.
It is exponentially distributed with parameter α > 0, so that E[τα] = α−1. The stock
price process S = Sα is defined by

Sαt := et∧τ
α

.

Similarly, as in the previous example, the price moves upwards up to time τα, and then
remains constant. As information available to the investor we use the P-augmented
filtration FSα =

(
FSαt

)
t≥0

generated by the price process Sα =
(
Sαt
)
t≥0

.

For fixed transaction costs λ ∈ (0, 1) such that λ < α−1, and initial endowment x > 0,
we consider the portfolio optimization problem (4.1.2) with logarithmic utility function,
i.e.,

E [log (g)]→ max!, g ∈ Cλ0 (x). (4.3.30)

Proposition 4.3.11. The process Sα has the following properties.

(i) The price process Sα satisfies the condition (CPSµ) for all µ ∈ (0, 1), but does not
satisfy the condition (NUPBR).

(ii) The value function u(x) is finite, for x > 0.

(iii) The dual optimizer Ŷ ∈ Bλ is induced by a martingale Ẑ and therefore Theorem

4.2.2 implies that Ŝ = Ẑ1

Ẑ0
is a shadow price in the sense of Definition 4.2.1.

(iv) The shadow price Ŝ fails to be continuous. In fact it has a jump at time t = τα.

Again, we start by arguing heuristically to derive candidates for primal and dual opti-
mizer. Then we shall verify, using the duality theorem, that they are actually optimizers
to the primal and dual problem, respectively.

Since Sα can never move downwards, it is rather intuitive that the agent will never
go short on this (see Proposition 4.3.9 for a formal argument), hence the leverage process
is always positive, i.e.,

Lt(ϕ) =
ϕ1
tSt

ϕ0 + ϕ1
tSt
≥ 0.

By the memorylessness of the exponential distribution and the properties of U(x) =
log(x), the optimal leverage should remain constant on the stochastic time interval J0, ταK.
Under transaction costs λ > 0, the upper bound for the leverage Lt(ϕ) is 1

λ
as above,

which is the maximal proportion of holdings in stock to the total wealth such that the
liquidation value is nonnegative.

Fix ` ∈ [0, 1
λ
]. Starting with initial endowment (ϕ0

0−, ϕ
1
0−) = (x, 0), we buy `x shares,

i.e., (ϕ0
0, ϕ

1
0) = ((1− `)x, `x).

Now we are looking for an optimal leverage ˆ̀. From the λ-self-financing condition, we
have

−dϕ0
t = etdϕ1

t ,
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for 0 ≤ t ≤ τα, where the agent will never sell stocks. As the leverage Lt(ϕ) remains
constant on J0, ταK, we obtain

(1− `)ϕ1
t e
t = `ϕ0

t ,

for 0 ≤ t ≤ τα. Solving the equations above with initial conditions from initial investment

(ϕ0
0, ϕ

1
0) =

(
(1− `)x, `x

)
,

we obtain the explicit form of a λ-self-financing trading strategy with constant leverage
` and initial investment ((1− `)x, `x)

(ϕ0
t , ϕ

1
t ) =

(
(1− `)xe`t, `xe(`−1)t

)
,

on J0, ταK, which yields that the liquidation value at time τα is

V liq
τα (ϕ0, ϕ1) = (1− `λ)xe`τ

α

.

Hence, the expected utility is

f(`) := E
[
log
(
V liq
τα (ϕ0, ϕ1)

)]
= E

[
log
(
(1− `λ)xe`τ

α)]
= log(x) + log(1− `λ) + `

α
.

Maximizing over ` ∈
[
0, 1

λ

]
, we get the optimal leverage

ˆ̀=
1− αλ
λ

∨ 0.

Therefore, the educated guess for the optimal strategy is

(ϕ̂0
t , ϕ̂

1
t ) =

(
(1− ˆ̀)xe

ˆ̀t, ˆ̀xe(ˆ̀−1)t
)

=
(
λ−1+αλ

λ
x exp

(
1−αλ
λ
t
)
, 1−αλ

λ
x exp

(
1−αλ−λ

λ
t
) )
,

for 0 ≤ t ≤ τα. At τα the portfolio may be liquidated so that (ϕ̂0
t , ϕ̂

1
t ) =

(
V liq
τα (ϕ̂), 0

)
for

t > τα. This yields as candidate for the value function u(x)

ū(x) = log(x) + log(1− ˆ̀λ) +
ˆ̀

α
= log(x) + log(αλ) + 1−αλ

αλ
,

which satisfies ū(x) ≤ u(x).

Remark 4.3.12. We see that ˆ̀ converges to 1
λ
, as α goes to 0. For a small α > 0, τα takes

big values with high probability. It is rather intuitive that in this case the agent will
dare to take higher leverage. For a big α, τα takes small values with high probability.
In this case, if the agent would decide to buy some stocks, she will face a loss with high
probability, as she has to liquidate the stock before it has substantially risen in value.

Let us continue our heuristic search for the dual optimizer Ẑ and the shadow price

Ŝ = Ẑ1

Ẑ0
.

As for a Poisson process (Nt)t≥0 and u < 1 the process

exp
(

log(1− u)Nt + uαt
)
, t ≥ 0
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is a martingale, we use the following ansatz to look for the dual optimizer, where u, v < 1
are still free variables.

Set

Z0
τα∧t := exp

(
log(1− u)Nτα∧t + uα(τα ∧ t)

)
,

Z1
τα∧t := exp

(
log(1− v)Nτα∧t + vα(τα ∧ t)

)
,

S̃t :=
Z1
τα∧t

Z0
τα∧t

= exp
(
Nτα∧t log

(
1−v
1−u

) )
exp

(
(v − u)α(τα ∧ t)

)
.

By the definition of τα, we have

S̃t =

{
exp((v − u)αt), if 0 ≤ t < τα,
1−v
1−u exp

(
(v − u)ατα

)
, if t ≥ τα.

In order to be a candidate for a shadow price, S̃ should satisfy

S̃t =

{
St, if 0 ≤ t < τα,
(1− λ)Sτα , if t ≥ τα,

therefore the parameters u and v should solve the following equations

v − u =
1

α
,

1− v
1− u

= 1− λ.

Solving the equations above, we obtain u = 1− 1
αλ

and v = 1 + 1
α
− 1

αλ
so that

Ẑ0
t :=

(
1
αλ

)Nτα∧t exp
((
α− 1

λ

)
(τα ∧ t)

)
,

Ẑ1
t :=

(
1
αλ
− 1

α

)Nτα∧t exp
((

1 + α− 1
λ

)
(τα ∧ t)

)
,

Ŝt :=
Ẑ1
t

Ẑ0
t

= (1− λ)Nτα∧teτ
α∧t.

This finishes our heuristic considerations. We shall now apply duality theory to verify
the above guesses.

Proof of Proposition 4.3.11. (i) Consider the process Yt := log(Sαt ) = t ∧ τα. For all ε,
T > 0 and all stopping times σ such that P[σ < τα] > 0, we have that

P

[
sup

t∈Jσ,ταK
|Yt − Yσ| < ε, σ < τα

]
= P [τα − σ < ε|σ < τα] P [σ < τα] > 0,

since τα is exponential distributed. Therefore the process log(Sαt ) is sticky, see [49,
Definition 2.2], which implies by [49, Corollary 2.1] the absence of arbitrage of Sα under
ε-propositonal transaction costs, for all ε > 0. This is equivalent to (CPSµ) for all µ > 0,
by [51, Theorem 2].

Since P[τα > 0] > 0 and trajectories of Sα are strictly increasing on J0, ταK, the simple
buy and hold produces an obvious immediate arbitrage in the frictionless market, which
shows the violation of (NFLV R).
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We now show that the process Sα allows for an unbounded profit with bounded risk,
i.e., there exists an γ > 0, such that for all C > 0, there exists predictable Sα-integrable
strategy H such that

(H • Sα)t ≥ −1 a.s. ∀t ∈ [0, 1] and P[(H • Sα)T ≥ C] ≥ γ.

Indeed: We consider the horizon T = ∞. This is only done for notational convenience,
since τα is almost surely finite, so that almost all paths are eventually constant. Choose

one γ ∈ (0, 1). Let C > 0 arbitrary. Choose one M ≥ Cγ1/α

1−γ1/α . Let us consider a simple
buy and hold strategy Ht := M1J0,ταK, which give

(H • S)t = M(eτ
α∧t − 1) > 0 > −1,

and

P[(H • S)T ≥ C] = P
[
M(eτ

α − 1) ≥ C
]

= P

[
τα ≥ log

(
M + C

M

)]
= exp

(
−α log

(
M + C

M

))
=

(
M

M + C

)α
≥ γ.

Hence, the above assertion follows.

(ii) For fixed 0 < λ < 1 and ϕ ∈ Aλ0(x), we observe that V liq
τ (ϕ) ≤ x exp

(
τα

λ

)
. As τα

has expectation E[τα] = α−1, we obtain that

u(x) ≤ E
[
log
(
x exp

(
τα

λ

))]
= log(x) + 1

λ
E[τα] = log(x) + 1

αλ
<∞.

Hence, by Theorem 4.1.3 there is a dual optimizer Ŷ ∈ B.

As regards (iii) and (iv) note that (Ẑ0
t , Ẑ

1
t )t≥0 is P-martingale. Since (Ẑ0

t , Ẑ
1
t )t≥0 is

strictly positive and satisfies

(1− λ)St ≤
Ẑ1
t

Ẑ0
t

≤ St,

for all t ≥ 0, it defines a λ-consistent price system.
For ŷ := ū′(x) = 1

x
, we have

v(ŷ) ≤ E
[
− log

(
ŷẐ0

τα

)
− 1
]

= −E

[
log

(
1
x

1
αλ
e

(
α− 1

λ

)
τα
)]
− 1

= log(x) + log(αλ) + αλ−1
αλ
− 1 = ū(x)− xŷ

≤ u(x)− xŷ.

Combining this inequality with the trivial Fenchel inequality v(ŷ) ≥ u(x)−xŷ, we obtain

u(x)− xŷ = ū(x)− xŷ = v(ŷ),

in particular u(x) = ū(x). From Theorem 4.1.3, (ϕ̂0
t , ϕ̂

1
t )t≥0 is indeed an optimal strategy

of the problem defined in (4.3.30), and (Ẑ0
t , Ẑ

1
t )t≥0 is a dual optimizer, which is a P-

martingale. According to Theorem 4.2.2, it follows that Ŝ is a shadow price.
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4.4 Shadow Prices for Fractional Brownian Motion

We continue the analysis pertaining to the existence of a shadow price process for portfolio
optimization under proportional transaction costs. That is, a price process such that
the solution to the frictionless utility maximization problem for this price process gives
the same optimal strategy and utility as the original problem under transaction costs.
We established in Theorem 4.2.9 a positive answer for a continuous price process S =
(St)0≤t≤T satisfying the condition (NUPBR) of no unbounded profit with bounded risk.
The assumption of (NUPBR) implies that S has to be a semimartingale. Therefore,
our result does not yet apply to price processes based on fractional Brownian motion
BH = (BH

t )0≤t≤T such as the fractional Black-Scholes model

St = exp
(
µt+ σBH

t

)
, 0 ≤ t ≤ T, (4.4.1)

where µ ∈ R, σ > 0 and H ∈ (0, 1)\{1
2
} denotes the Hurst parameter of the fractional

Brownian motion BH . In this section, we combine a recent result of Rémi Peyre with a
slight strengthening of our existence result in Theorem 4.2.9 to fill this gap.

In order to formulate the main result, we still need the following notation, which was
introduced by Christian Bender [2] as a generalization of continuous martingales. Rémi
Peyre [89] showed that fractional Brownian motion enjoys this property.

Definition 4.4.1. Let X = (Xt)0≤t≤T be a real-valued continuous stochastic process and
σ ≤ T a stopping time. Define

σ+ := inf{t > σ |Xt −Xσ > 0} ∧ T,
σ− := inf{t > σ |Xt −Xσ < 0} ∧ T.

Then, we say that X satisfies the condition (TWC) of “two way crossing”, if σ+ = σ−
a.s.

(TWC) is a condition on the fine structure of the paths, which means whenever the
process moves from Xσ, it will cross the level Xσ infinitely often in time intervals of length
ε for each ε > 0.

In the subsequent theorem, we observe that it is sufficient for the conclusion of The-
orem 4.2.9 to assume that the price process satisfies the condition (TWC) instead of
assuming (NUPBR).

Theorem 4.4.2. Let U : (0,∞) → R be a strictly concave, increasing, smooth utility
function, satisfying the Inada conditions,

U ′(0) =∞, U ′(∞) = 0,

and the condition (RAE) of reasonable asymptotic elasticity

AE(U) := lim sup
x→∞

xU ′(x)

U(x)
< 1. (4.4.2)

Fix transaction costs λ ∈ (0, 1) and a continuous process S = (St)0≤t≤T satisfying (TWC).
Suppose that

u(x) := sup
ϕ∈Aλ0 (x)

E
[
U
(
V liq
T (ϕ)

)]
<∞ (4.4.3)
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for some x > 0, where Aλ0(x) denotes the set of all λ-self-financing and admissible trading
strategies ϕ = (ϕ0

t , ϕ
1
t )0≤t≤T under transaction costs starting with ϕ0 = (x, 0) and V liq

T (ϕ)
their liquidation value at time T .

Then, the conclusion of Theorem 4.2.9 holds true. In particular, there exists an opti-
mal trading strategy ϕ̂ = (ϕ̂0

t , ϕ̂
1
t )0≤t≤T and a shadow price Ŝ = (Ŝt)0≤t≤T .

Proof. We observe that, for continuous price processes S = (St)0≤t≤T , the condition
(TWC) of two way crossing implies the no obvious immediate arbitrage condition
(NOIA) locally. It follows by Theorem 2.2.4 that S satisfies locally the condition
(CPSµ) of existence of a µ-consistent price system for each µ ∈ (0, 1). Therefore, the
assumptions of Theorem 4.1.3 are satisfied and there exists an optimal trading strategy
ϕ̂ = (ϕ̂0

t , ϕ̂
1
t )0≤t≤T that attains the supremum in (4.4.3) as well as a supermartingale

deflator Ẑ = (Ẑ0
t , Ẑ

1
t )0≤t≤T that solves the dual problem.

To obtain the existence of a shadow price Ŝ = (Ŝt)0≤t≤T for problem (4.4.3), it is by

Theorem 4.2.2 sufficient to show that the dual optimizer Ẑ = (Ẑ0
t , Ẑ

1
t )0≤t≤T is a local

martingale. By Proposition 4.2.5, this follows as soon as we have that the liquidation
value

V liq
t (ϕ̂) := ϕ̂0

t + (ϕ̂1
t )

+(1− λ)St − (ϕ̂1
t )
−St

is strictly positive almost surely for all t ∈ [0, T ], i.e.,

inf
0≤t≤T

V liq
t (ϕ̂) > 0, a.s. (4.4.4)

To show (4.4.4), we argue by contradiction. Define

σε := inf
{
t ∈ [0, T ]

∣∣ V liq
t (ϕ̂) ≤ ε

}
, (4.4.5)

and let σ := limε↘0 σε. We have to show that σ = ∞, almost surely. Suppose that
P[σ <∞] > 0 and let us work towards a contradiction.

First observe that V liq
σ (ϕ̂) = 0 on {σ < ∞}. Indeed, as

(
V liq
t (ϕ̂)

)
0≤t≤T is càdlàg, we

have that
0 ≤ V liq

σ (ϕ̂) ≤ lim
ε↘0

V liq
σε (ϕ̂) ≤ 0

on the set {σ <∞}.
So suppose that V liq

σ (ϕ̂) = 0 on the set {σ < ∞} with P[σ < ∞] > 0. We may and
do assume that S “moves immediately after σ”, i.e., σ = inf{t > σ | St 6= Sσ}. Indeed,
we may replace σ on {σ <∞} by the stopping time σ+ = σ−, which satisfies σ+ < T on
{σ <∞} almost surely as V liq

T (ϕ̂) > 0 almost surely.
We shall repeatedly use the fact established in Theorem 4.1.3 that the process

V̂ =
(
ϕ̂0
t Ẑ

0
t + ϕ̂1

t Ẑ
1
t

)
0≤t≤T

is a uniformly integrable P-martingale satisfying V̂T > 0 almost surely.
Firstly, this implies that ϕ̂1

σ 6= 0 a.s. on {σ < ∞}. Indeed, otherwise Ẑ0
σV

liq
σ (ϕ̂) =

V̂σ = 0 on {σ < ∞}. As V̂ is a uniformly integrable martingale with strictly positive

terminal value V̂T > 0, we arrive at the desired contradiction.
We consider here only the case that ϕ̂1

σ > 0 on {σ < ∞} almost surely. The case
ϕ̂1
σ < 0 with strictly positive probability on {σ <∞} can be dealt with in an analogous
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way. Next, we show that we cannot have Ŝσ = (1−λ)Sσ with strictly positive probability

on {σ <∞}. Indeed, this again would imply that Ẑ0
σV

liq
σ (ϕ̂) = V̂σ = 0 on this set which

yields a contradiction as in the previous paragraph.
Hence we assume that Ŝσ > (1−λ)Sσ on {σ <∞}. This implies by Proposition 4.2.10

that the utility-optimizing agent defined by ϕ̂ cannot sell stock at time σ as well as for
some time after σ, as S is continuous and Ŝ càdlàg. Note, however, that the optimizing
agent may very well buy stock. But we shall see that this is not to her advantage.

Define the stopping time %n as the first time after σ when one of the following events
happens

(i) Ŝt − (1− λ)St <
1
2

(
Ŝσ − (1− λ)Sσ

)
or

(ii) St < Sσ − 1
n
.

By the hypothesis of (TWC) of two way crossing, we conclude that, a.s. on {σ <∞}, we
have that %n decreases to σ and that we have S%n = Sσ− 1

n
, for n large enough. Choose n

large enough such that S%n = Sσ − 1
n

on a subset of {σ <∞} of positive measure. Then
V liq
%n (ϕ̂) is strictly negative on this set which will give the desired contradiction. Indeed,

the assumption ϕ̂1
σ > 0 implies that the agent suffers a strict loss from this position as

S%n < Sσ. The condition (i) makes sure that the agent cannot have sold stock between σ
and %n. The agent may have bought additional stock during the interval Jσ, %nK. However,
this cannot result in a positive effect either as the subsequent calculation, which holds
true on {S%n = Sσ − 1

n
}, reveals

V liq
%n (ϕ̂) = ϕ̂0

%n + (1− λ)ϕ̂1
%nS%n

≤ ϕ̂0
σ −

∫ %n

σ

Sudϕ̂
1,↑
u + (1− λ)

(
ϕ̂1
σ +

∫ %n

σ

dϕ̂1,↑
u

)
S%n

= V liq
σ (ϕ̂) + ϕ̂1

σ(1− λ) (S%n − Sσ)︸ ︷︷ ︸
=− 1

n

−
∫ %n

σ

(
Su − (1− λ)S%n

)︸ ︷︷ ︸
≥Su−S%n≥0

dϕ̂1,↑
u < 0.

This contradiction finishes the proof of the theorem.

The significance of the condition (TWC) in the above result is that it holds for the
fractional Black-Scholes model (4.4.1) and does not require that S is a semimartingale.
It allows us to conclude the existence of a shadow price process for the fractional Black-
Scholes model and utility functions that are bounded from above, like power utility
U(x) = xα

α
with risk aversion parameter α < 0. It remains as an open questions whether

or not the indirect utility (4.4.3) is finite in the fractional Black-Scholes model for utility
functions U : (0,∞) → R that are not bounded from above like logarithmic utility
U(x) = log(x) or power utility U(x) = xα

α
with risk aversion parameter α ∈ (0, 1). By

estimating the number of fluctuations of the fractional Brownian motion, we may show
the validity of (4.4.3).

We need the following notation. Fix δ > 0 and define inductively the stopping times
(τj)j∈N0 by τ0 = 0 and

τj := inf
{
t > τj−1

∣∣ |BH
t −BH

τj−1
| ≥ δ

}
.
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We define the number of δ-fluctuations up to time T as the random variable

F δ
T := sup{j ≥ 0 | τj ≤ T}.

Lemma 4.4.3. Fix H ∈ (0, 1), the model (4.4.1) with µ ≥ 0 and σ > 0, as well as λ > 0,
T > 0 and δ > 0 such that (1− λ)e2σδ+µT < 1.

There exists a constant K = K(δ, λ, µ, σ), depending only on δ, λ, µ and σ such that,
for each g ∈ Cλ0 (x) we have g ≤ xKn on {F δ

T ≤ n}. In particular, the value function
u(x) <∞ for each utility function U : (0,∞)→ R.

Proof. For an admissible λ-self-financing trading strategy ϕ define the optimistic value
process

(
V opt
t (ϕ)

)
0≤t≤T by

V opt
t (ϕ) := ϕ0

t + (ϕ1
t )

+St − (ϕ1
t )
−(1− λ)St.

We note that we interchange the roles of S and (1−λ)S in the definition of the liquidation
value V liq

t (ϕ) of ϕ. It is clear that V opt
t (ϕ) ≥ V liq

t (ϕ) for each admissible λ-self-financing
trading strategy ϕ.

Fix a trajectory
(
BH
t (ω)

)
0≤t≤T and j ∈ N0 such that τj(ω) < T . We claim that there

exists a constant K = K(δ, λ) such that we have

V opt
t

(
ϕ(ω)

)
≤ KV opt

τj

(
ϕ(ω)

)
,

for each τj(ω) ≤ t ≤ τj+1(ω) ∧ T .
We would like to do some rough estimates. Hence, we assume the agent knows the

entire trajectory
(
St(ω)

)
0≤t≤T . As

St(ω) = Sτj(ω) exp
(
σ
(
BH
t (ω)−BH

τj
(ω)
)

+ µ
(
t− τj(ω)

))
,

we see that St(ω) is in the interval
[
e−σδSτj(ω), eσδ+µTSτj(ω)

]
.

Let us assume that the BH
t = BH

τj
+ δ. The agent, who is maximizing V opt

t

(
ϕ(ω)

)
,

wants to exploit the up-movement by investing into the stock S as much as possible.
However, she cannot make ϕ1

u ≥ 0 arbitrarily large, as she is restricted by the admissibility
condition V liq

t

(
ϕ(ω)

)
= ϕ0

u(ω) + ϕ1
u(ω)(1 − λ)Su(ω) ≥ 0, for every τj(ω) ≤ u ≤ t. As

Su(ω) ≤ eσδ+µTSτj(ω) for τj(ω) ≤ u ≤ t, we have

ϕ0
u(ω) + ϕ1

u(ω)(1− λ)eσδ+µTSτj(ω) ≥ 0. (4.4.6)

As any value ϕτj(ω) =
(
ϕ0
τj

(ω), ϕ1
τj

(ω)
)

with V opt
τj

(
ϕ(ω)

)
= V may be reached from

(V, 0) by either buying stock at time τj(ω) at price Sτj(ω) or selling it at price (1−λ)Sτj(ω),
we may assume without loss of generality that ϕτj(ω) = (V, 0).

The best strategy in our situation is to wait until the moment τj(ω) ≤ t ≤ t when
St(ω) is minimal in the interval [τj(ω), t], then to buy at time t as much stock as is
allowed by (4.4.6), and then to keep the positions constant until time t. Assuming the
most favorable case St(ω) = e−σδSτj(ω), we obtain ϕu = (V, 0) for τj(ω) ≤ u < t and

ϕu =

(
V − V

1− (1− λ)e2σδ+µT
,

V

1− (1− λ)e2σδ+µT

1

e−σδSτj(ω)

)
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for t ≤ u ≤ t. Therefore,

V opt
t

(
ϕ(ω)

)
≤ V

(
1− 1

1− (1− λ)e2σδ+µT
+

e2σδ+µT

1− (1− λ)e2σδ+µT

)
= V

(
1 +

e2σδ+µT − 1

1− (1− λ)e2σδ+µT

)
.

Due to the assumption (1 − λ)e2σδ+µT < 1 the term in the bracket is a finite positive
constant K, depending on λ, δ, µ and σ.

We have assumed a maximal up-movement. As regards the case of a maximal down-
movement as well as any intermediate case, the argument goes in an analogous way and
we yield the same estimate. Therefore, g(ω) ≤ xKF δT (ω) for each g ∈ Cλ0 (x).

As any concave function U(x) is dominated by an affine function C+kx, by Corollary
A.1.25 we obtain that

E[U(g)] ≤ C + kxE
[
KF δT

]
= C + kxE

[
exp

(
log(K)F δ

T

)]
<∞,

for every g ∈ Cλ0 (x).

By the same token, we may prove the same assertion for the case µ ≤ 0.

Thus, we may formulate the existence of a shadow price process for the fractional
Black-Scholes model and utility functions satisfying the condition (RAE).

Proposition 4.4.4. Let U : (0,∞)→ R be a strictly concave, increasing, smooth utility
function, satisfying the Inada conditions and (RAE). Fix transaction costs λ ∈ (0, 1)
and the fractional Black-Scholes model (4.4.1).

Then the conclusion of Theorem 4.2.9 holds true. In particular, there exists an optimal
trading strategy ϕ̂ = (ϕ̂0

t , ϕ̂
1
t )0≤t≤T and a shadow price Ŝ = (Ŝt)0≤t≤T .

Proof of Proposition 4.4.4. The fractional Black-Scholes model satisfies (TWC) by the
law of iterated logarithm for fractional Brownian motion at stopping times in [89, The-
orem 34]. Together with Lemma 4.4.3 we have shown that the assumptions of Theorem
4.4.2 are satisfied.

As in [28], where we established in Theorem 4.1 the existence of a shadow price for
the fractional Black-Scholes model and utility functions U : R → R that are bounded
from above, the proposition above allows us to obtain the optimal trading strategy to
portfolio optimization problem under transaction costs for a non-semimartingale price
process S by passing to a frictionless problem for a semimartingale price process Ŝ. To
the frictionless problem for Ŝ, we can apply all known results from frictionless markets to
derive the optimal trading strategy. In this fashion, we obtain similarly as in [28, Section

5] that Ŝ is an Itô process that touches S and (1− λ)S without reflection, whenever the
optimal trading strategy buys or sells risky assets.
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Chapter 5

Utility Maximization with Random
Endowment and Transaction Costs

In this chapter we study the utility maximization problem on the terminal wealth with
proportional transaction costs and a random endowment.

As in Chapter 2, we consider a model of a financial market which consists of two
assets, one bond and one stock. The price of the bond B is constant and normalized to
B ≡ 1 and the stock price process S = (St)0≤t≤T is strictly positive and càdlàg, based on
a filtered probability space (Ω,F , (Ft)0≤t≤T ,P) satisfying the usual hypotheses of right
continuity and saturatedness, where F0 is assumed to be trivial.

We also assume here that the agent is endowed with initial wealth x ∈ R and re-
ceives an exogenous endowment eT at time T , which is FT -measurable and satisfies
ρ := ‖eT‖∞ <∞.

Under the assumption of the existence of λ-consistent price systems, to make the dual-
ity approach possible, we enlarge the dual domain L1 to its topological bidual (L∞)∗ = ba,
the space of finitely additive measures. Then, we show that the results remain valid as
they were pointed out in [23]. We also consider the utility functions U : R → R, which
are finitely valued for all x ∈ R. Using the similar approximation technique as in [94]
and [86], we provide duality results and the existence of shadow prices in this setting.

5.1 Utility Maximization Problem on the Positive

Real Line

In this section, we suppose the agent’s preferences over terminal wealth are modeled by
a standard utility function U : (0,∞)→ R, which is strictly increasing, strictly concave,
continuously differentiable and satisfies the Inada conditions:

U ′(0) := lim
x→0

U ′(x) =∞ and U ′(∞) := lim
x→∞

U ′(x) = 0,

and has reasonable asymptotic elasticity, i.e.,

AE(U) := lim sup
x→∞

xU ′(x)

U(x)
< 1.
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Without loss of generality, we may assume U(∞) > 0 to simplify the analysis. Define
also U(x) = −∞ whenever x ≤ 0.

Then we restrict our attention to the terminal liquidation wealth, for x > 0, the
primal problem is to maximize the expected utility function from terminal wealth

E[U(x+ ϕ0
T + eT )]→ max!, (ϕ0, ϕ1) ∈ Aλadm(0), (5.1.1)

where we denote by Aλadm(x), for x ∈ R, the set of all λ-self-financing and admissible
trading strategies starting from initial endowment (ϕ0

0, ϕ
1
0) = (x, 0).

Define
Cλ(x) :=

{
V liq
T (ϕ)

∣∣∣ϕ = (ϕ0, ϕ1) ∈ Aλadm(x)
}
.

Again, we assume without loss of generality that ϕ1
T = 0 and therefore

Cλ(x) =
{
ϕ0
T

∣∣∣ϕ = (ϕ0, ϕ1) ∈ Aλadm(x)
}
.

We denote Cλ := Cλ(0), the set of random variables g in L0(Ω,F ,P) such that there is
an admissible λ-self-financing trading strategy (ϕ0

t , ϕ
1
t )0≤t≤T , with initial value (0, 0) and

terminal value (g, 0).
Then the problem (5.1.1) can be rewritten as

E[U(x+ g + eT )]→ max!, g ∈ C̃λ, (5.1.2)

where the set C̃λ consists of those elements of Cλ for which the above expectation is well
defined.

Finally, in order to exclude trivial case, we have the following assumption:

Assumption 5.1.1. The value function

u(x) := sup
g∈C̃λ

E[U(x+ g + eT )]

is finitely valued for some x > ρ.

The concavity of u(x) and Assumption 5.1.1 imply that u(x) <∞ for all x ∈ R.

Let V : R+ → R be the convex conjugate function of U(x) defined by

V (y) := sup
x>0
{U(x)− xy}, y > 0.

We also define I : (0,∞)→ (0,∞) the inverse function of U ′ on (0,∞), which is strictly
decreasing, and satisfies I(0) =∞, I(∞) = 0 and I = −V ′.

Throughout this chapter we have the following assumption:

Assumption 5.1.2. S satisfies (CPSµ) for all µ ∈ (0, 1).

For a treatment of the problem at hand, the usual dual space

Mλ
a :=

{
Z0
T ∈ L1(P)

∣∣∣ (Z0, Z1) ∈ Zλa (S)
}
,
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which is a subset of L1, is too small. As in [23], we extend the usual domain to (L∞)∗ = ba,
the dual space of L∞ and define the following subset of ba, which is equipped with the
weak-star topology σ(ba, L∞),

Dλ :=
{
Q ∈ ba

∣∣ ‖Q‖ = 1 and 〈Q, g〉 ≤ 0 for all g ∈ Cλ ∩ L∞
}
,

and Dλ,r := Dλ ∩ L1, where r stands for regular.

Remark 5.1.3. We note that the set Dλ is convex and also σ(ba, L∞)-compact by Alaoglu’s
theorem. Since −L∞+ ⊆ Cλ, we see that Dλ ⊆ ba+, and hence Dλ,r ⊆ L1

+. By Theorem
2.3.4, each g ∈ Cλ satisfies E[Z0

Tg] ≤ 0, for every λ-consistent price system (Z0, Z1),
therefore Mλ

a ⊆ Dλ,r ⊆ Dλ. As a consequence, the Assumption 5.1.2 implies that sets
Dλ and Dλ,r are nonempty.

Lemma 5.1.4. The set Dλ is the σ(ba, L∞)-closure of Mλ
a.

Proof. It is clear that Mλ
a ⊆ Dλ and Dλ is σ(ba, L∞)-closed, hence

Mλ
a

σ(ba,L∞)
⊆ Dλ.

Assume now that there exists an element Q̃ ∈ Dλ satisfying Q̃ /∈Mλ
a

σ(ba,L∞)
. AsMλ

a

is a convex set, the σ(ba, L∞)-closure Mλ
a

σ(ba,L∞)
is also convex. By the Hahn-Banach

theorem, there exists f ∈ L∞ =
(
ba, σ(ba, L∞)

)∗
, such that 〈Q̃, f〉 > α and

〈Q, f〉 ≤ α, ∀Q ∈Mλ
a

σ(ba,L∞)
,

for some α ∈ R. In particular, E[Z0
Tf ] ≤ α for all Z0

T ∈ Mλ
a, which follows by Theorem

2.3.4 that f ∈ Cλ(α), therefore f − α ∈ Cλ. By the definition of Dλ, we obtain that

〈Q̃, f − α〉 = 〈Q̃, f〉 − α ≤ 0,

which contradicts the fact that 〈Q̃, f〉 > α.

Lemma 5.1.5. Let g ∈ L∞. Then g ∈ Cλ if and only if 〈Q, g〉 ≤ 0 for all Q ∈ Dλ,r.

Proof. The necessity follows directly from the definition of Dλ. The sufficiency follows
from the superreplication theorem (Theorem 2.3.4), since Mλ

e ⊆ Dλ,r ⊆ Dλ.

Now we define the dual optimization problem by

v(y) := inf
Q∈Dλ

J(y,Q) := inf
Q∈Dλ

{
E

[
V

(
y
dQr

dP

)]
+ y〈Q, eT 〉

}
. (5.1.3)

In the following theorem, we see that even by adding transaction costs, the results
are similar as in [23]. Now we state the main result:

Theorem 5.1.6. Under Assumptions 5.1.2, 5.1.1, we have

1. u(x) <∞ for all x ∈ R and v(y) <∞ for all y > 0.
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2. The primal value function is continuously differentiable on (x0,∞) and u(x) = −∞
for all x < x0, where x0 := −v′(∞) = supQ∈Dλ〈Q,−eT 〉. The dual value function v
is continuously differentiable on (0,∞).

3. The functions u and v are conjugate in the sense that

v(y) = sup
x>x0

{u(x)− xy}, y > 0, (5.1.4)

u(x) = inf
y>0
{v(y) + xy}, x > x0. (5.1.5)

4. For all y > 0, there exists a solution Q̂y ∈ Dλ to the dual problem, which is unique

up to the singular part. For all x > x0, ĝ := I
(
ŷ
dQ̂rŷ
dP

)
− x − eT is the solution to

the primal problem, where ŷ = u′(x), which attains the infimum of {v(y) + xy}.

The rest of this section is devoted to the proof of the above main theorem. We split
the proof in several lemmas and propositions, where we may see the use of the required
assumptions for each step.

Lemma 5.1.7. For all x ∈ R,

u(x) ≤ inf
y>0

inf
Q∈Dλ

{J(y,Q) + xy} = inf
y>0
{v(y) + xy}.

Proof. For the case x + g + eT ≤ 0 on a measurable set A ∈ F with P[A] > 0, we
get u(x) = −∞, therefore the assertion satisfies trivially. We only have to consider the
case x + g + eT > 0 P-a.s. As g is bounded from below by −(x + ρ) and S satisfies
(CPSµ) for all µ ∈ (0, 1), it follows by [96, Theorem 1] that g can be attained by some
(x+ ρ)-admissible, self-financing trading strategy.

From the definition of V (y), positivity of x+ g + eT , and 〈Q, g〉 ≤ 0, it follows

E[U(x+ g + eT )] ≤ E

[
V

(
y
dQr

dP

)
+ y

dQr

dP
(x+ g + eT )

]
≤ E

[
V

(
y
dQr

dP

)]
+ y〈Q, x+ g + eT 〉

≤ E

[
V

(
y
dQr

dP

)]
+ y〈Q, eT 〉+ xy

= J(y,Q) + xy

(5.1.6)

for all y > 0, X ∈ C̃λ, Q ∈ Dλ. Taking supremum and infimum at left-and right-hand
side respectively, we obtain the assertion.

We now study the dual value function.

Lemma 5.1.8. The dual value function v(y) is finitely valued for all y > 0.
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Proof. By Jensen’s inequality, the fact that V is decreasing and E
[
dQr

dP

]
≤ 1, we have

v(y) = inf
Q∈Dλ

{
E

[
V

(
y
dQr

dP

)]
+ y〈Q, eT 〉

}
≥ inf

Q∈Dλ
V

(
yE

[
dQr

dP

])
− yρ

≥ V (y)− yρ
> −∞

(5.1.7)

for all y > 0.
To show v(y) < ∞, we recall the duality result without random endowment in the

previous chapter. We denote by ũ(x) and ṽ(y) be the primal and dual value function,
respectively,

ũ(x) := sup
(ϕ0,ϕ1)∈Aλadm(0)

E[U(x+ ϕ0
T )] = sup

g∈C̃λ
E[U(x+ g)],

ṽ(y) := inf
(Z0,Z1)∈Zλe (S)

E
[
V
(
yZ0

T

)]
.

By Assumption 5.1.1, we obtain

ũ(x) ≤ sup
g∈C̃λ

E[U(x+ g + ρ+ eT )] = u(x+ ρ) <∞, (5.1.8)

for all x > 0. On the other hand, by Theorem 3.2.4

ṽ(y) = sup
x>0
{ũ(x)− xy} = ũ(x̂y)− x̂yy <∞,

for all y > 0. It follows from

v(y) = inf
Q∈Dλ

{
E

[
V

(
y
dQr

dP

)]
+ y〈Q, eT 〉

}
≤ inf

(Z0,Z1)∈Zλe (S)
E
[
V
(
yZ0

T

)]
+ yρ

= ṽ(y) + yρ,

that v(y) <∞, for all y > 0.

Lemma 5.1.9. For any y > 0, the infimum of the left-hand side of (5.1.3) is attained

by some Q̂y ∈ Dλ.

Proof. Let (Qn)n∈N ⊆ Dλ be the minimizing sequence, i.e.,

v(y) = lim
n→∞

{
E

[
V

(
y
dQr

n

dP

)]
+ y〈Qn, eT 〉

}
.

Since Dλ is convex and
(dQrn
dP

)
n∈N is L1-bounded, we can find a sequence (Q̃n)n∈N with

Q̃n ∈ conv(Qk; k ≥ n) such that dQ̃rn
dP

converges almost surely to some f ≥ 0.
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Clearly
∣∣∣〈Q̃n, eT 〉

∣∣∣ ≤ ρ. Then we can extract a subsequence of Q̃n, which is still

denoted by Q̃n, such that 〈Q̃n, eT 〉 converges.

Note that Dλ is σ(ba, L∞)-compact, thus the sequence (Q̃n)n∈N has a cluster point

Q̂y ∈ Dλ. From Proposition A.2.1 (4) we have

dQ̂r
y

dP
= f = lim

n→∞

dQ̃r
n

dP
.

Similarly to [70, Lemma 3.2], we obtain the uniform integrability of
{
V −
(
y dQ̃

r
n

dP

)}
n∈N

.

By Fatou’s lemma, we have

lim inf
n→∞

E

[
V

(
y
dQ̃r

n

dP

)]
≥ E

[
V

(
y
dQ̂r

y

dP

)]
.

Since 〈Q̂y, eT 〉 is a cluster point of (〈Q̃n, eT 〉)n∈N, which converges, we have

〈Q̂y, eT 〉 = lim
n→∞
〈Q̃n, eT 〉.

Hence,

J(y, Q̂y) = E

[
V

(
y
dQ̂r

y

dP

)]
+ y〈Q̂y, eT 〉

≤ lim inf
n→∞

{
E

[
V

(
y
dQ̃r

n

dP

)]
+ y〈Q̃n, eT 〉

}

≤ lim
n→∞

{
E

[
V

(
y
dQr

n

dP

)]
+ y〈Qn, eT 〉

}
= v(y),

which gives the optimality of Q̂y ∈ Dλ.

Lemma 5.1.10. The solution of the dual problem might not be unique, but its countably
additive part is unique.

Proof. Assume that Q1 and Q2 are two minimizers such that Qr
1 6= Qr

2. Let Q :=
1
2
Q1 + 1

2
Q2 ∈ Dλ. By the strict convexity of V ,

E

[
V

(
y
dQr

dP

)]
<

1

2
E

[
V

(
y
dQr

1

dP

)]
+

1

2
E

[
V

(
y
dQr

2

dP

)]
,

hence,

J(y,Q) <
1

2
J(y,Q1) +

1

2
J(y,Q2) = J(y, Q̂y),

which is in contradiction to the optimality of Q̂y.

Lemma 5.1.11. The dual value function v(·) is strictly convex.

Proof. It follows directly from the strict convexity of the function V .
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Proposition 5.1.12. For all y > 0,
dQ̂ry
dP
I
(

(y − ε)dQ̂
r
y

dP

)
is uniformly integrable for suffi-

ciently small ε > 0.

To prove this proposition, we recall a result from [70] (see Lemma B.1.19).

Lemma 5.1.13. Under the assumption AE(U) < 1, there exist y0 > 0 and 0 < γ < 1
such that

yI(y) <
γ

1− γ
V (y) and V (βy) < β−

γ
1−γ V (y)

for all 0 < y < y0 and 0 < β < 1.

Proof of Proposition 5.1.12. By Lemma 5.1.13, we can find a y0 > 0, such that, for all
0 < y < y0 and sufficiently small ε > 0,

0 ≤
dQ̂r

y

dP
I

(
(y − ε)

dQ̂r
y

dP

)
1{

y
dQ̂ry
dP

<y0

}

=
1

y − ε
y − ε
y

y
dQ̂r

y

dP
I

(
y − ε
y

y
dQ̂r

y

dP

)
1{

y
dQ̂ry
dP

<y0

}

≤ 1

y − ε
γ

1− γ
V

(
y − ε
y

y
dQ̂r

y

dP

)
1{

y
dQ̂ry
dP

<y0

}

≤ γC

(y − ε)(1− γ)

∣∣∣∣∣V
(
y
dQ̂r

y

dP

)∣∣∣∣∣ ,
where C =

(
y−ε
y

)− γ
1−γ . Since I is decreasing and positive,

0 ≤
dQ̂r

y

dP
I

(
(y − ε)

dQ̂r
y

dP

)
1{

y
dQ̂ry
dP
≥y0

} ≤ dQ̂r
y

dP
I

(
y − ε
y

y0

)
.

Therefore,

0 ≤
dQ̂r

y

dP
I

(
(y − ε)

dQ̂r
y

dP

)
≤ K

∣∣∣∣∣V
(
y
dQ̂r

y

dP

)∣∣∣∣∣+
dQ̂r

y

dP
I
(y0

2

)
,

for some constant K > 0. Since the right-hand side is an element in L1, we obtain the

uniform integrability of
dQ̂ry
dP
I
(

(y − ε)dQ̂
r
y

dP

)
for sufficiently small ε > 0.

Lemma 5.1.14. The dual value function is continuously differentiable on (0,∞),

v′(y) = −

〈
Q̂r
y, I

(
y
dQ̂r

y

dP

)〉
+ 〈Q̂y, eT 〉.

Proof. Let y > 0 be arbitrary. Define

f(z) := E

[
V

(
z
dQ̂r

y

dP

)]
+ z

〈
Q̂y, eT

〉
.
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It is easy to see that f(z) is convex, f(·) ≥ v(·) and f(y) = v(y), which implies that
4−f(y) ≤ 4−v(y) ≤ 4+v(y) ≤ 4+f(y), where 4± describe the left and the right
derivatives, respectively.

By the convexity of V (·) and the Fatou’s lemma, it follows that

4+f(y) ≤ lim sup
ε→0

1

ε
E

[
V

(
(y + ε)

dQ̂r
y

dP

)
− V

(
y
dQ̂r

y

dP

)]
+
〈
Q̂y, eT

〉
≤ lim sup

ε→0
E

[
dQ̂r

y

dP
V ′

(
(y + ε)

dQ̂r
y

dP

)]
+
〈
Q̂y, eT

〉
≤ E

[
dQ̂r

y

dP
V ′

(
y
dQ̂r

y

dP

)]
+
〈
Q̂y, eT

〉
= −

〈
Q̂r
y, I

(
y
dQ̂r

y

dP

)〉
+
〈
Q̂y, eT

〉
.

On the other side, by Proposition 5.1.12, we can apply Fatou’s lemma again, and it
follows that

4−f(y) ≥ lim inf
ε→0

E

[
−
dQ̂r

y

dP
I

(
(y − ε)

dQ̂r
y

dP

)]
+
〈
Q̂y, eT

〉
≥ −

〈
Q̂r
y, I

(
y
dQ̂r

y

dP

)〉
+
〈
Q̂y, eT

〉
.

Thus, 4−f(y) = 4−v(y) = v′(y) = 4+v(y) = 4+f(y).
By strict convexity, v(·) is continuously differentiable.

Lemma 5.1.15. In particular,

v′(0+) = −∞, v′(∞) ∈

[
inf
Q∈Dλ

〈Q, eT 〉, sup
Q∈Dλ

〈Q, eT 〉

]
.

Proof. From (5.1.7), we have v(0+) ≥ V (0+). On the other hand, by the definition of
v(·) and the decrease of V (·), we have that, for any Q ∈ Dλ,

v(y) ≤ E

[
V

(
y
dQr

dP

)]
+ y 〈Q, eT 〉 ≤ V (0+) + yρ,

which implies v(0+) ≤ V (0+). Hence v(0+) = V (0+) = U(∞). We only need to
consider the case that U(∞) < ∞, indeed, if U(∞) = ∞, we get v(0+) = ∞, and it
follows trivially v′(0+) = −∞.

By the convexity of v and V , (5.1.7), we have

v′(0+) ≤ v(y)− v(0+)

y
≤

E
[
V
(
y dQ

r

dP

)
− V (0+)

]
+ yρ

y

≤ −E

[
dQr

dP
I

(
y
dQr

dP

)]
+ ρ,
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for all y > 0 and Q ∈ Dλ. Letting y → 0, we obtain v′(0+) = −∞ by monotone
convergence theorem.

By the definition of v(·) and l’Hôpital’s rule, we have

v′(∞) = lim
y→∞

v(y)

y
= lim

y→∞

infQ∈Dλ
{
E
[
V
(
y dQ

r

dP

)]
+ y 〈Q, eT 〉

}
y

∈

[
K + inf

Q∈Dλ
〈Q, eT 〉, K + sup

Q∈Dλ
〈Q, eT 〉

]
,

where

K = lim
y→∞

1

y
inf
Q∈Dλ

E

[
V

(
y
dQr

dP

)]
.

Since −V (·) is increasing and I(y) → 0 as y → ∞, we have that for all ε > 0, there
exists Cε > 0 such that

−V (y) ≤ Cε + εy,

for all y > 0. Hence

0 ≤ −K = lim
y→∞

supQ∈Dλ E
[
−V

(
y dQ

r

dP

)]
y

≤ lim
y→∞

Cε + εy

y
= ε.

Consequently, K = 0 and the claim follows.

Now let us consider the next step, infy>0{v(y) + xy}:
If x < x0 := −v′(∞) we have v′(y)+x < 0 for all y > 0, hence infy>0{v(y)+xy} = −∞

and by Lemma 5.1.7 we have

u(x) ≤ inf
y>0
{v(y) + xy} = −∞.

In this case the optimization problem is trivial.
For each x > x0, there exists a unique ŷ > 0, such that v′(ŷ) + x = 0, and ŷ attains

the infimum of {v(y) + xy}. After having shown the existence of optimizer of the dual

problem, we come back to the primal problem. For simplicity, denote Q̂ := Q̂ŷ. Let us
consider

ĝ := I

(
ŷ
dQ̂r

dP

)
− x− eT .

Since I(·) is positive, we have that x+ ĝ + eT > 0 P-a.s. It follows from Lemma 5.1.14

−x = v′(ŷ) = −

〈
Q̂r, I

(
ŷ
dQ̂r

dP

)〉
+
〈
Q̂, eT

〉
= −

〈
Q̂r, x+ ĝ + eT

〉
+
〈
Q̂, eT

〉
= −

〈
Q̂r, x+ ĝ

〉
+
〈
Q̂s, eT

〉
.

(5.1.9)

The following lemmas will show that ĝ is an element in Cλ.
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Lemma 5.1.16.

sup
Q∈Dλ

{〈Qr, x+ ĝ〉 − 〈Qs, eT 〉} = 〈Q̂r, x+ ĝ〉 − 〈Q̂s, eT 〉 = x.

Proof. Given a Q ∈ Dλ which is a convex set, and an ε ∈ (0, 1), define

Qε := (1− ε)Q̂+ εQ ∈ Dλ.

It follows Qr
ε = (1 − ε)Q̂r + εQr. By the optimality of Q̂ and the convexity of V (·), we

have

0 ≥ 1

εŷ

{
E

[
V

(
ŷ
dQ̂r

dP

)]
+ ŷ〈Q̂, eT 〉 − E

[
V

(
ŷ
dQr

ε

dP

)]
− ŷ〈Qε, eT 〉

}

=
1

εŷ
E

[
V

(
ŷ
dQ̂r

dP

)
− V

(
ŷ
dQr

ε

dP

)]
+ 〈Q̂, eT 〉 − 〈Q, eT 〉

≥ 1

εŷ
E

[
ŷ

(
dQ̂r

dP
− dQr

ε

dP

)
V ′
(
ŷ
dQr

ε

dP

)]
+ 〈Q̂, eT 〉 − 〈Q, eT 〉

= E

[(
dQr

dP
− dQ̂r

dP

)
I

(
ŷ
dQr

ε

dP

)]
+ 〈Q̂, eT 〉 − 〈Q, eT 〉.

We now claim that
((

dQr

dP
− dQ̂r

dP

)
I
(
ŷ dQ

r
ε

dP

))−
is uniformly integrable. Indeed,((

dQr

dP
− dQ̂r

dP

)
I

(
ŷ
dQr

ε

dP

))−
≤ dQ̂r

dP
I

(
ŷ
dQr

ε

dP

)
≤ dQ̂r

dP
I

(
ŷ(1− ε)dQ

r
ε

dP

)
,

where the last term is uniformly integrable for sufficiently small ε by Lemma 5.1.12.
Hence we can apply Fatou’s lemma, and obtain

0 ≥ lim inf
ε→0

E

[(
dQr

dP
− dQ̂r

dP

)
I

(
ŷ
dQr

ε

dP

)]
+ 〈Q̂, eT 〉 − 〈Q, eT 〉

≥ E

[(
dQr

dP
− dQ̂r

dP

)
I

(
ŷ
dQ̂r

dP

)]
+ 〈Q̂, eT 〉 − 〈Q, eT 〉

= 〈Qr, x+ X̂〉 − 〈Q̂r, x+ X̂〉+ 〈Q̂s, eT 〉 − 〈Qs, eT 〉,

which implies our assertion.

Lemma 5.1.17. We have ĝ ∈ Cλ.

Proof. Firstly, we show that ĝ ∧ n ∈ Cλ for all n ∈ N.
As ĝ is uniformly bounded from below, ĝ ∧ n ∈ L∞. For any Q ∈ Dλ,r, we have

Qr = Q. It follows from Lemma 5.1.16 and Qs = 0 that

〈Q, x+ ĝ ∧ n〉 ≤ 〈Q, x+ ĝ〉 ≤ x+ 〈Qs, eT 〉 = x.

Therefore
〈Q, ĝ ∧ n〉 ≤ x− 〈Q, x〉 = 0,
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for all Q ∈ Dλ,r and n ∈ N. By Lemma 5.1.5, ĝ ∧ n ∈ Cλ. As by [97, Theorem 3.4] Cλ
is closed with respect to the topology of convergence in measure, and ĝ ∧ n → ĝ almost
surely, we then obtain that ĝ ∈ Cλ.

Proof of main theorem. As ĝ ∈ Cλ bounded from below, we have that 〈Q̂, ĝ〉 ≤ 0. By
(5.1.9) and the positivity of x+ ĝ + eT , we get

〈Q̂, eT 〉+ x = 〈Q̂r, x+ ĝ + eT 〉 ≤ 〈Q̂, x+ ĝ + eT 〉
≤ 〈Q̂, eT 〉+ 〈Q̂, x〉 ≤ 〈Q̂, eT 〉+ x,

which implies
〈Q̂s, x+ ĝ + eT 〉 = 0, 〈Q̂, ĝ〉 = 0, 〈Q̂, x〉 = x.

Together with

x+ ĝ + eT = I

(
ŷ
dQ̂r

dP

)
we obtain equalities instead of inequalities in (5.1.6), i.e.,

E[U(x+ ĝ + eT )] = E

[
V

(
ŷ
dQ̂r

dP

)]
+ ŷ〈Q̂, eT 〉+ xŷ.

Hence, for x > x0, we have

u(x) ≥ E[U(x+ ĝ + eT )] = E

[
V

(
ŷ
dQ̂r

dP

)]
+ ŷ

〈
Q̂, eT

〉
+ xŷ

≥ v(ŷ) + xŷ = u(x),

which shows the optimality of ĝ ∈ Cλ and (5.1.5). As u is differentiable, (5.1.4) follows
from the convex duality theory.

By the positivity of x+ ĝ + eT , we obtain that

u(x) = E[U(x+ ĝ + eT )] > −∞,

for all x > x0, which implies the existence of an g ∈ Cλ such that x+ g + eT > 0, P-a.s.,
hence 〈Q, x+ g + eT 〉 ≥ 0, and therefore

x ≥ 〈Q, x〉 ≥ 〈Q, x〉+ 〈Q, g〉 ≥ 〈Q,−eT 〉,

for all Q ∈ Dλ, which follows that

x0 ≥ sup
Q∈Dλ

〈Q,−eT 〉.

By lemma 5.1.15, we have that

x0 = sup
Q∈Dλ

〈Q,−eT 〉.

This completes the proof.
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5.2 Optimal Investment When Wealth May Become

Negative

In this section we consider the problem with a utility function U : R → R, which is
defined and finitely valued everywhere on the real line. We make the usual assumptions
that U is continuously differentiable, strictly increasing, strictly concave and satisfies
Inada conditions:

U ′(−∞) := lim
x→−∞

U ′(x) =∞ and U ′(∞) := lim
x→∞

U ′(x) = 0.

We also assume that the function U has reasonable asymptotic elasticity as defined
in [94], i.e.,

AE−∞ := lim inf
x→−∞

xU ′(x)

U(x)
> 1 and AE+∞ := lim sup

x→∞

xU ′(x)

U(x)
< 1.

Economically, the marginal utility U ′(x) should be substantially smaller than the average

utility U(x)
x

, as x→∞, and substantially bigger as x→ −∞.
Our aim this section is to study the optimization problem

E[U(x+ g + eT )]→ max!, g ∈ Cλ. (5.2.1)

As before, we denote by u the value function

u(x) := sup
g∈Cλ

E[U(x+ g + eT )].

As pointed out in [28], see also [10] in the case with transaction costs and [94], [86] in
the frictionless case, the optimum may not be attained by an admissible trading strategy,
since U is defined on the whole real line. Hence we should define our optimization problem
over the enlarged set CλU defined below:

CλU :=

{
g ∈ L0(P;R ∪ {∞})

∣∣∣∣∣ ∃(gn)n∈N ⊆ Cλ s.t. U(x+ gn + eT ) ∈ L1(P)

and U(x+ gn + eT )
L1(P)−−−→ U(x+ g + eT )

}
.

Economically speaking, CλU describes all random variables g such that the utility U(x +
g + eT ) may be approximated by the utility U

(
x + V liq

T (ϕ) + eT
)

with respect to the
L1-norm, where ϕ ranges in the set of admissible λ-self-financing trading strategies. We
now introduce the optimization problem:

E[U(x+ g + eT )]→ max!, g ∈ CλU . (5.2.2)

It follows from the definition of CλU that we have clearly the equality

u(x) = sup
g∈Cλ

E[U(x+ g + eT )] = sup
g∈CλU

E[U(x+ g + eT )].

Note that U(x + gn + eT )
L1(P)−−−→ U(x + g + eT ) implies that gn → g with respect to

convergence in probability, since U is strictly increasing.
In order to rule out trivial cases, we shall make the following assumption:
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Assumption 5.2.1. The value function satisfies u(x) < U(∞), for some x ∈ R.

Noting that a convex combination of admissible trading strategies is an admissible
trading strategy, we deduce from the Assumption 5.2.1 that u(x) is finitely valued for
each x ∈ R.

To formulate the dual problem to (5.2.1), we define the conjugate function V (y) of
U(x) by

V (y) := sup
x∈R

{
U(x)− xy

}
, y > 0,

which is a continuously differentiable, strictly convex function on (0,∞) satisfying

V (0) = U(∞), V (∞) =∞, V ′(0) = −∞, V ′(∞) =∞.

We also have the following relations

U(x) = inf
y>0
{V (y) + xy}, x ∈ R,

and
V (y) = U

(
I(y)

)
− yI(y),

where I is the inverse function (U ′)−1, which is equal to −V ′.
Without loss of generality we assume that U(0) > 0 after possibly adding a constant

to U . This implies the strict positivity of V (y).
We recall a result from [94].

Corollary 5.2.2. If U : R → R satisfies U(0) > 0 and has reasonable asymptotic
elasticity, and [λ0, λ1] is a compact interval contained in (0,∞), we may find a constant
C > 0 such that

1. V (λy) ≤ CV (y), for y > 0 and λ0 ≤ λ ≤ λ1.

2. y|V ′(y)| ≤ CV (y), for y > 0.

3. For ε > 0 we may find δ > 0, such that for all (1− δ) < λ < (1 + δ) we have

(1− ε)V (y) < V (λy) < (1 + ε)V (y), for y > 0.

Proof. See [94, Corollary 4.2].

Our dual problem is then defined as

v(y) := inf
(Z0,Z1)∈Zλa (S)

E
[
V (yZ0

T ) + yZ0
T eT
]

= inf
Z0
T∈Mλ

a

E
[
V (yZ0

T ) + yZ0
T eT
]
. (5.2.3)

Remark 5.2.3. For all g ∈ Cλ, y > 0 and (Z0, Z1) ∈ Zλa (S), we have

E[U(x+ g + eT )] ≤ E
[
V (yZ0

T ) + yZ0
T (x+ g + eT )

]
,

and therefore
u(x) ≤ inf

y>0
{v(y) + xy}.
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Now, we state the main result:

Theorem 5.2.4. Let S be a locally bounded strictly positive process. Under Assumptions
5.1.2 and 5.2.1, we have

1. The value functions u and v are finitely valued, strictly concave (respectively con-
vex), continuously differentiable functions defined on R (respectively R+); they are
conjugate and satisfy

u′(−∞) =∞, u′(∞) = 0, v′(0) = −∞, v′(∞) =∞.

The value function u has reasonable asymptotic elasticity.

2. For y > 0, the optimal solution Ẑ0
T (y) ∈Mλ

a to the dual problem (5.2.3) exists and

is unique. The map y 7→ Ẑ0
T (y) is continuous in the variation norm.

3. For x ∈ R, the optimal solution ĝ(x) to the primal problem (5.2.1) exists, is unique
and satisfies

x+ ĝ(x) + eT = I
(
ŷẐ0

T (ŷ)
)
,

where ŷ = u′(x).

4. We have the formulae

v′(y) = E
[
Ẑ0
T (ŷ)

(
V ′
(
ŷẐ0

T (ŷ)
)

+ eT

)]
,

u′(x) = E [U ′ (x+ ĝ(x) + eT )] ,

xu′(x) = E
[(
x+ ĝ(x)

)
U ′ (x+ ĝ(x) + eT )

]
,

where the usual rule 0 · ∞ = 0 is applied, if the integrands are of this form.

We break the proof into several steps.
Following the approach used in [94, 10, 86], we approximate our optimization problem

by a sequence of problems. It is always possible to construct an increasing sequence
(Un)n∈N, such that for all n ∈ N

• Un = U on [−n,∞),

• −∞ < Un ≤ U on (−(n+ 1),−n),

• Un = −∞ on (−∞,−(n+ 1)],

• Un is increasing, strictly concave, continuously differentiable on (−(n+ 1),∞), and
satisfies

lim
x→−(n+1)

Un(x) = −∞, lim
x→−(n+1)

U ′n(x) =∞.

Define for y ≥ 0,

Vn(y) := sup
x∈R
{Un(x)− xy} = Un (In(y))− yIn(y),

where In := (U ′n)−1 = −V ′n.
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Remark 5.2.5.

1. (Un)n∈N is an increasing sequence of continuous function that converges to the
continuous function U∞ = U and therefore the convergence holds uniformly on
compact subsets.

2. Vn ↗ V , In → I uniformly on compact subsets.

3. For all n ∈ N,

lim
y→0

In(y) =∞.

4. For all n ∈ N, if Un(0) > 0, we have that for all y ≥ 0

Vn(y) = sup
x∈R

(Un(x)− xy) ≥ Un(0) > 0.

5. If U has reasonable asymptotic elasticity and U(0) > 0, we can choose Un such that
for all compact interval [λ0, λ1] contained in (0,∞), we can find some C > 0, such
that for all n ∈ N, y > 0, λ ∈ [λ0, λ1] we have

Vn(λy) ≤ CVn(y), y|In(y)| ≤ CVn(y).

For ε > 0 we may find δ > 0, such that for all (1− δ) < λ < (1 + δ) we have

(1− ε)Vn(y) < V (λy) < (1 + ε)Vn(y), for y > 0, (5.2.4)

for all n ∈ N.

Define Ũn(x) := Un
(
x− (n+ 1)

)
, which is a finitely valued for x > 0 and satisfies the

Inada conditions at 0 and +∞, and the condition of reasonable asymptotic elasticity at
+∞. For x > x0, we consider the problem

ũn(x) := sup
g∈Cλ

E
[
Ũn(x+ g + eT )

]
, (5.2.5)

which has a unique optimal solution g̃n(x) ∈ Cλ.
Hence, by a simple shift on the real line, we obtain that, for x > x0 − (n+ 1),

ũn(x+ n+ 1) = E
[
Ũn
(
x+ n+ 1 + g̃n(x+ n+ 1) + eT

)]
= sup

g∈Cλ

[
Ũn(x+ n+ 1 + g + eT )

]
= sup

g∈Cλ
[Un(x+ g + eT )]

and ĝn(x) := g̃n(x+ n+ 1) is the solution to the following optimization problem

un(x) := sup
g∈Cλ

[Un(x+ g + eT )] . (5.2.6)
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Passing to the dual problem, fix x > x0 − (x+ 1) and let y = u′n(x) = ũ′n(x+ n+ 1).
Let us consider the problem

ṽn(y) := inf
Q∈Dλ

{
E

[
Ṽn

(
y
dQr

dP

)]
+ y〈Q, eT 〉

}
, (5.2.7)

where Ṽn is the convex conjugate function to Ũn. By Theorem 5.1.6, there exists a solution
Q̃n(y) ∈ Dλ to the problem (5.2.7) with

y
dQ̃r

n(y)

dP
= Ũ ′n

(
x+ n+ 1 + g̃n(x+ n+ 1) + eT

)
= U ′n

(
x+ ĝn(x) + eT

)
, (5.2.8)

and ũn(x), ṽn(y) are conjugate in the sense of (5.1.4) and (5.1.5). From Lemma 5.1.14
we have

ṽ′n(y) = E

[
dQ̃r

n(y)

dP
Ṽ ′n

(
y
dQ̃r

n(y)

dP

)]
+
〈
Q̃n(y), eT

〉
. (5.2.9)

Let Vn be the convex conjugate of Un and vn be the conjugate of un in the sense of
(5.1.4). We obtain the simple equalities

Vn(y) = Ṽn(y) + (n+ 1)y, vn(y) = ṽn(y) + (n+ 1)y. (5.2.10)

Therefore,

vn(y) = inf
Q∈Dλ

{
E

[
Ṽn

(
y
dQr

dP

)]
+ y〈Q, eT 〉

}
+ (n+ 1)y

= E

[
Ṽn

(
y
dQ̃r

n(y)

dP

)]
+ y

〈
Q̃n(y), eT

〉
+ (n+ 1)y

= E

[
Vn

(
y
dQ̃r

n(y)

dP

)]
+ y

〈
Q̃n(y), eT

〉
+ (n+ 1)y

(
1− E

[
dQ̃r

n(y)

dP

])
.

(5.2.11)

It follows that the conjugate vn to un is given by

vn(y) = inf
Q∈Dλ

{
E

[
Vn

(
y
dQr

dP

)]
+ y 〈Q, eT 〉+ (n+ 1)y

(
1− E

[
dQr

dP

])}
, (5.2.12)

and this optimization problem has a solution Q̂n(y) = Q̃n(y) and the singular part Q̂r
n(y)

is unique. From (5.2.9) and (5.2.10) we obtain

v′n(y) = E

[
dQ̂r

n(y)

dP
V ′n

(
y
dQ̂r

n(y)

dP

)]
+
〈
Q̂n(y), eT

〉
+ (n+ 1)

(
1− E

[
dQ̂r

n(y)

dP

])
,

(5.2.13)

and from (5.2.8) we may deduce for y = u′n(x) that

x+ ĝn(x) + eT = −V ′n

(
y
dQ̂r

n(y)

dP

)
. (5.2.14)
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We note that, for fixed y > 0, vn(y) is monotonic increasing in n and bounded above
by v(y), since by Vn ≤ V and Mλ

a ⊆ Dλ we have

vn(y) = inf
Q∈Dλ

{
E

[
Vn

(
y
dQr

dP

)]
+ y 〈Q, eT 〉+ (n+ 1)y

(
1− E

[
dQr

dP

])}
≤ inf

Z0
T∈Mλ

a

E
[
V
(
yZ0

T

)
+ yZ0

T eT
]

= v(y).
(5.2.15)

Therefore we may define now the function

v∞(y) := lim
n→∞

vn(y),

which turns out later to be the function v.

Lemma 5.2.6. The function v∞ is finitely valued and dominated by v.

Proof. Since by Assumption 5.2.1 the value function u(x) is finite for all x ∈ R, the
conjugate function u∗ is finite for at least one y > 0. Thus,

vn(y) = sup
x∈R
{un(x)− xy} ≤ sup

x∈R
{u(x)− xy} = u∗(y) <∞.

Let Q̂n(y) denote the optimizer of the problem vn(y). By Remark 5.2.5. (5), we see that
for each y > 0, there exists a constant C = C(y/y) such that

vn(y) ≤ E

[
Vn

(
y
dQ̂r

n(y)

dP

)]
+ y

〈
Q̂n(y), eT

〉
+ (n+ 1)y

(
1− E

[
dQ̂r

n(y)

dP

])

≤ CE

[
Vn

(
y
dQ̂r

n(y)

dP

)]

+
y

y

{
y
〈
Q̂n(y), eT

〉
+ (n+ 1)y

(
1− E

[
dQ̂r

n(y)

dP

])
+ yρ

}
≤ max{C, y/y}

(
vn(y) + yρ

)
≤ max{C, y/y}

(
u∗(y) + yρ

)
<∞.

The fact that v∞ is dominated by v follows from (5.2.15).

Let now recall a convergence result of convex functions, which can be found in [86].

Lemma 5.2.7. Suppose that (vn)n∈N is a sequence of convex (or concave) functions,
which increases (or decreases) monotonically pointwise to a convex (respectively, concave)
function v∞. Let (yn)n∈N be a sequence of real numbers tending to y in the domain of v∞.
Then vn(yn) → v∞(y) as n → ∞ and, provided the derivatives exist, v′n(yn) → v′∞(y) as
n→∞.

Proof. See [86, Lemma 2.3].

Lemma 5.2.8. Let (yn)n∈N be a sequence of positive real numbers tending to y. Denote

by Q̂n(yn) ∈ Dλ the optimal solution to the optimization problem v(yn) as in (5.2.12).

Then
(
dQ̂rn(yn)
dP

)
n∈N

converges in the norm of L1(P) to a random variable Ẑ0
T (y) ∈

L1(P), which satisfies E
[
Ẑ0
T (y)

]
= 1.
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Proof. To do this, we shall show that this sequence is uniformly integrable and Cauchy
in the topology of convergence in probability.

Suppose for a contradiction that the sequence
(
dQ̂rn(yn)
dP

)
n∈N

fails to be uniformly inte-

grable, or equivalently that the sequence
(
yn

dQ̂rn(yn)
dP

)
n∈N

fails to be uniformly integrable,

that is, there exists an α > 0 such that for each C > 0,

lim sup
n→∞

E

[
yn
dQ̂r

n(yn)

dP
1{

yn
dQ̂rn(yn)

dP
≥C
}] > α.

It follows from the inequality

Vm(z) ≥ Um(−m) +mz

and the assumption Um(−m) > −∞ that

lim
z→∞

Vm(z)

z
≥ m.

Fix m ∈ N, find Cm > 0 such that Vm(z) ≥ (m − 1)z for z ≥ Cm, and find n > m such
that

E

[
yn
dQ̂r

n(yn)

dP
1{

yn
dQ̂rn(yn)

dP
≥Cm

}] > α.

Using the definition of vn, we obtain

vn(yn) = E

[
Vn

(
yn
dQ̂r

n(yn)

dP

)]
+ yn

〈
Q̂n(yn), eT

〉
+ (n+ 1)yn

(
1− E

[
dQ̂r

n(yn)

dP

])

≥ E

[
Vm

(
yn
dQ̂r

n(yn)

dP

)
1{

yn
dQ̂rn(yn)

dP
≥Cm

}]− ynρ
≥ (m− 1)E

[
yn
dQ̂r

n(yn)

dP
1{

yn
dQ̂rn(yn)

dP
≥Cm

}]− ynρ
> (m− 1)α− ynρ,

which contradicts the boundedness of
(
vn(yn)

)
n∈N, showing the uniform integrability of(

dQ̂rn(yn)
dP

)
n∈N

.

To show that
(
dQ̂rn(yn)
dP

)
n∈N

is Cauchy with respect to the topology of convergence in

probability, suppose to the contrary that there is an α > 0 such that there are arbitrarily
large n and m satisfying

P

[∣∣∣∣dQr
n(yn)

dP
− dQr

m(ym)

dP

∣∣∣∣ > α

]
> α. (5.2.16)

We claim that, for all α > 0, there exists N ∈ N and a compact set

K ⊆ {y ≥ 0 |VN(y) = V (y) <∞}
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such that, for n ≥ N ,

P

[
dQ̂r

n(yn)

dP
/∈ K

]
<
α

3
. (5.2.17)

For suppose not, and suppose that V (0) =∞. Choose N ∈ N such that

min
{
V
(
U ′(N)

)
, V
(
U ′(−N)

)}
>

3

α

(
sup
n∈N

vn(yn) + sup
n∈N

ynρ

)
.

Define KN := [U ′(N), U ′(−N)] ⊆ (0,∞). Then there exists n ≥ N such that

P

[
yn
dQ̂r

n(yn)

dP
/∈ KN

]
≥ α

3
.

Therefore,

vn(yn) ≥ E

[
Vn

(
yn
dQ̂r

n(yn)

dP

)]
− ynρ

≥ E

[
Vn

(
yn
dQ̂r

n(yn)

dP

)
1{

yn
dQ̂rn(yn)

dP
/∈KN
}]− ynρ

≥ α

3
min

{
V
(
U ′(N)

)
, V
(
U ′(−N)

)}
− ynρ

> sup
n∈N

vn(yn) + sup
n∈N

ynρ− ynρ

> sup
n∈N

vn(yn),

which is a contradiction. In the case where V (0) <∞, one can similarly find a compact
set KN := [0, U ′(−N)] for which (5.2.17) holds.

Note that the inequalities (5.2.16) and (5.2.17) imply that there are arbitrarily large
n and m satisfying

P

[∣∣∣∣∣dQ̂r
n(yn)

dP
− dQ̂r

m(ym)

dP

∣∣∣∣∣ > α and
dQ̂r

n(yn)

dP
,
dQ̂r

m(ym)

dP
∈ K

]
>
α

3
. (5.2.18)

By the strict convexity of V and the compactness of K, we may find an η > 0 such that,
for y1, y2 ∈ K with |y1 − y2| > α, we have

V

(
y1 + y2

2

)
≤ V (y1) + V (y2)

2
− η.

Choose ε > 0 small enough such that

ε sup
k∈N

vk(yk) <
αη

12
and ερ sup

k∈N
yk <

αη

12
.

Using Remark 5.2.5 (5), there exists a constant δ such that for all λ such that 1 − δ <
λ < 1 + δ and for all n ∈ N we have

(1− ε)Vn(y) < Vn(λy) < (1 + ε)Vn(y).
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Choose N so that for all n ≥ m ≥ N ,

1− δ ≤ ym
yn
≤ min{1 + δ, 1 + ε}, (yn − ym)ρ <

αη

12
, vn(yn)− vm(ym) <

αη

12
.

Finally, choose n ≥ m ≥ N so that (5.2.18) holds.
It now follows that

vm(ym) ≤E

[
Vm

(
ym
2

(
dQ̂r

n(yn)

dP
+
dQ̂r

m(ym)

dP

))]
+ ym

〈
Q̂n(yn) + Q̂m(ym)

2
, eT

〉

+ (m+ 1)ym

(
1− 1

2
E

[
dQ̂r

n(yn)

dP
+
dQ̂r

m(ym)

dP

])

≤ 1

2
E

[
Vm

(
ym
dQ̂r

n(yn)

dP

)]
+

1

2
E

[
Vm

(
ym
dQ̂r

m(ym)

dP

)]

− ηP

[∣∣∣∣∣dQ̂r
n(yn)

dP
− dQ̂r

m(ym)

dP

∣∣∣∣∣ > α and
dQ̂r

n(yn)

dP
,
dQ̂r

m(ym)

dP
∈ K

]

+
1

2
ym

〈
Q̂n(yn), eT

〉
+

1

2
(m+ 1)ym

(
1− E

[
dQ̂r

n(yn)

dP

])

+
1

2
ym

〈
Q̂m(ym), eT

〉
+

1

2
(m+ 1)ym

(
1− E

[
dQ̂r

m(ym)

dP

])

≤ 1

2
E

[
Vn

(
ym
yn
yn
dQ̂r

n(yn)

dP

)]
+

1

2
(n+ 1)

ym
yn
yn

(
1− E

[
dQ̂r

n(yn)

dP

])
+

1

2

ym
yn
yn

〈
Q̂n(yn), eT

〉
+

1

2
vm(ym)− αη

3

≤ 1

2
(1 + ε)E

[
Vn

(
yn
dQ̂r

n(yn)

dP

)]
+

1

2
(1 + ε)(n+ 1)yn

(
1− E

[
dQ̂r

n(yn)

dP

])
+

1

2
(1 + ε)yn

(〈
Q̂n(yn), eT

〉
+ ρ
)
− 1

2
ymρ+

1

2
vm(ym)− αη

3

≤ 1

2
(1 + ε)vn(yn) +

1

2
vm(ym) +

1

2

(
(1 + ε)yn − ym

)
ρ− αη

3

<vm(ym) +
1

2

(
vn(yn)− vm(ym)

)
+

1

2
ε sup
k∈N

vk(yk)

+
1

2
(yn − ym)ρ+

1

2
ε sup
k∈N

ykρ−
αη

3

= vm(ym)− αη

6
.

This contradiction shows that
(
dQ̂rn(yn)
dP

)
n∈N

is a Cauchy sequence with respect to the

topology of convergence in probability. Therefore, it converges in L1 to a random variable,
denoted by Ẑ0

T (y), in particular,

E
[
Ẑ0
T (y)

]
= lim

n→∞
E

[
dQ̂r

n(yn)

dP

]
.
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We show now that E
[
Ẑ0
T (y)

]
= 1.

Suppose to the contrary that E
[
Ẑ0
T (y)

]
< 1, that is

lim inf
n→∞

E

[
dQ̂r

n(yn)

dP

]
< 1.

It follows by Lemma 5.2.6 that

v∞(y) = lim sup
n→∞

vn(yn)

= lim sup
n→∞

{
E

[
Vn

(
yn
dQ̂r

n(yn)

dP

)]
+ yn

〈
Q̂n(yn), eT

〉
+ (n+ 1)yn

(
1− E

[
dQ̂r

n(yn)

dP

])}

≥ lim sup
n→∞

{
0− ynρ+ (n+ 1)yn

(
1− E

[
dQ̂r

n(yn)

dP

])}
=∞,

which is a contradiction.

Remark 5.2.9. From the lemma above, we note that the singular parts of Q̂n(yn) tend to

Ẑ0
T (y) in ba-norm as n→∞. By∥∥∥Q̂n(yn)− Ẑ0

T (y)
∥∥∥
ba
≤

∥∥∥∥∥dQ̂r
n(yn)

dP
− Ẑ0

T (y)

∥∥∥∥∥
L1

+
∥∥∥Q̂s

n(yn)
∥∥∥
ba
−→ 0,

we obtain that
Q̂n(yn)

ba−→ Ẑ0
T (y).

By the σ(ba, L∞)-closedness of Dλ we see that Ẑ0
T (y) ∈ Dλ.

Lemma 5.2.10. The random variable Ẑ0
T (y) is an element of Mλ

a.

Proof. We are going to construct an absolutely continuous λ-consistent price system
(Ẑ0(y), Ẑ1(y)) ∈ Zλa (S), such that Ẑ0

T (y) is the terminal value of its first component. To
simplify notation, we drop y.

Since we have by Lemma 5.1.4 that Dλ is the σ(ba, L∞)-closure of the convex sub-
set Mλ

a ⊆ L1, we may find by Proposition A.2.2 ([46, Proposition 5.1]) a sequence
(Zn,0, Zn,1)n∈N ⊆ Zλa (S) such that

Zn,0
T → Ẑ0

T , a.s.

As E[Zn,0
T ] = E[Ẑ0

T ] = 1, it follows by Scheffé’s lemma that

Zn,0
T

L1

−→ Ẑ0
T ,

which implies that (Zn,0
T )n∈N is uniformly integrable. Taking conditional expectation, we

may identify Ẑ0
T with a nonnegative martingale Ẑ0 = (Ẑ0

t )0≤t≤T .
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It remains to show the existence of a local martingale Ẑ1 = (Ẑ1
t )0≤t≤T such that

(Ẑ0, Ẑ1) ∈ Zλa (S).
By the local boundedness of S, there exists a sequence of [0, T ]∪{∞}-valued stopping

times (τm)m∈N, which is increasing and converges a.s. to∞, such that each stopped process
Sτm is bounded. By the definition of Zλa we have, for each n ∈ N, that

(1− λ)Zn,0
τm∧tSτm∧t ≤ Zn,1

τm∧t ≤ Zn,0
τm∧tSτm∧t, a.s. (5.2.19)

As (Zn,0
τm∧t)0≤t≤T is a uniformly integrable martingale and Sτm is bounded, we have by

(5.2.19) that (Zn,1
τm∧t)0≤t≤T is a uniformly integrable martingale for each m ∈ N. Hence,

for every n ∈ N, (τm)m∈N is the localizing sequence for the local martingale (Zn,1
t )0≤t≤T .

It follows from the uniform integrability of (Zn,0
T )n∈N and the optional sampling theo-

rem that (Zn,0
τm∧T )n∈N is also uniformly integrable for each m ∈ N. Therefore, by (5.2.19),

we see that (Zn,1
τm∧T )n∈N is uniformly integrable for every m ∈ N. By [36, Theorem I.20],

the convex hull of (Zn,1
τm∧T )n∈N in L1 is uniformly integrable for every m ∈ N. Hence, we

may extract a sequence of convex combinations (Z̃n,0, Z̃n,1) ∈ conv
{

(Zk,0, Zk,1); k ≥ n
}
,

such that, for each m ∈ N, Z̃n,0
T → Ẑ0

T and Z̃n,1
τm∧T → Ym ∈ L1 a.s. and in L1-norm. Using

(Ym)m∈N we may define an adapted process Ẑ1 = (Ẑ1)0≤t≤T by

Ẑt := E[Y1|F0]1{0}(t) +
∞∑
k=1

E[Yk|Ft]1Kτk−1,τkK(t), 0 ≤ t ≤ T,

which is a local martingale. Indeed, let 0 ≤ s < t ≤ T . On {τj−1 < τm ∧ s ≤ τj},

E
[
Ẑ1
τm∧t

∣∣∣Fτm∧s] = E

[
m∑
k=1

E[Yk|Fτm∧t]1Kτk−1,τkK(τm ∧ t)
∣∣∣Fτm∧s

]

= E

[
m∑
k=1

E
[

lim
n→∞

Z̃n,1
τk∧T

∣∣∣Fτm∧t]1Kτk−1,τkK(τm ∧ t)
∣∣∣Fτm∧s

]

= lim
n→∞

E

[
m∑
k=1

E
[
Z̃n,1
τk∧T

∣∣∣Fτm∧t]1Kτk−1,τkK(τm ∧ t)
∣∣∣Fτm∧s

]

= lim
n→∞

E

[
m∑
k=1

E
[
E
[
Z̃n,1
τm∧T

∣∣∣Fτk∧T] ∣∣∣Fτm∧t]1Kτk−1,τkK(τm ∧ t)
∣∣∣Fτm∧s

]
= lim

n→∞
E
[
E
[
Z̃n,1
τm∧T

∣∣∣Fτm∧t] ∣∣∣Fτm∧s]
= lim

n→∞
E
[
E
[
E
[
Z̃n,1
τm∧T

∣∣∣Fτm∧t] ∣∣∣Fτj∧s] ∣∣∣Fτm∧s]
= lim

n→∞
E
[
Z̃n,1
τj∧T

∣∣∣Fτm∧s]
= E

[
Yj
∣∣Fτm∧s]

= Ẑ1
τm∧s,

due to the tower property and the L1-continuity of the conditional expectation. Analo-
gously, we may show that E[Ẑ1

τm∧t|F0] = Ẑ1
0 . Therefore Ẑ1 is a local martingale.
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It is easy to see that (Ẑ0, Ẑ1) satisfies

(1− λ)StẐ
0
t ≤ Ẑ1

t ≤ StẐ
0
t , 0 ≤ t ≤ T,

which implies that (Ẑ0, Ẑ1) ∈ Zλa (S).

Lemma 5.2.11. The map y 7→ Ẑ0
T (y) is continuous in the L1(P)-norm.

Proof. Take a sequence (yk)k∈N tending to y > 0. Using Lemma 5.2.8, we can find an
increasing sequence (nk)k∈N such that

lim
k→∞

∥∥∥∥∥Ẑ0
T (yk)−

dQ̂r
nk

(yk)

dP

∥∥∥∥∥
L1(P)

= 0.

Using Lemma 5.2.8 once again, we see that

lim
k→∞

∥∥∥∥∥dQ̂r
nk

(yk)

dP
− Ẑ0

T (y)

∥∥∥∥∥
L1(P)

= 0.

The continuity of the map y 7→ Ẑ0
T (y) in the L1(P)-norm follows from an application of

the triangle inequality.

Lemma 5.2.12. Let (yn)n∈N be a sequence of positive real numbers tending to y > 0.
Then,

lim
n→∞

vn(yn) = v(y) = E
[
V
(
yẐ0

T (y)
)

+ yẐ0
T (y)eT

]
(5.2.20)

and thus Ẑ0
T (y) ∈ Mλ

a is the unique minimizer of the dual problem (5.2.3). The dual
value function v is strictly convex.

Proof. In the proof of Lemma 5.2.8 we showed that dQ̂rn(yn)
dP

converges in probability to

Ẑ0
T (y), hence

Vn

(
yn
dQ̂r

n(yn)

dP

)
P−→ V

(
yẐ0

T (y)
)
. (5.2.21)

Using a version of Fatou’s lemma for limits in probability, it follows by an application of
Remark 5.2.9, Lemma 5.2.7 and Lemma 5.2.6 that

v(y) ≤ E
[
V
(
yẐ0

T (y)
)

+ yẐ0
T (y)eT

]
≤ lim inf

n→∞

{
E

[
Vn

(
yn
dQ̂r

n(yn)

dP

)]
+ yn

〈
Q̂n(yn), eT

〉}
≤ lim inf

n→∞
vn(yn) = v∞(y) ≤ v(y).

(5.2.22)

We have equalities above and obtain in particular that v∞(y) = v(y), and Ẑ0
T (y) ∈ Mλ

a

is the minimizer of (5.2.3).

The strictly convexity of v and the uniqueness of Ẑ0
T (y) follow from the strict convexity

of V , convexity of the set Mλ
a and formula (5.2.20).
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Lemma 5.2.13. We have

Vn

(
yn
dQ̂r

n(yn)

dP

)
L1(P)−−−→ V

(
yẐ0

T (y)
)
.

Proof. Note that
(
Vn

(
yn

dQ̂rn(yn)
dP

))
n∈N

is a sequence of nonnegative random variables in

L1(P). It follows from (5.2.22) that V (yẐ0
T (y)) ∈ L1(P) and

lim
n→∞

E

[
Vn

(
yn
dQ̂r

n(yn)

dP

)]
= E

[
V
(
yẐ0

T (y)
)]
. (5.2.23)

Using Scheffé’s lemma, the assertion follows from (5.2.21) and (5.2.23).

Remark 5.2.14. We note that it follows from (5.2.22) that

lim
n→∞

(n+ 1)

(
1− E

[
dQ̂r

n(yn)

dP

])
= 0. (5.2.24)

Lemma 5.2.15. The map y 7→ V
(
yẐ0

T (y)
)

is continuous in the L1(P)-norm.

Proof. In the same way as the proof of Lemma 5.2.11, the assertion follows from Lemma
5.2.13.

Lemma 5.2.16. For (yn)n∈N tending to y > 0, we have

yn
dQ̂r

n(yn)

dP
V ′n

(
yn
dQ̂r

n(yn)

dP

)
L1(P)−−−−→ yẐ0

T (y)V ′
(
yẐ0

T (y)
)
. (5.2.25)

Proof. By Corollary 5.2.2. (2), there is a constant C such that

y |V ′n(y)| ≤ CVn(y), for y ≥ 0,

uniformly in n ∈ N, where, in the case y = 0, we adopt the rule 0 · ∞ = 0. Hence

the sequence of random variables
(
yn

dQ̂rn(yn)
dP

V ′n

(
yn

dQ̂rn(yn)
dP

))
n∈N

is dominated in absolute

value by the L1(P)-convergent sequence
(
CVn

(
yn

dQ̂rn(yn)
dP

))
n∈N

and is therefore uniformly

integrable.
By Lemma 5.2.8, Remark 5.2.5 and the continuity of the map y 7→ yV ′(y) for y > 0

(for y ≥ 0 in the case V (0) = U(∞) < ∞), we have that
(
yn

dQ̂rn(yn)
dP

V ′n

(
yn

dQ̂rn(yn)
dP

))
n∈N

converges in probability to yẐ0
T (y)V ′

(
yẐ0

T (y)
)

, and therefore converges in the L1(P)-

norm.

Lemma 5.2.17. The map y 7→ Ẑ0
T (y)V ′

(
yẐ0

T (y)
)

is continuous in the L1(P)-norm.

The function v is continuously differentiable and

lim
n→∞

v′n(yn) = v′(y) = E
[
Ẑ0
T (y)

(
V ′
(
yẐ0

T (y)
)

+ eT

)]
. (5.2.26)
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Proof. The first assertion follows from Lemma 5.2.16 by the same argument as the proof
of Lemma 5.2.11.

To prove the formula (5.2.26), we observe firstly that the term on the right hand
side is a continuous function of y > 0 by the first assertion. The convexity of v (by
Lemma 5.2.12) implies the existence of the derivative v′(y) for all but countably many
y′s. Therefore, it suffices to show (5.2.26) whenever the derivative v′(y) exists. Let
(yn)n∈N be a sequence tending to y > 0 such that v′(y) exists. Using formula (5.2.22),
Lemma 5.2.7, formula (5.2.13), Lemma 5.2.16, Remark 5.2.9 and formula (5.2.24) we see
that

v′(y) = v′∞(y) = lim
n→∞

v′n(yn)

= lim
n→∞

{
E

[
dQ̂r

n(yn)

dP
V ′n

(
yn
dQ̂r

n(yn)

dP

)]
+
〈
Q̂n(yn), eT

〉
+ (n+ 1)

(
1− E

[
dQ̂r

n(yn)

dP

])}
= E

[
Ẑ0
T (y)V ′

(
yẐ0

T (y)
)

+ Ẑ0
T (y)eT

]
.

(5.2.27)

Lemma 5.2.18. For (yn)n∈N tending to y > 0, we have

yẐ0
T (y)V ′n

(
yn
dQ̂r

n(yn)

dP

)
L1(P)−−−−→ yẐ0

T (y)V ′
(
yẐ0

T (y)
)
. (5.2.28)

Proof. It is clear that

yẐ0
T (y)V ′n

(
yn
dQ̂r

n(yn)

dP

)
P−→ yẐ0

T (y)V ′
(
yẐ0

T (y)
)
.

We have to prove the uniform integrability of the positive parts

yẐ0
T (y)V ′n

(
yn
dQ̂r

n(yn)

dP

)+

= yẐ0
T (y)V ′n

(
yn
dQ̂r

n(yn)

dP

)
1{

V ′n

(
yn

dQ̂rn(yn)
dP

)
≥0

},
for n ∈ N.

By distinguishing pointwise the cases yẐ0
T (y) ≥ yn

dQ̂rn(yn)
dP

and yẐ0
T (y) < yn

dQ̂rn(yn)
dP

, we
have

yẐ0
T (y)V ′n

(
yn
dQ̂r

n(yn)

dP

)
1{

V ′n

(
yn

dQ̂rn(yn)
dP

)
≥0

}

≤ max

{
yẐ0

T (y)V ′
(
yẐ0

T (y)
)

1{
V ′n

(
yn

dQ̂rn(yn)
dP

)
≥0

},

yn
dQ̂r

n(yn)

dP
V ′n

(
yn
dQ̂r

n(yn)

dP

)
1{

V ′n

(
yn

dQ̂rn(yn)
dP

)
≥0

}
}
.

(5.2.29)
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As by Lemma 5.2.16 the family of functions on the right hand side of (5.2.29) is uniformly
integrable, we obtain the uniform integrability of the positive parts of the sequence.

Let xn := −v′n(yn). By Lemma 5.2.7, we have limn→∞ xn = −v′(y).

As ĝn(x) ∈ Cλ and Ẑ0
T (y) ∈Mλ

a ⊆ Dλ, we deduce form equation (5.2.14) that

E

[
Ẑ0
T (y)

(
xn + V ′n

(
yn
dQ̂r

n(yn)

dP

)
+ eT

)]
= −E

[
Ẑ0
T (y)ĝn(x)

]
≥ 0. (5.2.30)

Therefore, using the formula (5.2.26), we obtain

lim inf
n→∞

E

[
yẐ0

T (y)V ′n

(
yn
dQ̂r

n(yn)

dP

)]
≥ lim

n→∞

(
−xny − E

[
yẐ0

T (y)eT

])
= v′(y)y − E

[
yẐ0

T (y)eT

]
= E

[
yẐ0

T (y)V ′
(
yẐ0

T (y)
)]
.

(5.2.31)

As the positive parts of
(
yẐ0

T (y)V ′n

(
yn

dQ̂rn(yn)
dP

))
n∈N

is uniformly integrable, we deduce

from Fatou’s lemma that

E
[
yẐ0

T (y)V ′
(
yẐ0

T (y)
)]
≥ lim sup

n→∞
E

[
yẐ0

T (y)V ′n

(
yn
dQ̂r

n(yn)

dP

)]
.

Together with (5.2.31), we obtain that

lim
n→∞

E

[
yẐ0

T (y)V ′n

(
yn
dQ̂r

n(yn)

dP

)]
= E

[
yẐ0

T (y)V ′
(
yẐ0

T (y)
)]
.

Using Scheffé’s lemma, the result now follows from the convergence in probability.

Lemma 5.2.19. Let ĝn(x) ∈ Cλ be the optimal solution to the primal problem (5.2.6).

Define ĝ(x) := −
(
x+ V ′

(
yẐ0

T (y)
)

+ eT

)
, where y = −v′(x).

Then

U (x+ ĝn(x) + eT )
L1(P)−−−−→ U (x+ ĝ(x) + eT ) . (5.2.32)

We have ĝ(x) ∈ Cλ, and

lim
n→∞

un(x) = u(x) = E [U (x+ ĝ(x) + eT )] ,

therefore ĝ(x) is the unique maximizer to the optimal problem (5.2.2).

Proof. Fix x ∈ R and let yn := u′n(x). We observe that the concave functions un increases
to a function, which is denoted by u∞, and which bounded from above by u and conjugate
to v = v∞. As v is strictly convex, u∞ is continuously differentiable, and using Lemma
5.2.7, we see that

lim
n→∞

yn = lim
n→∞

u′n(x) = u′∞(x) = −v′(x) = y.
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By Remark 5.2.5 (ii) and Lemma 5.2.8 we have

V ′n

(
yn
dQ̂r

n(yn)

dP

)
P−−→ V ′

(
yẐ0

T (y)
)
,

and hence
U (x+ ĝn(x) + eT )

P−−→ U (x+ ĝ(x) + eT ) . (5.2.33)

Next we show that

lim
n→∞

∥∥U(x+ ĝn(x) + eT
)
− Un

(
x+ ĝn(x) + eT

)∥∥
L1(P)

= 0. (5.2.34)

Indeed, since Un+1(x) coincides with U(x) for x ≥ −(n+1) and x+ ĝn(x)+eT ≥ −(n+1)
we have

E
[
U(x+ ĝn(x) + eT )

]
− E [Un(x+ ĝn(x) + eT )]

= E [Un+1(x+ ĝn(x) + eT )]− E [Un(x+ ĝn(x) + eT )]

≤ un+1(x)− un(x).

As the increasing bounded sequence (un(x))n∈N is convergent, the right-hand side of this
last inequality tends to zero, .

From equation (5.2.14), Lemma 5.2.13 and Lemma 5.2.16 we see that∥∥Un(x+ ĝn(x) + eT
)
− Um

(
x+ ĝm(x) + eT

)∥∥
L1(P)

=

∥∥∥∥∥Un
(
−V ′n

(
yn
dQ̂r

n(yn)

dP

))
− Um

(
−V ′m

(
ym
dQ̂r

m(ym)

dP

))∥∥∥∥∥
L1(P)

≤

∥∥∥∥∥Un
(
−V ′n

(
yn
dQ̂r

n(yn)

dP

))
+ yn

dQ̂r
n(yn)

dP
V ′n

(
yn
dQ̂r

n(yn)

dP

)

− Um

(
−V ′m

(
ym
dQ̂r

m(ym)

dP

))
− ym

dQ̂r
m(ym)

dP
V ′m

(
ym
dQ̂r

m(ym)

dP

)∥∥∥∥∥
L1(P)

+

∥∥∥∥∥yndQ̂r
n(yn)

dP
V ′n

(
yn
dQ̂r

n(yn)

dP

)
− ym

dQ̂r
m(ym)

dP
V ′m

(
ym
dQ̂r

m(ym)

dP

)∥∥∥∥∥
L1(P)

=

∥∥∥∥∥Vn
(
yn
dQ̂r

n(yn)

dP

)
− Vm

(
ym
dQ̂r

m(ym)

dP

)∥∥∥∥∥
L1(P)

+

∥∥∥∥∥yndQ̂r
n(yn)

dP
V ′n

(
yn
dQ̂r

n(yn)

dP

)
− ym

dQ̂r
m(ym)

dP
V ′m

(
ym
dQ̂r

m(ym)

dP

)∥∥∥∥∥
L1(P)

→ 0,

as m,n→∞. As a consequence,∥∥U(x+ ĝn(x) + eT
)
− U

(
x+ ĝm(x) + eT

)∥∥
L1(P)

≤
∥∥Un(x+ ĝn(x) + eT

)
− Um

(
x+ ĝm(x) + eT

)∥∥
L1(P)

+
∥∥U(x+ ĝm(x) + eT

)
− Um

(
x+ ĝm(x) + eT

)∥∥
L1(P)

+
∥∥U(x+ ĝn(x) + eT

)
− Un

(
x+ ĝn(x) + eT

)∥∥
L1(P)

→ 0,
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as m,n→∞. Together with (5.2.33), this implies (5.2.32).
From the definition of CλU , we have that the random variable ĝ(x) belongs to CλU .
We obtain that by an application of the triangle inequality that

u∞(x) = lim
n→∞

un(x) = lim
n→∞

E
[
Un
(
x+ ĝn(x) + eT

)]
= E

[
U
(
x+ ĝ(x) + eT

)]
.

It is clear that, for all g ∈ CλU , all y > 0 and all Ẑ0
T ∈Mλ

a, we have

E
[
U
(
x+ g + eT

)]
≤ E

[
V
(
yZ0

T

)
+ yZ0

T eT
]

+ xy.

For ĝ(x), x = −v′(y) and Ẑ0
T (y) satisfying x+ ĝ(x) + eT = −V ′

(
yẐ0

T (y)
)
, it follows from

Fenchel’s equality and equation (5.2.26)

E
[
U
(
x+ ĝ(x) + eT

)]
= E

[
V
(
yẐ0

T (y)
)

+ yẐ0
T (y)

(
x+ ĝ(x) + eT

)]
= E

[
V
(
yẐ0

T (y)
)
− yẐ0

T (y)V ′
(
yẐ0

T (y)
)]

= E
[
V
(
yẐ0

T (y)
)]
− yv′(y) + yE

[
Ẑ0
T (y)eT

]
= E

[
V
(
yẐ0

T (y)
)

+ yẐ0
T (y)eT

]
+ xy,

therefore,
u(x) = E

[
U
(
x+ ĝ(x) + eT

)]
= u∞(x),

and ĝ(x) is the unique optimizer of the primal problem.

Lemma 5.2.20. We have the following formulae

u′(x) = E [U ′ (x+ ĝ(x) + eT )] , (5.2.35)

xu′(x) = E [(x+ ĝ(x))U ′ (x+ ĝ(x) + eT )] . (5.2.36)

Proof. To show (5.2.35), we note that

u′(x) = y = E
[
yẐ0

T (y)
]

= E
[
U ′
(
−V ′

(
yẐ0

T (y)
))]

= E [U ′ (x+ ĝ(x) + eT )] .

The formula (5.2.36) is a reformulation of equation (5.2.26), indeed,

xu′(x) = −v′(y)y = E
[
yẐ0

T (y)
(
−V ′

(
yẐ0

T (y)
)
− eT

)]
= E [(x+ ĝ(x))U ′ (x+ ĝ(x) + eT )] .

which follows from the relation between the primal and dual optimizers.

Following the same way as in the proof of [86, Corollary 3.2 (v)] we obtain the following
properties of the value functions u and v.

Lemma 5.2.21. The function u is conjugate to v, has reasonable asymptotic elasticity
and satisfies the Inada conditions

u′(−∞) =∞, u′(∞) = 0.
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Proof. It follows from the fact that un and vn are conjugate, and that un and vn converge
monotonically to u and v, respectively.

Using Corollary 5.2.2, we have that, for each λ > 0, there is a constant C > 0 such
that

v(λy) = E

[
V

(
λy
dQ̂r(λy)

dP

)]
≤ E

[
V

(
λy
dQ̂r(y)

dP

)]
≤ CE

[
V

(
y
dQ̂r(y)

dP

)]
= Cv(y).

It follows from [94, Proposition 4.1] and [70, Corollary 6.1], that u has reasonable asymp-
totic elasticity.

Suppose for a contradiction that u′(−∞) = α < ∞. Then, for all ε > 0, there exists
an x0 such that for all x ≤ x0 we have α− ε ≤ u′(x) ≤ α. It follows that, for x ≤ x0,

AE−∞(u) ≤ lim inf
x→−∞

xu′(x)

u(x)
≤ lim inf

x→−∞

αx

u(x0) + (α− ε)(x− x0)
=

α

α− ε
.

Since this holds true for all ε > 0, we have AE−∞(u) = 1, which is a contradiction.
Suppose for a contradiction that u′(∞) = α > 0. Then, for all ε > 0, there exists an

x0 such that for all x ≥ x0 we have α ≤ u′(x) ≤ α + ε. It follows that, for x ≥ x0,

AE+∞(u) ≥ lim sup
x→∞

xu′(x)

u(x)
≥ lim sup

x→∞

αx

u(x0) + (α + ε)(x− x0)
=

α

α + ε
.

Since this holds true for all ε > 0, we have AE−∞(u) = 1, which is a contradiction.

We see that g ∈ CλU may attain the value +∞. Especially in the case when U(∞) <∞,
this is natural. We now consider the question, whether there exists a self-financing trading
strategy (ϕ̂0, ϕ̂1) under transaction costs λ, that attains the solution ĝ(x) to (5.2.1), i.e.,
V liq
T

(
ϕ̂
)

= ĝ(x), and hence ĝ is almost surely finite.
As in [28] we define the set AλU(x) of all predictable finite variation processes (ϕ0, ϕ1),

starting at (ϕ0
0, ϕ

1
0) = (x, 0), satisfying the λ-self-financing condition (2.1.1) and such that

there exists a sequence (ϕn,0, ϕn,1)n∈N ⊆ Aλadm(x) varifying that U
(
x + V liq

T (ϕn) + eT
)
∈

L1(P),

U
(
x+ V liq

T (ϕn) + eT
) L1(P)−−−−→ U

(
x+ V liq

T (ϕ̂) + eT
)

and
P
[(
ϕ̃n,0t , ϕ̃n,1t

)
→
(
ϕ̂0
t , ϕ̂

1
t

)
, ∀t ∈ [0, T ]

]
= 1.

We simply write AλU for AλU(0).
The following proposition shows that the existence of a strictly consistent price system

with finite V -expectation guarantees the existence of trading strategies attaining the
primal optimizer and the strict positivity of dual optimizers. It is a generalization of
[10, Lemma 25] and [28, Proposition 3.2] to our setting and its proof follows by similar
arguments.

Proposition 5.2.22. Under the assumptions of Theorem 5.2.4, suppose further that, for

some λ′ ∈ (0, λ), there exists a λ′-consistent price system
(
Z

0
, Z

1) ∈ Zλ′e (S), such that

E
[
V
(
yZ

0

T

)]
<∞,

109



for some y > 0.
Then the solution to the primal problem (5.2.2) is attainable, i.e., there exists a(

ϕ̂0, ϕ̂1
)
∈ AλU such that V liq

T

(
ϕ̂
)

= ĝ(x), and the dual optimizer (Ẑ0, Ẑ0) is in Zλe (S),
i.e., a λ-consistent price system.

Proof. By Theorem 5.2.4, there exists a sequence
(
(ϕn,1, ϕn,1)

)
n∈N ⊆ A

λ
adm such that

U
(
x+ V liq

T (ϕn) + eT
) L1(P)−−−−→ U

(
x+ ĝ(x) + eT

)
. (5.2.37)

Then, for S := Z
1

Z
0 , the process

(
Z

0

t (x + ϕn,0t + ϕn,1t St + Ant )
)

0≤t≤T is a supermartingale

for each n ∈ N, where

Ant := (λ− λ′)
∫ t

0

Sudϕ
n,1,↓
u .

Indeed, by integration by parts and the λ-self-financing condition (2.1.1), we obtain

x+ ϕn,0t + ϕn,1t St + Ant = x+ ϕn,0t +

∫ t

0

ϕn,1u dSu +

∫ t

0

Sudϕ
n,1
u + Ant

≤ x+

∫ t

0

ϕn,1u dSu −
∫ t

0

Sudϕ
n,1,↑
u +

∫ t

0

(1− λ)Sudϕ
n,1,↓
u +

∫ t

0

Sudϕ
n,1
u + Ant

= x+

∫ t

0

ϕn,1u dSu −
∫ t

0

(
Su − Su

)
dϕn,1,↑u −

∫ t

0

(
Su − (1− λ′)Su

)
dϕn,1,↓u

=: x+
(
ϕn,1 • S

)
t
−Bn

t

Since (1− λ)Su ≤ Su ≤ Su, the process (Bn
t )0≤t≤T is increasing. It follows by Bayes’ rule

that S is a local martingale under the measure Q ∼ P defined by dQ
dP

:= Z
0

T . As ϕn,1 is

of finite variation and hence locally bounded, the stochastic integral ϕn,1 • S is a local
martingale under Q. Therefore, x+

(
ϕn,1 • S

)
t
−Bn

t is a local supermartingale under Q.
Using Bayes’ rule once again, we obtain that(

Z
0

t

(
x+ ϕn,0t + ϕn,1t St + Ant

))
0≤t≤T =

(
Z

0

t

(
x+

(
ϕn,1 • S

)
t
−Bn

t

))
0≤t≤T

is a local supermartingale under P. Since (ϕn,0, ϕn,1) ∈ Aλadm, we have

Z
0

t

(
x+ ϕn,0t + ϕn,1t St + Ant

)
≥ Z

0

tV
liq
t (ϕn) ≥ −MnZ

0

t ,

for some Mn ≥ 0. As Z
0

is a true martingale, the process
(
Z

0

t

(
x+ϕn,0t +ϕn,1t St+A

n
t

))
0≤t≤T

is a true supermartingale under P, which implies in particular that

E
[
Z

0

T

(
x+ ϕn,0T + AnT

)]
≤ x,

and
E
[
Z

0

T

(
x+ ϕn,0T + AnT + eT

)]
≤ x+ ρ, (5.2.38)

for all n ∈ N.
By Fenchel’s inequality and the monotonicity of U we can estimate

yZ
0

T

(
x+ V liq

T (ϕn) + AnT + eT
)
≥ U

(
x+ V liq

T (ϕn) + eT
)
− V

(
yZ

0

T

)
.
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By the assumption we have that V
(
yZ

0

T

)
∈ L1(P), and it follows by (5.2.37), that(

yZ
0

T

(
x+ V liq

T (ϕn) + AnT + eT
)−)

0≤t≤T
is uniformly integrable. Together with (5.2.38)

we obtain the sequence
(
yZ

0

T

(
x+ V liq

T (ϕn) + AnT + eT
))

0≤t≤T
is L1(P)-bounded.

It follows from Z
0

T > 0 and V liq
T (ϕn)

P−→ ĝ(x), that conv{AnT ; n ∈ N} is bounded
in L0(P). Since S is a nonnegative local martingale under Q, hence also a nonnegative
supermartingale under Q, we see that

inf
0≤u≤T

Su ≥ inf
0≤u≤T

Su > 0

by [37, Theorem VI-17]. This implies that conv{VarT (ϕn,1); n ∈ N} is bounded in L0(P),
therefore the same for conv{VarT (ϕn,0); n ∈ N}. By [15, Proposition 3.4] there exists a
sequence (

ϕ̃n,0, ϕ̃n,1
)
∈ conv

{(
ϕk,0, ϕk,1

)
; k ≥ n

}
of convex combinations and a predictable process

(
ϕ̂0, ϕ̂1

)
of finite variation such that

P
[(
ϕ̃n,0t , ϕ̃n,1t

)
→
(
ϕ̂0
t , ϕ̂

1
t

)
, ∀t ∈ [0, T ]

]
= 1.

It implies that (ϕ̂0, ϕ̂1) is a λ-self-financing trading strategy such that V liq
T

(
ϕ̂
)

= ĝ(x),
therefore (ϕ̂0, ϕ̂1) ∈ AλU .

Since ĝ(x) = V liq
T (ϕ̂) <∞, we have that

ŷẐ0
T (ŷ) = U ′

(
x+ ĝ(x) + eT

)
> 0

by the Inada condition. Hence, (Ẑ0, Ẑ0) ∈ Zλe (S).

5.3 Shadow Price

In this section, we study the existence of shadow prices.
For utility maximization problems under proportional transaction costs, it has been

observed that the original market with transaction costs can sometimes be replaced by a
frictionless shadow market, that yields the same optimal strategy and utility. We adapt
the definition of shadow price in Chapter 3 to our setting with random endowment.

Definition 5.3.1. A semimartingale S̃ =
(
S̃t
)

0≤t≤T is called a shadow price, if

(i) S̃ takes values in the bid-ask spread [(1− λ)S, S].

(ii) The solution Ĥ =
(
Ĥt

)
0≤t≤T to the frictionless utility maximization problem

u
(
x; S̃

)
:= sup

H∈AU
(
S̃
)E
[
U
(
x+

(
H • S̃

)
T

+ eT
)]
, (5.3.1)

exists in the sense of [86], where AU
(
S̃
)

denotes the set of all S̃-integrable pre-
dictable processes H, such that there exists a sequence (Hn)n∈N of admissible
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self-financing trading strategies without transaction costs such that U
(
x + (Hn •

S̃)T + eT
)
∈ L1(P) and

U
(
x+ (Hn • S̃)T + eT

) L1(P)−−−−→ U
(
x+ (H • S̃)T + eT

)
.

(iii) The optimal trading strategy Ĥ to the frictionless problem (5.3.1) coincides with the
holdings in stocks ϕ̂1 to the utility maximization problem (5.2.2) under transaction

costs such that
(
Ĥ • S̃

)
T

= ĝ(x) = V liq
T (ϕ̂).

The basic idea is that, a shadow price S̃ (if this exists) allows us to obtain the optimal
trading strategy for the utility maximization problem (5.2.2) under transaction costs by
solving the frictionless utility maximization problem (5.3.1). As the expected utility for

S̃ without transaction costs is a priori higher than that of any other strategy under
transaction costs, the shadow price is a least favorable frictionless market lying in the
bid-ask spread and leading to the same optimal strategy and utility.

Note that the existence of a shadow price implies that the optimal strategy Ĥ to the
frictionless problem (5.3.1) is of finite variation and that both optimal strategies Ĥ and

ϕ̂1, that coincide Ĥ = ϕ̂1, only trade, if Ŝ is at the bid or ask price, i.e.,{
dϕ̂1 > 0

}
⊆
{
Ŝ = S

}
and

{
dϕ̂1 < 0

}
⊆
{
Ŝ = (1− λ)S

}
in the sense that

{dϕ̂1,c > 0} ⊆ {S̃ = S}, {dϕ̂1,c < 0} ⊆ {S̃ = (1− λ)S},
{∆ϕ̂1 > 0} ⊆ {S̃− = S−}, {∆ϕ̂1 < 0} ⊆ {S̃− = (1− λ)S−},
{∆+ϕ̂

1 > 0} ⊆ {S̃ = S}, {∆+ϕ̂
1 < 0} ⊆ {S̃ = (1− λ)S}.

(5.3.2)

Following the similar arguments of [28, Proposition 3.3], we show that the attainability
of the primal optimizer by trading strategies implies the existence of a shadow price, which
can be obtained as the quotient of a dual optimal process.

Proposition 5.3.2. Under the assumptions of Theorem 5.2.4, suppose that the solution
ĝ(x) to the primal problem (5.2.2) is attainable.

Then, the solution
(
Ẑ0, Ẑ1

)
to the dual problem (5.2.3) is a λ-consistent price system,

and Ŝ := Ẑ1

Ẑ0
is a shadow price to problem (5.2.2) in the sense of Definition 5.3.1.

Proof. The first assertion has been already shown in the proof of Proposition 5.2.22.

By the assumption there exists a sequence of admissible λ-self-financing trading strate-
gies

(
ϕn,0, ϕn,1

)
n∈N such that

P
[(
ϕn,0t , ϕn,1t

)
→
(
ϕ̂0
t , ϕ̂

1
t

)
, ∀t ∈ [0, T ]

]
= 1, (5.3.3)

and

U
(
x+ ϕn,0T + eT

) L1(P)−−−−→ U
(
x+ ĝ(x) + eT

)
. (5.3.4)
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Following along the same arguments as in the proof of Proposition 5.2.22 after re-

placing
(
Z

0
, Z

1)
by
(
Ẑ0, Ẑ1

)
and setting λ′ = λ that

(
Ẑ0
t (x + ϕn,0t ) + Ẑ1

t ϕ
n,1
t

)
0≤t≤T is a

supermartingale under P, therefore

E
[
Ẑ0
T

(
x+ ϕn,0T + eT

)]
≤ x+ ρ.

As V
(
ŷẐ0

T

)
∈ L1(P), it follows from (5.3.4) and the Fenchel’s inequality

ŷẐ0
T

(
x+ ϕn,0T + eT

)
≥ U

(
x+ ϕn,0T + eT

)
− V

(
ŷẐ0

T

)
,

that
(
ŷẐ0

T

(
x+ ϕn,0T + eT

)−)
0≤t≤T

is uniformly integrable. Since eT ∈ L∞(P), we see

that, for each n ∈ N, the process

((
Ẑ0
t (x+ ϕn,0t ) + Ẑ1

t ϕ
n,1
t

)−)
0≤t≤T

is a nonnegative

submartingale and hence of class (D) so that

((
Ẑ0
τ (x+ ϕn,0τ ) + Ẑ1

τϕ
n,1
τ

)−)
n∈N

is uni-

formly integrable for every [0, T ]-valued stopping time τ . Therefore we may use Fatou’s

lemma to show that
(
Ẑ0
t (x+ϕ̂0

t )+Ẑ1
t ϕ̂

1
t

)
0≤t≤T is a supermartingale under P. By Theorem

5.2.4 (4) we have that

x = E
[
Ẑ0
T

(
x+ ϕ̂0

T

)]
,

hence
(
Ẑ0
t (x+ ϕ̂0

t ) + Ẑ1
t ϕ̂

1
t

)
0≤t≤T is a martingale under P.

By integration by parts we obtain that

Ẑ0
t

(
x+ ϕ̂0

t

)
+ Ẑ1

t ϕ̂
1
t = Ẑ0

t

(
x+ ϕ̂0

t + ϕ̂1
t Ŝt

)
= Ẑ0

t

(
x+

∫ t

0

dϕ̂0
u +

(
ϕ̂1 • Ŝ

)
t
+

∫ t

0

Ŝudϕ̂
1
u

)
= Ẑ0

t

(
x+

(
ϕ̂1 • Ŝ

)
t
−
∫ t

0

(
Su − Ŝu

)
dϕ̂1,↑

u −
∫ t

0

(
Ŝu − (1− λ)Su

)
dϕ̂1,↓

u

)
=: Ẑ0

t

(
x+

(
ϕ̂1 • Ŝ

)
t
− At

)
= Ẑ0

t

(
x+

(
ϕ̂1 • Ŝ

)
t

)
− Ẑ0

tAt.

Again as in the proof of Proposition 5.2.22 by Bayes’ rule Ẑ0
(
x + ϕ̂1 • Ŝ

)
is a local

martingale and Ẑ0A is an increasing process. This implies that A ≡ 0 and therefore{
dϕ̂1 > 0

}
⊆
{
Ŝ = S

}
and

{
dϕ̂1 < 0

}
⊆
{
Ŝ = (1− λ)S

}
in the sense of (5.3.2).

It is clear that,
u
(
x; S̃

)
≤ E [V (yZT ) + yZT eT ] + xy,

for y > 0 and ZT ∈ Za
(
Ŝ
)
. As

(
Ẑ0, Ẑ1

)
∈ Zλe (S), we obtain that Ẑ0 is the density

process of an equivalent local martingale measure for the frictionless process Ŝ, therefore

E
[
V
(
ŷẐ0

T

)
+ ŷẐ0

T eT

]
+ xŷ = u(x) ≤ u

(
x; Ŝ

)
≤ E

[
V
(
ŷẐ0

T

)
+ ŷẐ0

T eT

]
+ xŷ.
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It follows from the frictionless duality theorem [86, Theorem 1.1] that x+(ϕ̂1 • Ŝ)T +eT =

x + ĝ(x) + eT = −V ′
(
ŷẐ0

T

)
is the optimal terminal wealth to the frictionless utility

maximization problem (5.3.1) for Ŝ. Since ϕ̂ • Ŝ is a martingale under Q̂ defined by
dQ̂
dP

:= Ẑ0
T , we obtain that ϕ̂1 has to be the optimal strategy and in AU

(
x; Ŝ

)
by [86,

Theorem 1.1.(v)].

This implies that Ŝ is a shadow price in the sense of Definition 5.3.1 for the utility
maximization problem (5.2.2) under transaction costs.

We observe that the solution to the primal problem (5.2.2) is not necessarily attain-
able, i.e., there may not exist an optimal λ-self-financing trading strategy (ϕ̂0, ϕ̂1), such

that ϕ̂0
T = ĝ(x). However, the solution (Ẑ0, Ẑ1) to the dual problem is always a local

martingale (an absolutely continuous consistent price system). We may define the fol-
lowing generalized shadow price, which only leads to the same optimal utility as the one
under transaction costs.

Definition 5.3.3. In the above setting, a semimartingale S̃ = (S̃t)0≤t≤T is called a gen-
eralized shadow price for the optimization problem (5.2.1), if

(i). S̃ takes values in the bid-ask spread [(1− λ)S, S].

(ii). The solution g̃ ∈ CU(S̃) to the corresponding frictionless utility maximization prob-
lem

u(x; S̃) := sup
g∈CU (S̃)

E[U(x+ g + eT )] (5.3.5)

exists and coincides with the solution ĝ ∈ CλU to (5.2.1) under transaction costs,
where

CU(S̃) :=

{
g ∈ L0(R ∪ {∞})

∣∣∣∣∣ ∃gn ∈ C(S̃) s.t. U(x+ gn + eT ) ∈ L1(P)

and U(x+ gn + eT )
L1(P)−−−→ U(x+ g + eT )

}
,

and

C(S̃) := {g ∈ L0 | g ≤ (H • S)T for some admissible portfolioH}.

Remark 5.3.4. In the duality theorem of the utility maximization problem with utility
functions defined on the positive real line, the existence of an optimal trading strategy
ϕ̂ ∈ Aλadm follows directly from the existence of the dual optimizer ĝ ∈ Cλ. Therefore,
it is quite natural to require in the classical definition of shadow price that the optimal
trading strategy in the frictionless shadow market is also an optimal one in the original
market with transaction costs. For the problem with utility functions defined on the
whole real line, we have in general no chance to find the optimal strategy. This is our
motivation to define the generalized shadow price in such a way.

Theorem 5.3.5. The process Ŝ := Ẑ1

Ẑ0
is a generalized shadow price by the definition

above, where
(
Ẑ0, Ẑ1

)
∈ Zλa (S) is the solution to the dual problem (5.2.3).

Remark 5.3.6. We consider (2.1.3) to be satisfied if Ẑ1

Ẑ0
= 0

0
.
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Proof. From the definition of CU(Ŝ) and C(Ŝ), we know

u(x; Ŝ) = sup
g∈C(Ŝ)

E[U(x+ g + eT )].

Since Cλ ⊆ C(Ŝ), then

u(x) = sup
g∈Cλ

E[U(x+ g + eT )] ≤ sup
g∈C(Ŝ)

E[U(x+ g + eT )] = u(x; Ŝ). (5.3.6)

Moreover,

D(Ŝ) :=
{
Q ∈ ba

∣∣ ‖Q‖ = 1 and 〈Q, g〉 ≤ 0 for all g ∈ C(Ŝ) ∩ L∞
}

⊆
{
Q ∈ ba

∣∣ ‖Q‖ = 1 and 〈Q, g〉 ≤ 0 for all g ∈ Cλ ∩ L∞
}

= Dλ.
(5.3.7)

Let ŷ := u′(x). Now consider the following value function

v(ŷ; Ŝ) := inf
Q∈Ma(Ŝ)

E

[
V

(
ŷ
dQ

dP

)
+ ŷ

dQ

dP
eT

]
.

By [46, Corollary A.2], the formulation of the function v(·) is equivalent to

v(ŷ; Ŝ) = inf
Q∈D(Ŝ)

{
E

[
V

(
ŷ
dQr

dP

)]
+ ŷ〈Q, eT 〉

}
. (5.3.8)

Then, we deduce from (5.3.7),

v(ŷ; Ŝ) ≥ inf
Q∈Dλ

{
E

[
V

(
ŷ
dQr

dP

)]
+ ŷ〈Q, eT 〉

}
= v(ŷ). (5.3.9)

As (Ẑ0, Ẑ1) ∈ Zλa (S), we have that the measure Q̂, defined by dQ̂
dP

= Ẑ0
T , is an absolutely

continuous martingale measure for Ŝ, i.e., Q̂ ∈ Ma(Ŝ). Hence, we deduce that Ẑ0
T

a fortiori is the optimizer for v(ŷ; Ŝ). In particular, v(ŷ) = v(ŷ; Ŝ). It follows from
Theorem 5.2.4, Fenchel’s inequality and (5.3.6) that

u(x) = v(ŷ) + xŷ = v(ŷ; Ŝ) + xŷ ≥ inf
y>0

{
v
(
y; Ŝ

)
+ xy

}
≥ u(x; Ŝ) ≥ u(x), (5.3.10)

therefore the primal value functions coincide. In the frictionless market, we have a pos-
teriori u(x; Ŝ) < U(∞). By the uniqueness of the primal solution and Cλ ⊆ C(Ŝ), the
primal optimizer to (5.3.5) exists, is unique and coincides with the one to the optimization
problem (5.2.1).

Remark 5.3.7. In the theorem above, it is not clear whether equivalent martingale mea-
sures for the shadow market Ŝ exist or not, except for the case where (Ẑ0, Ẑ1) is strictly
positive. We stress that the following inequity in (5.3.10) still holds true under the

assumption Ma(Ŝ) 6= ∅:
u(x; Ŝ) ≤ inf

y>0

{
v
(
y; Ŝ

)
+ xy

}
.
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Indeed, this follows from Fenchel’s inequality and the easy part of the superreplication
theorem in the frictionless setting, which could be deduced under the weaker assumption
Ma(Ŝ) 6= ∅. Furthermore, we observe that there is no duality gap, i.e.,

u
(
x; Ŝ

)
= v
(
ŷ; Ŝ

)
+ xŷ = inf

y>0

{
v
(
y; Ŝ

)
+ xy

}
,

and there exist at least a primal optimizer (which may not be attained by trading strate-
gies) and a dual one in the shadow market, which coincide with the ones in the original
market with transaction costs.

Remark 5.3.8. The fact that Ẑ0
T ∈Mλ

a (orMλ
e ) is the unique solution to the dual problem

(5.2.3) does not mean the uniqueness of the couple (Ẑ1, Ẑ1) ∈ Zλa (S) (or Zλe (S)). In
another word, the shadow price process need not be unique.

Conversely, the following result shows that, if a (generalized) shadow price Ŝ exists as

above and satisfiesMe(Ŝ) 6= ∅, it is necessarily derived from a dual minimizer. (Compare
[28, Propisition 3.8].)

Proposition 5.3.9. If a (generalized) shadow price Ŝ exists as above and satisfies

Me(Ŝ) 6= ∅, then there exists a P-martingale Ẑ0, such that (Ẑ0, Ẑ0Ŝ) ∈ Zλa (S) is a
solution to the dual problem (5.2.3).

Proof. Choose Q ∈ Ma

(
Ŝ
)

and denote by Z its density process. It obvious that

(Z0, Z1) :=
(
Z,ZŜ

)
∈ Zλa (Ŝ). Moreover, from Ma

(
Ŝ
)
⊆Mλ

a and [94, Theorem 2.2], we
have

u(x) = v
(
ŷ(x)

)
+ xŷ(x) ≤ v

(
ŷ(x; Ŝ)

)
+ xŷ(x; Ŝ)

≤ v
(
ŷ(x; Ŝ); Ŝ

)
+ xŷ(x; Ŝ) = u(x; Ŝ) = u(x),

which implies ŷ(x) = ŷ(x; Ŝ) and v
(
ŷ(x)

)
= v
(
ŷ(x; Ŝ); Ŝ

)
, hence

(
Ẑ0, Ẑ1

)
:=
(
Ẑ, ẐŜ

)
∈

Zλa is the solution to the frictional dual problem (5.2.3), where Ẑ ∈Ma

(
Ŝ
)

is the solution

to its frictionless counterpart for the shadow price process Ŝ.

Remark 5.3.10. The assumption Me(Ŝ) 6= ∅ ensures that we could apply the result of

[94, Theorem 2.2] to the frictionless market with Ŝ, in particular, we could deduce the
following equality

v
(
ŷ(x; Ŝ); Ŝ

)
+ xŷ(x; Ŝ) = u(x; Ŝ).

5.4 Application to exponential pricing

It is known from the so-called “face-lifting theorem” that, under transaction costs, the
bounds for option prices obtained from superreplication arguments are only the trivial
bounds. (See e.g., [50].) Therefore the concepts of superreplication do not make sense
economically in the presence of transaction costs. However, the concept of a utility
indifference price makes perfect economic sense in the presence of transaction costs. (See
e.g., [56].)
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We denote now the value function by ueT (x) instead of u(x) to emphasize the depen-
dence on eT and u0 denotes the value function of utility maximization problem without
random endowment. The utility indifference price is the solution p(x) of

ueT
(
x− p(x)

)
= u0(x).

Let us consider the exponential utility function

U(x) = − exp(−γx), x ∈ R,

where γ > 0 stands for the absolute risk aversion parameter. In this case, using the
duality result, we could obtain a dual formulation for the utility based price.

For the exponential utility function U(x), we have

V (y) =
y

γ

(
log

(
y

γ

)
− 1

)
, y > 0.

Lemma 5.4.1. For the exponential utility function, we have that

ueT (x) = inf
Z0
T∈Mλ

a

U

(
1

γ
E
[
Z0
T log

(
Z0
T

)]
+ E

[
Z0
T eT
]

+ x

)
,

for all x ∈ R.

Proof. The proof of the above lemma follows from Theorem 5.2.4 and is similar to the
one of [10, Proposition 11]. Fix Z0

T ∈Mλ
a. Then, we obtain that

inf
y>0

{
E
[
V
(
yZ0

T

)
+ yZ0

T eT
]

+ xy
}

= inf
y>0

{
E
[
yZ0

T

γ

(
log
(
yZ0

T

γ

)
− 1
)

+ yZ0
T eT

]
+ xy

}
= inf

y>0

{
y
γ

(
log
(
y
γ

)
− 1
)

+ y
(
E
[
Z0
T

γ
log
(
Z0
T

)
+ Z0

T eT

]
+ x
)}

= U
(
E
[
Z0
T

γ
log
(
Z0
T

)
+ Z0

T eT

]
+ x
)
.

(5.4.1)
It follows by Theorem 5.2.4 that

ueT (x) = inf
y>0

inf
Z0
T∈Mλ

a

{
E
[
V
(
yZ0

T

)
+ yZ0

T eT
]

+ xy
}

= inf
Z0
T∈Mλ

a

U
(
E
[
Z0
T

γ
log
(
Z0
T

)
+ Z0

T eT

]
+ x
)
,

which finishes the proof.

Lemma 5.4.2. For all x ∈ R, the utility based price of eT equals

p(x) = U−1
(
ueT (x)

)
− U−1

(
u0(x)

)
= inf

Z0
T∈Mλ

a

E
[
Z0
T

γ
log
(
Z0
T

)
+ Z0

T eT + x
]

+ sup
Z0
T∈Mλ

a

E
[
−Z0

T

γ
log
(
Z0
T

)
− x
]
.
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Proof. By the special property of the exponential function we have that

ueT (x+ w) = e−γwueT (x). (5.4.2)

In particular, ueT (x) = e−γxueT (0), which follows that

lim
x→−∞

ueT (x) = −∞, lim
x→∞

ueT (x) = 0.

Since ueT is concave, continuous and strictly increasing, there exists a solution of the
equation ueT (x− p) = u0(x), denoted by p(x).

Again by (5.4.2) we have that

exp
(
γp(x)

)
ueT (x) = ueT

(
x− p(x)

)
= u0(x).

The assertion follows by a simple computation and Lemma 5.4.1.

Corollary 5.4.3. Under the assumptions for Theorem 5.2.4, the utility based pricing can
be represented by the solution of dual problem on shadow markets, i.e.,

p(x) = inf
Z0
T∈Mλ

a

E
[
Z0
T

γ
log
(
Z0
T

γ

)
− Z0

T

γ
+ Z0

T eT

]
− inf

Z0
T∈Mλ

a

E
[
Z0
T

γ
log
(
Z0
T

γ

)
− Z0

T

γ

]
= v
(
1; Ŝ(x; eT )

)
− v
(
1; Ŝ(x)

)
,

where Ŝ(x; eT ) is the generalized shadow price corresponding to the problem (5.2.1) with

x and eT , while Ŝ(x) is the one corresponding to the (5.2.1) with x but without random
endowment.

Remark 5.4.4. The choice of the generalized shadow price will not alter the above result.
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Chapter 6

On the Existence of Shadow Prices
for Optimal Investment with
Random Endowment under
No-Short-Selling Constraints

In this chapter, we consider a numéraire-based utility maximization problem under pro-
portional transaction costs and random endowment. Assuming that the agent cannot
short sell assets and is endowed with a strictly positive contingent claim, a primal opti-
mizer of this utility maximization problem exists. Moreover, we observe that the original
market with transaction costs can be replaced by a frictionless shadow market that yields
the same optimality. On the other hand, we present an example to show that in some
case when these constraints are relaxed, the existence of shadow prices is still warranted.

6.1 Formulation of the Problem

Again we consider a financial market consisting of two assets, one bond and one stock,
where the price of the bond B is constant and normalized to B ≡ 1. The price process
of the stock S = (St)0≤t≤T is a strictly positive and càdlàg. which is based on a filtered
probability space (Ω,F , (Ft)0≤t≤T ,P) satisfying the usual hypotheses of right continuity
and saturatedness, where F0 is assumed to be trivial. Here, T is a finite time horizon
and we assume FT− = FT .

We introduce proportional transaction costs 0 < λ < 1 for the trading of the stock,
which models the width of the bid-ask spread [(1− λ)S, S].

In this chapter, we shall consider a utility maximization problem similar to the one
in Benedetti et al. [4], where the agent is facing the no-short-selling constraint, which
forces him to keep both the amount of bond and the number of stock shares postive. In
other words, the agent is only allowed to trade with the admissible strategies defined as
follows:

Definition 6.1.1. Under transaction costs λ ∈ (0, 1), a self-financing strategy ϕ =
(ϕ0, ϕ1) with (ϕ0

0, ϕ
1
0) = (x, 0) and (ϕ0

T , ϕ
1
T ) = (ϕ0

T , 0) is called admissible under the
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no-short-selling constraint, if for each t ∈ [0, T ] we have that

ϕ0
t ≥ 0 and ϕ1

t ≥ 0, a.s.

We denote by Aλ+(x) the collection of all such strategies. Moreover, we define

Cλ+(x) :=
{
g ∈ L0

+

∣∣∣ g ≤ ϕ0
T , for some (ϕ0, ϕ1) ∈ Aλ+(x)

}
.

We also assume that as well as trading in this market, the agent is endowed with
an exogenous random endowment eT at the terminal time T , which is represented by an
FT -measurable random variable.

Assumption 6.1.2. The endowment eT is a strictly positive and finite-valued random
variable, which can be decomposed into a deterministic part and a random part, i.e.,
eT = x+ eT , where x > 0 and eT ≥ 0, a.s.

Remark 6.1.3. Indeed, for the utility maximization problem, it has little matter when the
agent receives the deterministic and riskless endowment x. Thus we may assume that x
is the initial wealth of the agent and eT is endowed at time T . We restrict our attention
to the trading strategies starting from (ϕ0

0, ϕ
1
0) = (x, 0).

Let U : (0,∞) → R be a standard utility function defined on the positive real line
satisfying the Inada conditions

U ′(0) := lim
x→0

U ′(x) =∞ and U ′(∞) := lim
x→∞

U ′(x) = 0,

and the condition of reasonable asymptotic elasticity (RAE)

AE(U) := lim sup
x→∞

xU ′(x)

U(x)
< 1.

Then, the problem for the agent is to maximize expected utility at terminal time T
from his bond account derived from trading and the random endowment, i.e.,

u(x; eT ) := sup
g∈Cλ+(x)

E[U(g + eT )]. (6.1.1)

Consistent price systems (CPSs) play an important role in the framework with trans-
action costs (compare, e.g., [60, 97]). In the present chapter, to establish the utility
maximization problem under the no-short-selling constraint, we adopt an extended no-
tion – λ-supermartingale-CPSs, similarly defined as in [4].

Definition 6.1.4. Fix λ > 0 and the price process S. A λ-supermartingale-CPS is
a couple of two positive processes Z = (Z0

t , Z
1
t )0≤t≤T consisting of two supermartingales

Z0 and Z1, such that

SZt :=
Z1
t

Z0
t

∈ [(1− λ)St, St], a.s., (6.1.2)

for all 0 ≤ t ≤ T .
The set of all λ-supermartingale-CPSs is denoted by Zλsup.
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We introduce now the following assumption on the existence of a supermartingale-
CPS, which is an analogue to the existence of an equivalent supermartingale density in
the frictionless setting.

Assumption 6.1.5. For some 0 < λ′ < λ, we have that Zλ′sup 6= ∅.

For Z ∈ Zλsup, define SZ := Z1

Z0 . By the definition, SZ is a positive semimartingale
taking values in [(1 − λ)S, S]. Then, we can construct a frictionless market consisting
of one bond with zero interest rate and an underlying asset, whose price process is SZ .
Adapting the previous setting under transaction costs, we adopt the following notion of
self-financing trading strategies.

Definition 6.1.6. In the frictionless market associated with SZ, an R2-valued predictable
process ϕ̃ := (ϕ̃0

t , ϕ̃
1
t ) starting from (x, 0) is a self-financing trading strategy, if ϕ̃1 is SZ-

integrable and

ϕ̃0
t + ϕ̃1

tS
Z
t = x+

∫ t

0

ϕ̃1
udS

Z
u , 0 ≤ t ≤ T.

Here, ϕ̃0
t and ϕ̃1

t describe the amount of bond and the number of stock shares held at time
t ∈ [0, T ].

We shall formulate a utility maximization problem for the frictionless model with SZ .
In accordance with (6.1.1), we always assume that neither asset can be shorted, so that
the maximization problem is established over all admissible strategies defined as follows.

Definition 6.1.7. Let SZ := Z1

Z0 , for some Z ∈ Zλsup. A self-financing strategy ϕ̃ is
admissible under the no-short-selling constraint, if we have

ϕ̃0
t ≥ 0 and ϕ̃1

t ≥ 0, a.s.,

for all 0 ≤ t ≤ T .
We denote by AZ+(x) the collection of all such admissible trading strategies under the

no-short-selling constraint starting from (x, 0). Moreover, we define

CZ+(x) :=
{
g̃ ∈ L0

+

∣∣ g̃ ≤ ϕ̃0
T + ϕ̃1

TS
Z
T , for some (ϕ̃0, ϕ̃1) ∈ AZ+(x)

}
.

Lemma 6.1.8. Any payoff in the original market S with transaction costs can be dom-
inated by that in the potentially more favorable frictionless markets, which is within the
bid-ask spread. Namely, fix Z ∈ Zλsup and let (ϕ0, ϕ1) ∈ Aλ+(x) be arbitrary, then there
exists a (ϕ̃0, ϕ̃1) ∈ AZ+(x) such that

ϕ̃0
t ≥ ϕ0

t and ϕ̃1
t ≥ ϕ1

t , a.s., (6.1.3)

for all 0 ≤ t ≤ T .

Proof. For any (ϕ0, ϕ1) ∈ Aλ+(x), since (ϕ0, ϕ1) is a λ-self-financing trading strategy, we
have that

ϕ0
t + ϕ1

tS
Z
t = x+

∫ t

0

dϕ0
u +

∫ t

0

ϕ1
u−dS

Z
u +

∫ t

0

SZu dϕ
1
u

= x+

∫ t

0

(
dϕ0

u + SZu dϕ
1
u

)
+

∫ t

0

ϕ1
u−dS

Z
u ≤ x+

∫ t

0

ϕ1
u−dS

Z
u .
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Then, define a self-financing trading strategy in the frictionless market associated with
SZ by  ϕ̃0

t := x+

∫ t

0

ϕ1
u−dS

Z
u − ϕ1

tS
Z
t ≥ ϕ0

t ,

ϕ̃1
t := ϕ1

t ,

which satisfies (6.1.3).

Obviously, Cλ+(x) ⊆ CZ+(x), for any Z ∈ Zλsup. Therefore, letting

uZ(x; eT ) := sup
g̃∈CZ+(x)

E[U(g̃ + eT )],

it follows that

u(x; eT ) ≤ inf
Z∈Zλsup

uZ(x; eT ),

which means each frictionless market with SZ affords better, at least not worse, invest-
ment opportunity than the original frictional market. An interesting question is whether
there exists a least favorable Ẑ ∈ Zλsup, such that the gap is closed, i.e., the inequality

becomes equality. If so, the corresponding price process SẐ := Ẑ1

Ẑ0
is called shadow price.

Below is the definition of the shadow price similar to [4, Definition 3.9].

Definition 6.1.9. Fix the initial value x and the terminal random endowment eT . We
assume that short selling of either asset is not allowed. Then, the process SẐ associated
with some Ẑ := Ẑ(x, eT ) ∈ Zλsup is called a shadow price process, if

sup
g∈Cλ+(x)

E[U(g + eT )] = sup
g̃∈CẐ+(x)

E[U(g̃ + eT )].

6.2 Solvability of the Primal Problem and Existence

of Shadow Prices

In this section, we shall present our main result, that is, the solvability of (6.1.1) and the
existence of shadow prices.

6.2.1 Main Theorems

The existence of shadow prices for the utility maximization problem with neither the
no-short-selling constraint nor random endowment has been studied in [62, 25, 27, 30] by
duality methods. By contrast, we shall solve (6.1.1) directly by following the line of [4].

First of all, we display a superreplication theorem as an analogue of [4, Lemma 4.1]:

Lemma 6.2.1. For any Z ∈ Zλsup, the process Z0ϕ0 +Z1ϕ1 is a positive supermartingale,
for any (ϕ0, ϕ1) ∈ Aλ+(x).
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Proof. As (ϕ0, ϕ1) is of finite variation and (Z0, Z1) is a supermartingale, we obtain by
[58, Proposition I.4.49] that

Z0
t ϕ

0
t + Z1

t ϕ
1
t = (Z0

0ϕ
0
0 + Z1

0ϕ
1
0) +

∫ t

0

(ϕ0
u−dZ

0
u + ϕ1

u−dZ
1
u) +

∫ t

0

(Z0
udϕ

0
u + Z1

udϕ
1
u)

= x+

∫ t

0

(ϕ0
u−dZ

0
u + ϕ1

u−dZ
1
u) +

∫ t

0

(Z0
udϕ

0
u + Z1

udϕ
1
u).

The first integral defines a supermartingale due to the positivity of ϕ0 and ϕ1. The
second integral defines a decreasing process by the fact that (ϕ0, ϕ1) is λ-self-financing

and that Z1
u

Z0
u

takes values in [(1 − λ)Su, Su]. Therefore, the process Z0ϕ0 + Z1ϕ1 is a
positive supermartingale.

Remark 6.2.2. Comparing with [97, Theorem 1.4], we require less on the underlying asset
price S for the superreplication theorem, since we are working with a smaller set of trading
strategies.

Furthermore, we have some properties of the convex sets Aλ+(x) and Cλ+(x) as follows.

Lemma 6.2.3. Under Assumption 6.1.5, the total variation Var(ϕ0) and Var(ϕ1) remain
bounded in L0, when ϕ runs through Aλ+(x).

Proof. Write ϕ0 = ϕ0,↑−ϕ0,↓ and ϕ1 = ϕ1,↑−ϕ1,↓ as the canonical differences of increasing
processes. Then, we could define a strategy ϕ̃ ∈ Aλ′+ (x) by

ϕ̃t :=

(
ϕ0
t +

λ− λ′

1− λ
ϕ0,↑
t , ϕ1

t

)
, 0 ≤ t ≤ T,

and prove by Lemma 6.2.1 that for Z ∈ Zλ′sup,

λ− λ′

1− λ
E
[
Z0
Tϕ

0,↑
T

]
≤ E[Z0

Tϕ
0
T + Z1

Tϕ
1
T ] +

λ− λ′

1− λ
E
[
Z0
Tϕ

0,↑
T

]
≤ x.

The reminder of the proof is identical with the one of [97, Lemma 3.1].

Then, we state the following lemma without proof and refer the reader to [97, Theorem
3.4].

Lemma 6.2.4. Under Assumption 6.1.5, the set Cλ+(x) is convex closed and bounded in
L0

+.

In what follows, we shall establish the existence and uniqueness result for the primal
solution of (6.1.1). The spirit of the proof is revealed in [95] (compare also [48] and [4]).
However, we observe that the positivity of (fn)n∈N in [95, Lemma 3.16] is not essentially
needed for the proof of the existence. Thus, we reorganize a proof. Firstly, we introduce
the following lemma.

Lemma 6.2.5. Suppose {fn}n∈N is a sequence in L1, fn → f0 ∈ L0, almost surely.
Moreover, limn→∞E[fn] is finite and f+

0 is integrable. We denote α := limn→∞E[fn] −
E[f0]. In particular, if E[f0] = −∞, we note α :=∞. Then, we have
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(i) For any M > 0,

lim sup
n→∞

E
[
fn1{fn≥M}

]
≥ α. (6.2.1)

(ii) For any α′ < α and M > 0, there exists a subsequence {fnk}k∈N and a sequence of
disjoint sets (Ak)k∈N, such that for each k ∈ N, fnk ≥M on Ak, and

E
[
fnk1Ak

]
≥ α′.

Proof. (i) We suppose, contrary to our claim (6.2.1), there exists M > 0, such that

lim sup
n→∞

E
[
fn1{fn≥M}

]
=: β < α, (6.2.2)

which implies the boundedness of {E[fn1{fn≥M}]}n∈N. Suppose E[f0] = −∞, then we
have

E
[
f01{f0<M}

]
≤ E[f0] = −∞.

Thus,

lim sup
n→∞

E
[
fn1{fn<M}

]
≤ E

[
f01{f0<M}

]
= −∞. (6.2.3)

From (6.2.3) and (6.2.2), we can conclude that limn→∞{E[fn]}n∈N = −∞, which contra-
dicts to the assumption. Therefore, E[f0] ∈ R. In this case, we have

E
[
f01{f0<M}

]
≥ lim sup

n→∞
E
[
fn1{fn<M}

]
= lim

n→∞
E[fn]− lim inf

n→∞
E
[
fn1{fn≥M}

]
≥ E[f0] + α− β,

(6.2.4)

where the equality is deduced from the convergence of {E[fn]}n∈N and the boundedness
of {E[fn1{fn≥M}]}n∈N. Obviously, (6.2.4) is a contradiction.

(ii) We first consider the case that α <∞. Fix α′, M and denote by ε := α− α′. We
now construct inductively a subsequence {fnk}k∈N as well as a sequence {Am}m∈N, where
Am consists of m subsets of Ω, i.e.,

Am := {Am1 , Am2 , . . . , Amm}, m ∈ N.

Let M1 = M . From (i), we could choose n1 such that E
[
fn11{fn1≥M1}

]
≥ α and define

A1
1 := {fn1 ≥ M1}. Suppose that {fnk}Nk=1 and {Am}Nm=1 are well-defined and we now

define fnN+1
and AN+1 . Note that for each n ∈ N and any M̃ > 0,

E
[
1{fn≥M̃}

]
= E

[
1{f+n ≥M̃}

]
≤ E

[
1{|f+n −f+0 |≥ M̃2 }

]
+ E

[
1{f+0 ≥ M̃2 }

]
.

Thus, by the integrability of f+
0 , f1, f2, . . ., fN and Markov’s inequality, one can choose

MN+1 ≥MN sufficiently large, such that for any n ≥ nN and k = 1, 2, . . . N ,

E
[
|fn|1{fnN+1

≥MN+1}
]
≤ ε

2N+1
.

Then, we fix nN+1 ≥ nN satisfying E[fnN+1
1{fnN+1

≥MN+1}] ≥ α and define AN+1
N+1 :=

{fnN+1
≥ MN+1} and AN+1

k := ANk \AN+1
N+1. Note that the sequence {Am}m∈N we defined

above has the following properties:
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(a) For each k, {Amk }m≥k is decreasing in m;

(b) For each m, Am1 , A
m
2 , . . . , A

m
m are disjoint;

(c) For each k and m ≥ k,

E[fnk1Amk ] ≥ α−
m−1∑
i=k

ε

2i
> α′.

Letting Ak :=
⋂
m≥k A

m
k . It is easy to verify that the sequences {fnk}k∈N and {Ak}k∈N

yield the desired result.

If α =∞, we could complete the proof by a similar argument.

Theorem 6.2.6. Let Assumptions 6.1.5, 6.1.2 and 7.1.1 hold. Assume moreover that

u(x; eT ) <∞.

Then, the utility maximization problem (6.1.1) admits a unique solution ĝ ∈ Cλ+(x).

Proof. The uniqueness is trivial due to the strict concavity of U . Thus, we only have to
show the existence.

(i) Since u(x; eT ) <∞, we could pick a maximizing sequence for (7.1.1), i.e.,

u(x; eT ) = lim
n→∞

E[U(gn + eT )].

By passing to a sequence of convex combinations g′n ∈ conv(gn, gn+1, . . .), still denoted
by gn, and applying the Komlós type theorem as well as Lemma 6.2.4, we may suppose
that gn converges a.s. to ĝ ∈ Cλ(x).

(ii) It is easy to verify that u is still a concave function in x and thus u(x; eT ) < ∞
implies u(x+ 1; eT ) <∞. We claim that E[(U(ĝ+ eT ))+] < +∞. If not, we could deduce
that u(x+ 1; eT ) =∞, which is impossible. Therefore, E[U(ĝ + eT )] exists.

(iii) We now prove that ĝ is the primal optimizer. If not, there exists an α ∈ (0,∞]
such that

α = u(x; eT )− E[U(ĝ + eT )].

For each n, denote by fn = U(gn + eT ). Fixing ε > 0, there exists an n0 ∈ N, such that
for each n ≥ n0,

u(x; eT )− E[fn] ≤ ε. (6.2.5)

SinceAE(U) < 1, by Lemma 6.3 in [70], there exists some γ > 1, such that U(x
2
) > γ

2
U(x),

for all x ≥ x0 > 0. From Lemma 6.2.5, we can choose sufficiently large M > 0 and
m > n ≥ n0, such that U−1(M) ≥ 2x0,

E
[
|fn|1{fm≥M}

]
≤ ε and E

[
fm1{fm≥M}

]
≥ α− ε. (6.2.6)
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Then,

E

[
U

(
gn + gm

2
+ eT

)]
= E

[
U

(
gn + gm

2
+ eT

)
1{fm≥M}

]
+ E

[
U

(
gn + gm

2
+ eT

)
1{fm<M}

]
.

Furthermore, due to the positivity of gn, gm and eT , we have

E

[
U

(
gn + gm

2
+ eT

)
1{fm≥M}

]
≥ γ

2
E
[
U (gn + gm + 2eT ) 1{fm≥M}

]
≥ γ

2
E
[
fm1{fm≥M}

]
and

E

[
U

(
gn + gm

2
+ eT

)
1{fm<M}

]
≥ 1

2
E
[
fn1{fm<M}

]
+

1

2
E
[
fm1{fm<M}

]
.

Therefore, we can deduce from (6.2.5) and (6.2.6),

E

[
U

(
gn + gm

2
+ eT

)]
≥ 1

2
E
[
fn1{fm<M}

]
+

1

2
E [fm] +

γ − 1

2
E
[
fm1{fm≥M}

]
≥ u(x; eT ) +

(γ − 1)α

2
− γ + 2

2
ε.

Letting ε→ 0, we have

E

[
U

(
gn + gm

2
+ eT

)]
> u(x; eT ),

which is a contradiction to the maximality of u(x; eT ).

Now we turn to consider the frictionless market associated with SZ , for Z ∈ Zλsup.
Similarly to Lemma 6.2.1, we have the supermartingale property of Z0ϕ̃0 + Z1ϕ̃1 for
(ϕ̃0, ϕ̃1) ∈ AZ+(x). The subsequent lemma has been reviewed in [4, Lemma 4.1]. However,
for the convenience of the reader, we prove it in the numéraire-based case.

Lemma 6.2.7. Fix Z ∈ Zλsup. The process Z0ϕ̃0 + Z1ϕ̃1 is a positive supermartingale,
for any (ϕ̃0, ϕ̃1) ∈ AZ+(x).

Proof. Note that Z0ϕ̃0 + Z1ϕ̃1 = Z0
(
ϕ̃0 + ϕ̃1SZ

)
= Z0

(
x + ϕ̃1 • SZ

)
by the frictionless

self-financing condition. Using Itô’s formula and [45, Proposition A.1], we obtain that

Z0
t ϕ̃

0
t + Z1

t ϕ̃
1
t = xZ0

0 +
(
(ϕ̃0
− + ϕ̃1

−S
Z
−) • Z0

)
t
+
(
Z0
− • (ϕ̃1 • SZ)

)
t
+
[
ϕ̃1 • SZ , Z0

]
t

= xZ0
0 +

(
(ϕ̃0
− + ϕ̃1

−S
Z
−) • Z0

)
t
+
(
ϕ̃1 • (Z0

− • S
Z)
)
t
+
(
ϕ̃1 •

[
SZ , Z0

])
t
.

It follows from the frictionless self-financing condition again and [58, I.4.36] that

∆(ϕ̃0 + ϕ̃1SZ) = ∆(ϕ̃1 • SZ) = ϕ̃1∆SZ ,

therefore, ϕ̃0
− + ϕ̃1

−S
Z
− = ϕ̃0 + ϕ̃1SZ−. By [58, I.4.37, Definition I.4.45], we obtain

Z0
t ϕ̃

0
t + Z1

t ϕ̃
1
t = xZ0

0 +
(
ϕ̃0 • Z0

)
t
+
(
ϕ̃1 •

(
SZ− • Z

0 + Z0
− • S

Z + [SZ , Z0]
))
t

= xZ0
0 +

(
ϕ̃0 • Z0

)
t
+
(
ϕ̃1 • (SZZ0)

)
t

= xZ0
0 +

(
ϕ̃0 • Z0

)
t
+
(
ϕ̃1 • Z1

)
t
,

which is a positive local supermartingale and hence a supermartingale.
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Then, it is easy to deduce that for g̃ ∈ CZ+(x),

E[U(g̃ + eT )] ≤ E[V (Z0
T ) + Z0

T (g̃ + eT )] ≤ E[V (Z0
T )] + E[Z0

T eT ] + Z0
0x, (6.2.7)

for each Z ∈ Zλsup, where V is the conjugate of U . Therefore, to prove the existence of
shadow prices, it suffices to have the following lemma, whose proof is postponed to the
next subsection.

Lemma 6.2.8. Let Assumptions 6.1.5 and 6.1.2 hold. There exists a Ẑ ∈ Zλsup, such
that

(i) Ẑ0
T = U ′(ĝ + eT );

(ii) E
[
Ẑ0
T ĝ
]

= Ẑ0
0x.

Theorem 6.2.9. The λ-supermartingale-CPS Ẑ ∈ Zλsup satisfying Lemma 6.2.8 (i)-(ii)

defines a shadow price SẐ := Ẑ1

Ẑ0
.

Proof. Consider the frictionless market associated with SẐ . By Lemma 6.2.8, we have

uẐ(x; eT ) ≥ u(x; eT ) = E[U(ĝ + eT )] = E[V (Ẑ0
T ) + Ẑ0

T (ĝ + eT )]

= E[V (Ẑ0
T )] + E[Ẑ0

T eT ] + Ẑ0
0x ≥ uẐ(x; eT ),

where the last inequality follows from (6.2.7). The inequality above implies uẐ(x; eT ) =

u(x; eT ), which proves that SẐ is a shadow price for the problem (6.1.1).

Remark 6.2.10. As has been indicated in [4], by the strict concavity of u, ĝ is the unique

solution in CẐ+(x) for the frictionless problem uẐ(x; eT ). Moreover, the trading strategy ϕ̂,
that attains the maximality in the frictional market, does the same in the frictionless one
associated with the shadow price SẐ . Therefore, the optimal trading strategy (ϕ̂0, ϕ̂1)
for S under transaction costs λ satisfies

{dϕ̂1
t > 0} ⊆ {SẐt = St},

{dϕ̂1
t < 0} ⊆ {SẐt = (1− λ)St},

for all 0 ≤ t ≤ T .

Remark 6.2.11. In our case, shadow prices are determined not only by the random en-
dowment but also by its decomposition (see Assumption 6.1.2). The decomposition of
the random endowment together with the no-short-selling constraints can be explained
as the agent’s trading rule created by her controller. Precisely, if the random endowment
ẽT that the agent will eventually receive is decomposed into x+eT by her controller, then
it means that the agent is allowed to borrow at most x in the bond market for trading
the stock. Thus, the different ways of decomposition mean the different limits of short
selling in bond, which lead to different maximal utilities and also shadow prices.
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6.2.2 Proof of Lemma 6.2.8

In this subsection, we prove Lemma 6.2.8. Generally speaking, we shall follow the line of
the proof of [4, Proposition 4.2]. Thus, we only give the sketch in order to show how it
develops in the numéraire-based context and how a positive random endowment works.
The proof is divided in several stages.

Firstly, the following dynamic programming principle, similar to [4, Lemma 4.4], can
be verified as a special case of [40, Theorem 1.17].

Proposition 6.2.12. Define

Us(ϕ0
s, ϕ

1
s) := ess sup

(ψ0,ψ1)∈Aλs,T (ϕ0
s,ϕ

1
s)

E
[
U(ψ0

T + eT )
∣∣Fs] ,

where Aλs,T (ϕ0
s, ϕ

1
s) is the set of all admissible λ-self-financing trading strategies, which

agree with ϕ ∈ Aλ+(x) in [0, s].
Then, the process

(
Us(ϕ̂0

s, ϕ̂
1
s)
)

0≤t≤T is a martingale i.e.,

Us(ϕ̂0
s, ϕ̂

1
s) = E

[
Ut(ϕ̂0

t , ϕ̂
1
t )
∣∣Fs] , a.s.,

for all optimal trading strategies ϕ̂ attaining ĝ.

Proof. In the numéraire-based context, this proposition can be directly proved. Without
loss of generality, it suffices to verify the following claim

E
[
U(ψ0

T + eT )
∣∣Fs] ≤ E

[
U(ϕ̂0

T + eT )
∣∣Fs] , (6.2.8)

for all (ψ0, ψ1) ∈ Aλs,T (ϕ̂0
s, ϕ̂

1
s).

To obtain a contradiction, we suppose that (6.2.8) is not true, i.e., there exists a
(ψ0, ψ1) ∈ Aλs,T (ϕ̂0

s, ϕ̂
1
s) and a set A ⊆ Ω with P[A] > 0 defined as

A :=
{
E[U(ψ0

T + eT )|Fs] > E[U(ϕ̂0
T + eT )|Fs]

}
∈ Fs. (6.2.9)

Then define
(ψ0, ψ1)1A + (ϕ̂0, ϕ̂1)1Ac =: (η0, η1) ∈ Aλs,T (ϕ̂0

s, ϕ̂
1
s).

We have that

E
[
U(η0

T + eT )
∣∣Fs] > E

[
U(ϕ̂0

T + eT )
∣∣Fs] , a.s.

on A, and

E
[
U(η0

T + eT )
∣∣Fs] ≥ E

[
U(ϕ̂0

T + eT )
∣∣Fs] , a.s.,

which implies
E
[
U(η0

T + eT )
]
> E

[
U(ϕ̂0

T + eT )
]

= u(x; eT ).

This is in contradiction to the maximality of ϕ̂. Thus, by the definition of Us(ϕ0
s, ϕ

1
s) and

(6.2.8), we obatin

Us(ϕ̂0
s, ϕ̂

1
s) = ess sup

(ψ0,ψ1)∈Aλs,T (ϕ̂0
s,ϕ̂

1
s)

E
[
U(ψ0

T + eT )
∣∣Fs] = E

[
U(ϕ̂0

T + eT )
∣∣Fs] .

Finally, the tower property of conditional expectations yields the desired result.
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The next step goes in an exactly same way as in [4], i.e., we should first construct a

pair Ẑ = (Ẑ0
t , Ẑ

1
t )0≤t≤T , then verify the shadow price can be defined by Ẑ1

Ẑ0
. The additional

positive eT in the dynamic will not alter the following results.

Proposition 6.2.13. The following processes are well-defined:
Z̃0
t := lim

ε↘0

1

ε

(
Ut(ϕ̂0

t + ε, ϕ̂1
t )− Ut(ϕ̂0

t , ϕ̂
1
t )
)
,

Z̃1
t := lim

ε↘0

1

ε

(
Ut(ϕ̂0

t , ϕ̂
1
t + ε)− Ut(ϕ̂0

t , ϕ̂
1
t )
)
,

(6.2.10)

for 0 ≤ t < T , and {
Z̃0
T := U ′(ϕ̂T + eT ),

Z̃1
T := U ′(ϕ̂T + eT )(1− λ)ST .

(6.2.11)

Furthermore, define  Ẑi
t := lim

s↘t
s∈Q

Z̃i
s, 0 ≤ t < T ;

Ẑi
t := Z̃i

T , t = T.

(6.2.12)

Then, the process Ẑ is a càdlàg supermartingale and moreover, for all 0 ≤ t ≤ T , we
have

(1− λ)St ≤
Ẑ1
t

Ẑ0
t

≤ St, a.s. (6.2.13)

Consequently, Ẑ is a λ-supermartingale-CPS.

The proof of Proposition 6.2.13 will be splitted into several lemmata.

Lemma 6.2.14. For each 0 ≤ t ≤ T and i = 0, 1, the random variables Z̃i
t is well-defined

as the limit of an increasing sequence.

Proof. Consider ε1, ε2 with ε1 > ε2 > 0,

Ut(ϕ̂t + ε2ei) = Ut
(
ε2

ε1

(ϕ̂t + ε1ei) + (1− ε2

ε1

)ϕ̂t

)
≥ ε2

ε1

Ut(ϕ̂t + ε1ei) +

(
1− ε2

ε1

)
Ut(ϕ̂t).

The last inequality follows from the concavity of U and the definition of Ut. It implies
that

Ut(ϕ̂t + ε2ei)− Ut(ϕ̂t)
ε2

≥ Ut(ϕ̂t + ε1ei)− Ut(ϕ̂t)
ε1

.

Therefore,

Z̃i
t := lim

ε↘0

1

ε
(Ut(ϕ̂t + εei)− Ut(ϕ̂t))

is well-defined as the limit of an increasing sequence.
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Lemma 6.2.15. There exists a sequence of (ψn)n∈N = (ψn,0, ψn,1)n∈N ⊆ Aλt,T (ϕ̂t + εei)
such that

Ut(ϕ̂t + εei) =↗ − lim
n→∞

E
[
U
(
ψn,0T + eT

)∣∣Ft] .
Proof. It suffices to prove that the set

{
E [U(ψ0

T + eT )| Ft]
∣∣ (ψ0, ψ1) ∈ Aλt,T (ϕ̂t + εei)

}
is

directed upwards. To show this, pick two processes (ψ0, ψ1), (η0, η1) ∈ Aλt,T (ϕ̂t+εei), and
define the set

A :=
{
E
[
U(ψ0

T + eT )
∣∣Ft] > E

[
U(ϕ0

T + eT )
∣∣Ft]} ∈ Ft

and the process

(ψ0, ψ1)1A + (η0, η1)1Ac =: (ξ0, ξ1) ∈ Aλt,T (ϕ̂t + εei).

It is easy to see that

E
[
U(ψ0

T + eT )
∣∣Ft] ∨ E

[
U(η0

T + eT )
∣∣Ft] ≤ E

[
U(ξ0

T + eT )
∣∣Ft] .

The assertion follows by Theorem A.1.6.

Lemma 6.2.16. The process Z̃ = (Z̃0
t , Z̃

1
t )0≤t≤T is a (not necessarily càdlàg) super-

martingale.

Proof. Clearly, we have
Aλt,T (ϕ̂t + εei) ⊆ Aλs,T (ϕ̂s + εei),

for 0 ≤ s < t ≤ T . Then,

Us(ϕ̂s + εei) = ess sup
(ψ0,ψ1)∈Aλs,T (ϕ̂s+εei)

E
[
U(ψ0

T + eT )
∣∣Fs]

≥ ess sup
(ψ0,ψ1)∈Aλt,T (ϕ̂t+εei)

E
[
U(ψ0

T + eT )
∣∣Fs]

≥ E
[
U(ψn,0T + eT )

∣∣Fs] = E
[
E
[
U(ψn,0T + eT )

∣∣Ft]∣∣Fs] .
So, by the monotone convergence theorem we have that

Us(ϕ̂s + εei) ≥ lim
n→∞

E
[
E
[
U(ψn,0T ) + eT )

∣∣Ft]∣∣Fs]
= E

[
lim
n→∞

E
[
U(ψn,0T + eT )

∣∣Ft]∣∣∣Fs] = E [Ut(ϕ̂t + εei)| Fs] ,

which shows

Us(ϕ̂s + εei)− Us(ϕ̂s)
ε

≥ E

[
Ut(ϕ̂t + εei)− Ut(ϕ̂t)

ε

∣∣∣∣Fs] .
Therefore, we obtain that

Z̃i
s := lim

ε↘0

Us(ϕ̂s + εei)− Us(ϕ̂s)
ε

≥ lim
ε↘0

E

[
Ut(ϕ̂t + εei)− Ut(ϕ̂t)

ε

∣∣∣∣Fs]
= E

[
lim
ε↘0

Ut(ϕ̂t + εei)− Ut(ϕ̂t)
ε

∣∣∣∣Fs] = E
[
Z̃i
t

∣∣∣Fs] .
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To this end, we should verify it at time t = T . For the first component Z̃0, it follows
from

Us(ϕ̂s + εe1) = Us(ϕ̂0
s + ε, ϕ̂1

s) ≥ E
[
U(ϕ̂0

T + ε+ eT )
∣∣Fs] ,

and the monotone convergence theorem that

Z̃0
s := lim

ε↘0

Us(ϕ̂s + εe1)− Us(ϕ̂s)
ε

≥ lim
ε↘0

E

[
U(ϕ̂0

T + eT + ε)− U(ϕ̂0
T + eT )

ε

∣∣∣∣Fs]
= E

[
U ′(ϕ̂0

T + eT )
∣∣Fs] = E

[
Z̃0
T

∣∣∣Fs] .
For the second component Z̃1, as

Us(ϕ̂s + εe2) = Us(ϕ̂0
s, ϕ̂

1
s + ε) ≥ E

[
U(ϕ̂0

T + ε(1− λ)ST + eT )
∣∣Fs] ,

we obtain by the monotone convergence theorem that

Z̃1
s := lim

ε↘0

Us(ϕ̂s + εe2)− Us(ϕ̂s)
ε

≥ lim
ε↘0

E

[
U(ϕ̂0

T + eT + ε(1− λ)ST )− U(ϕ̂0
T + eT )

ε

∣∣∣∣Fs]
= E

[
U ′(ϕ̂0

T + eT )(1− λ)ST
∣∣Fs] = E

[
Z̃1
T

∣∣∣Fs] .
Recalling that u(x; eT ) is finitely valued and concave on R+, we have that

ỹ := Z̃0
0 = lim

ε↘0

u(x+ ε; eT )− u(x; eT )

ε

takes finite values for x > 0. The proof of the lemma is now complete.

Lemma 6.2.17. The process (Z̃0, Z̃1) satisfies

(1− λ)St ≤
Z̃1
t

Z̃0
t

≤ St, a.s.

for all 0 ≤ t ≤ T .

Proof. It is obviously at the terminal time T . We only consider the claim at time t ∈
[0, T ). Let (knl )l≥0 be a partition of [0,∞), with mesh size decreasing to 0 as n goes to
infinity. For all ε > 0, on the set Bl :=

{
knl < St ≤ knl+1

}
, we observe that

Ut(ϕ̂0
t + ε, ϕ̂1

t ) ≥ Ut
(
ϕ̂0
t , ϕ̂

1
t +

ε

St

)
≥ Ut

(
ϕ̂0
t , ϕ̂

1
t +

ε

knl+1

)
.

Therefore,

Ut(ϕ̂0
t + ε, ϕ̂1

t )− Ut(ϕ̂0
t , ϕ̂

1
t )

ε
≥
Ut
(
ϕ̂0
t , ϕ̂

1
t + ε

knl+1

)
− Ut(ϕ̂0

t , ϕ̂
1
t )

ε
.
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Using monotone convergence again, we have Z̃0
t ≥ Z̃1

t
1

knl+1
, and hence

∑
l∈N

1BlZ̃
0
t ≥

∑
l∈N

1Bl
1

knl+1

Z̃1
t .

Letting n→∞, we obtain St ≥ Z̃1
t

Z̃0
t

for each 0 ≤ t ≤ T . Analogously, by the fact that

Ut(ϕ̂0
t , ϕ̂

1
t + ε) ≥ Ut(ϕ̂0

t + ε(1− λ)St, ϕ̂
1
t ),

we obtain
Z̃1
t

Z̃0
t

≥ (1− λ)St for each 0 ≤ t ≤ T , which completes the proof.

Lemma 6.2.18. The process Ẑ is a well-defined càdlàg supermartingale satisfying

(1− λ)St ≤
Ẑ1

Ẑ0
t

≤ St, (6.2.14)

for all 0 ≤ t ≤ T .

Proof. The existence follows from [66, Proposition 1.3.14 (i),(iii)]. In particular, Ẑ0
0 ≤ Z̃0

0 .
As the price process S is càdlàg, it is clear that (6.2.14) holds true.

Proof of Lemma 6.2.8. It remains to proof (2) in Lemma 6.2.8. Since
(
Ẑ0, Ẑ1

)
∈ Zλsup,

we have
E
[
Ẑ0
T ĝ
]
≤ Ẑ0

0x. (6.2.15)

It remains to show the reversed inequality. For α < 1, we note that u(αx; eT ) ≥
E[U(αĝ + eT )]. By the convexity of u, we obtain

Z̃0
0(x− αx) ≤ u(x; eT )− u(αx; eT ) ≤ E[U(ĝ + eT )]− E[U(αĝ + eT )].

Therefore, it follows from the strict convexity and the continuous differentiability of U
that

Z̃0
0x ≤ E

[
U(ĝ + eT )− U(αĝ + eT )

1− α

]
≤ E [U ′(αĝ + eT )ĝ] . (6.2.16)

Letting α↗ 1, monotone convergence yields

Ẑ0
0x ≤ Z̃0

0x ≤ E [U ′(ĝ + eT )ĝ] ≤ E
[
Ẑ0
T ĝ
]
. (6.2.17)

We complete the proof by comparing (6.2.15) and (6.2.17).

Remark 6.2.19. We have seen here that the nonnegativity of the random endowment
is important. This ensures the strict positivity of αĝ + eT , for 0 < α < 1, such that
E [U ′(αĝ + eT )ĝ] in (6.2.16) is well-defined.
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Chapter 7

On the Dual Problem of Utility
Maximization in Incomplete Markets

In this chapter, we study the dual problem of the expected utility maximization in incom-
plete markets with bounded random endowment. We start with the problem formulated
in [23] and prove the following statement: in the Brownian framework, the countably ad-

ditive part Q̂r of the dual optimizer Q̂ ∈ ba = (L∞)∗ obtained in [23] can be represented
by the terminal value of a supermartingale deflator Y defined in [70], which is a local
martingale.

7.1 Formulation of the Problem

In this section, we shall recall the formulation of the utility maximization problem in
incomplete markets with random endowment and briefly introduce the results obtained
in [23].

Consider the model of a financial market consisting of d + 1 assets: one bond and
d stocks. Without loss of generality, we assume that the bond price is constant. The
stock price process S = (Si)1≤i≤d is a strictly positive semimartingale on a filtered prob-
ability space (Ω,F , (Ft)0≤t≤T ,P) satisfying the usual hypotheses of right continuity and
saturatedness, where F0 is assumed to be trivial. Here, T is a finite time horizon.

Assume that the agent is endowed with initial wealth x ∈ R and her investment strat-
egy is denoted by H = (H i)1≤i≤d, which is a predictable S-integrable process specifying
the number of shares of each stock held in her portfolio. We also assume that the agent
receives an exogenous endowment eT at time T , which is FT -measurable and satisfies
ρ := ‖eT‖∞ <∞. Then, the total value of her portfolio at time T can be written into

WT = x+ (H • S)T + eT ,

where (H • S)t =
∫ t

0
HudSu denotes the stochastic integral with respect to S.

We call H an admissible strategy if the process (H • S) is uniformly bounded from
below by a constant, and we denote by C0 the convex cone of FT -measurable random
variables dominated by admissible stochastic integrals, i.e.,

C0 := {g ∈ L0(FT ) | g ≤ (H • S)T , for some admissible strategy H}.
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Moreover, we define C := C0 ∩ L∞.
Suppose the agent’s preferences over terminal wealth are modeled by a utility function

U : (0,∞)→ R, which is strictly increasing, strictly concave, continuously differentiable
and satisfies the Inada conditions:

U ′(0) := lim
x→0

U ′(x) =∞ and U ′(∞) := lim
x→∞

U ′(x) = 0.

Without loss of generality, we may assume U(∞) > 0 and define U(x) = −∞, if x ≤ 0.
As usual, we assume the following assumptions, which ensure the existence of solutions

of the primal and dual problems.

Assumption 7.1.1. The utility function U satisfies the reasonable asymptotic elasticity,
i.e.,

AE(U) := lim sup
x→∞

xU ′(x)

U(x)
< 1.

Then, the primal problem can be formulated in the following way:

u(x) = sup
g∈C0

E[U(x+ g + eT )], x ∈ R. (7.1.1)

We adopt the following assumption as in [23, 70], which ensures a (NFLV R) setting
(see [33, 34]).

Assumption 7.1.2. There exists at least one probability measure Q equivalent to P,
such that for any H admissible, (H • S) is a local martingale under Q. Namely, the set
M :=Me(S) of all equivalent local martingale measures is not empty.

To establish the dual problem, we first define the dual domain, which is a nonempty
subset of ba+ = (L∞)∗+, convex and compact with respect to the weak-star topology
σ(ba, L∞):

D :=
{
Q ∈ ba+

∣∣ ‖Q‖ba = 1 and 〈Q, g〉 ≤ 0, for all g ∈ C
}
. (7.1.2)

Remark 7.1.3. We note that the space (L∞)∗ can be identified with the space of bounded
additive measures denoted by ba. Each element in ba+ admits a unique Yosida-Hewitt
decomposition Q = Qr + Qs, where the regular part Qr ∈ L1 is countably additive and
the singular part Qs is purely finitely additive (see [103]).

Then, the dual problem can be formulated as

v(y) := inf
Q∈D

{
E

[
V

(
y
dQr

dP

)]
+ y〈Q, eT 〉

}
, y > 0, (7.1.3)

where V is the conjugate of U .

Assumption 7.1.4. |u(x)| <∞ holds for some x > ρ.

Now, we summarize the result obtained in [23] as the following theorem:

Theorem 7.1.5 (Theorem 3.1 and Lemma 4.4 in [23]). Under Assumptions 7.1.2, 7.1.1,
7.1.4, we have

134



(1) The primal value function u is finitely valued and continuously differentiable on
(x0,∞), and u(x) = −∞, for all x < x0, where x0 := supQ∈D〈Q,−eT 〉.

(2) The dual value function v is finitely valued and continuously differentiable on (0,∞).

(3) The functions u and v are conjugate in the sense that

v(y) = sup
x>x0

{u(x)− xy}, y > 0,

u(x) = inf
y>0
{v(y) + xy}, x > x0.

(4) For all y > 0, there exists a solution Q̂y ∈ D to the dual problem, which is unique

up to the singular part. For all x > x0, ĝ := I
(
ŷ
dQ̂rŷ
dP

)
− x − eT is the solution to

the primal problem, where I = −V ′ and ŷ = u′(x), which attains the infimum of

{v(y) + xy}. There is a unique admissible trading strategy Ĥ such that ĝ = (Ĥ ·S)T .

(5) The following equality is verified for the solutions of the primal and dual problems:〈
Q̂r
ŷ, x+

(
Ĥ · S

)
T

+ eT
〉

=
〈
Q̂ŷ, x+

(
Ĥ • S

)
T

+ eT
〉

= x+
〈
Q̂ŷ, eT

〉
. (7.1.4)

Remark 7.1.6.

(i) Since the random variable x+
(
Ĥ • S

)
T

+eT in Theorem 7.1.5 is uniformly bounded

from below, then
〈
Q̂ŷ, x+

(
Ĥ • S

)
T

+ eT
〉

is well-defined by〈
Q̂ŷ, x+

(
Ĥ · S

)
T

+ eT
〉

:= lim
M→∞

〈
Q̂ŷ,

(
x+

(
Ĥ · S

)
T

+ eT
)
∧M

〉
,

although it is not necessarily an element in L∞.

(ii) From the construction of the primal solution, one can see that
dQ̂rŷ
dP

> 0, P-a.s., so

that Q̂r
ŷ ∼ P.

(iii) The equality of optimality (7.1.4) shows that the purely finitely additive part Q̂s
ŷ

“concentrates” its mass on the sets,{
x+

(
Ĥ • S

)
T

+ eT <
1
n

}
, for any n ∈ N.

7.2 Revisit the Dual Problem

In this section, we will present our main result, i.e., in the Brownian framework, the
countably additive part Q̂r of any dual optimizer Q̂ ∈ (L∞)∗ obtained in [23] can be

attained by the terminal value of a local martingale Ŷ , which belongs to the set of all
supermartingale deflators, defined by

Y(1) :=
{
Y = (Yt)0≤t≤T

∣∣Y0 = 1, XY is a supermartingale for any X ∈ X (1)
}
,

where
X (1) := {1 + (H • S) | 1 + (H • S)t ≥ 0, for all 0 ≤ t ≤ T} .

We first observe that the dual optimizer for the problem (7.1.3) can be approximated
by a sequence of equivalent local martingale measures.
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Proposition 7.2.1. Let Assumptions 7.1.2, 7.1.1, 7.1.4 hold. Let ŷ := u′(x). If Q̂ŷ

is a dual optimizer (denoted by Q̂ for short) for the problem (7.1.3), then there exists a
sequence (Qn)n∈N of equivalent local martingale measures, such that

dQn

dP
→ dQ̂r

dP
, a.s. and 〈Qn, eT 〉 −→ 〈Q̂, eT 〉, as n→∞. (7.2.1)

Proof. First, we claim that D is the weak-star closure of M, which can be regarded as
a subset of ba via the canonical embedding. For the convenience of the reader, we shall

briefly prove this claim. Indeed, D ⊇ Mσ((ba,L∞)
is trivial. To show the equality, we

suppose, contrary to the claim, there exists a point Q ∈ D but Q /∈ Mσ(ba,L∞)
. From

[23], D is compact, thus by the Hahn-Banach separation theorem, one can find a function
f ∈ L∞ and a constant α such that

〈Q, f〉 ≤ α, for all Q ∈Mσ(ba,L∞)
,

but

〈Q, f〉 > α. (7.2.2)

Applying the superreplication theory, we conclude that f − α ∈ C and thus, from the
definition of D, we have 〈Q, f〉 ≤ α, which is in contradiction to (7.2.2).

Then, it follows from Corollary A.2.3 that we can find a sequence (Qn)n∈N ⊆M, such
that (7.2.1) holds.

Remark 7.2.2. For any cluster point Q? of the sequence (Qn)n∈N in Proposition 7.2.1, Q?

is a dual optimizer for (7.1.3) by Proposition A.1 in [23].

Let (Qn)n∈N be the sequence chosen in Proposition 7.2.1. Define for each n ∈ N

Y n
t := E

[
dQn

dP

∣∣∣∣Ft] ,
which is the density process of Qn and therefore, a strictly positive martingale.

We recall the definition of optional strong supermartingales. These processes are
introduced by Mertens [79] as a generalization of càdlàg supermartingales. We also refer
to [37, Appendix I] for more properties of these processes.

Definition 7.2.3. A real-valued stochastic process Y = (Yt)0≤t≤T is called an optional
strong supermartingale, if

1. Y is optional;

2. Yτ is integrable for every [0, T ]-valued stopping time τ ;

3. For all stopping times σ and τ with 0 ≤ σ ≤ τ ≤ T , we have

Yσ ≥ E [Yτ |Fσ] .
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By [29, Theorem 2.7], there exists a sequence (Ỹ n)n∈N of convex combinations

Ỹ n ∈ conv(Y n, Y n+1, · · · ), and a nonnegative optional strong supermartingale Ŷ (not
necessarily càdlàg), such that for every [0, T ]-valued stopping time σ, we have

Ỹ n
σ

P−→ Ŷσ, as n→∞. (7.2.3)

Obviously,

dQ̃n

dP
= Ỹ n

T −→ ŶT =
dQ̂r

dP
, P− a.s., as n→∞,

where dQ̃n = Ỹ n
T dP. In the remainder of this chapter, our main goal is to show the claim

that
Ŷ is a local martingale, (7.2.4)

under the following assumption:

Assumption 7.2.4. The underlying filtration (Ft)0≤t≤T is generated by a Brownian mo-
tion.

Once the claim (7.2.4) is verified, we know from the above assumption that Ŷ is
continuous and thus a (càdlàg) supermartingale. By a similar argument as in the proof
of [70, Lemma 4.1], namely, for any X ∈ X (1), applying [29, Theorem 2.7] again, one can

see that XŶ is still a supermartingale, which implies Ŷ ∈ Y(1).

Remark 7.2.5. One can also apply the well-known Fatou-convergence result (see [41,

Lemma 5.2]) to construct Ŷ ′ as the Fatou limit of (Ỹ n)n∈N, whose terminal value is

exactly the density dQ̂r

dP
. Although the process Ŷ ′ constructed in this way is certainly

càdlàg, yet (7.2.3) may fail. Therefore, the advantage of the result in [29] is that we

could find a unified sequence which is not only the limit of Ỹ n at the terminal time T
but also at any intermediate time. Particularly, one can pick a subsequence such that
the convergence holds P-a.s. at countably many times. Note that the difference between
the two kinds of limit is only on the graph of countably many stopping times, see [30,
Section A.1].

Remark 7.2.6. Under the above assumption, every local martingale has a continuous
modification. In particular, from Assumption 7.1.2, the stock price process S in our
setting is indeed continuous. It is not clear to us whether this assumption is really
necessary for the following theorem or it could be weakened. We leave this as an open
question.

Now, we are ready to state our main result. Its proof is postponed to the next section.

Theorem 7.2.7. Under Assumptions 7.1.2, 7.1.1, 7.1.4, 7.2.4, the process Ŷ defined in
(7.2.3) is a local martingale and thus, the regular part Q̂r of any dual optimizer obtained
in [23] can be attained by a local martingale, which belongs to Y(1).

7.3 Proof of Theorem 7.2.7

In this section, we shall prove Theorem 7.2.7. We break the proof into three main steps.
In the sequel, each subsection stands for a step.
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7.3.1 The Fictitious Optimal Wealth Process

In a first stage, we construct a fictitious optimal wealth process Ŵ , which attains the
optimal terminal value x +

(
Ĥ • S

)
T

+ eT . Then, we look for a sequence of stopping

times, such that at each stopping time, the process Ŵ is bounded away from 0.
Define for every n ∈ N the process

W̃ n
t := x+ (Ĥ · S)t + EQ̃n [eT |Ft], 0 ≤ t ≤ T.

Since M is closed with respect to convex combination, Q̃n is still an equivalent local
martingale measures, so that W̃ n is a Q̃n-supermartingale. It follows from the optimality
of Ĥ that

W̃ n
T = x+ (Ĥ • S)T + eT > 0, P− a.s.,

which holds also Q̃n-a.s., since P and Q̃n are equivalent. By [37, Theorem VI-17], one
can deduce that

inf
0≤t≤T

W̃ n
t > 0, Q̃n − a.s., (7.3.1)

which holds also P-a.s.
Consider the process

Ỹ n
t W̃

n
t = Ỹ n

t

(
x+ (Ĥ · S)t

)
+ E

[
Ỹ n
T eT |Ft

]
, 0 ≤ t ≤ T,

which is obviously a strictly positive P-supermartingale. Applying [29, Theorem 2.7]

again, there exists a sequence of convex combinations of (Ỹ n)n∈N, denoted still by (Ỹ n)n∈N,

and a nonnegative optional strong supermartingale Ẑ, such that for every [0, T ]-valued
stopping time σ we have

Ỹ n
σ W̃

n
σ

P−→ Ẑσ, as n→∞. (7.3.2)

It is evident that (7.2.3) still holds for (Ỹ n)n∈N as well.

Proposition 7.3.1. The process Ŵ := Ẑ

Ŷ
is well-defined.

Proof. Since ŶT = dQ̂r

dP
, as stated in Remark 7.1.6 (ii), we have that ŶT > 0, P-a.s.

Then, one can employ the same argument as (7.3.1) to deduce (see [37, Theorem VI-17,
Appendix I Remark 5])

inf
0≤t≤T

Ŷt > 0, P− a.s., (7.3.3)

which implies that Ŵ is well-defined.

Proposition 7.3.2. The process Ẑ is a martingale and from Assumption 7.2.4 it has a
continuous modification.

Proof. Note that
ŴT = W̃ n

T = x+ (Ĥ · S)T + eT ,

for all n ∈ N. We have, from (7.1.4) and (7.2.1),

Ẑ0 = lim
n→∞

Ỹ n
0 W̃

n
0 = x+ lim

n→∞
〈Q̃n, eT 〉 = x+ 〈Q̂, eT 〉 = E

[
ŶT ŴT

]
= E

[
ẐT
]
,

from which we conclude that the process Ẑ is a martingale, since we have already known
it is an optional strong supermartingale during the construction.
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Proposition 7.3.3. There exists a sequence of stopping times (τk)k∈N, such that

Ŵt∧τk ≥ 1
k
,

for all t ∈ [0, T ] and P[τk = T ]↗ 1, as k →∞.

Proof. Although Ŷ is only an optional strong supermartingale, we can always apply the
martingale inequality to show that

sup
0≤t≤T

Ŷt <∞, P− a.s.

(see [37, Appendix I-3, page 395]). On the other hand, thanks to proposition 7.3.2, we
could proceed with the same argument as (7.3.1) to obtain

inf
0≤t≤T

Ẑt > 0, P− a.s.

Clearly, we now have
inf

0≤t≤T
Ŵt > 0, P− a.s.

Without loss of generality, we assume Ẑt = ẐT , for t ≥ T . Define, for k ∈ N,

σk := inf
{
t > 0 : Ŵt <

1
k

}
, (7.3.4)

which goes to infinity. From Assumption 7.2.4, all the stopping times defined above are
predictable. Therefore, for each k, we can choose a sequence σk,m → σk and σk,m < σk,
whenever σk > 0. Define τk := σk,mk ∧ T , where

P
[
|σk,mk − σk| > 1

2k

]
< 1

2k
.

The sequence (τk)k∈N yields the desired result.

7.3.2 The Fictitious Process for the Random Endowment

In the sequel, fix k ∈ N and denote by τ = τk. We shall first decompose Ŵ and obtain
a fictitious process for the random endowment eT . Then, we construct a dual optimizer
Q? and prove that the random variable eτ is the conditional expectation of eT under Q?.

It follows from (7.2.3) and (7.3.2) that for every [0, T ]-valued stopping time τ ,

W̃ n
τ

P−→ Ŵτ , as n→∞. (7.3.5)

Then, we rewrite the process Ŵ as

Ŵt = x+ (Ĥ · S)t + et, 0 ≤ t ≤ T,

where
et := P− lim

n→∞
EQ̃n [eT |Ft] (7.3.6)

with

EQ̃n [eT |Ft] =
E
[
Ỹ n
T eT |Ft

]
E
[
Ỹ n
T |Ft

] .
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Remark 7.3.4. In [23], eT is indeed associated with a cumulative process e := (et)0≤t≤T
with e0 = 0, however, only the terminal value eT influences the choice of the agent. Here,
e := (et)0≤t≤T is a fictitious value process with the terminal value eT , which is constructed
by (7.3.6) and should be differed from the one in [23].

With the stopping time τ , we see that
(
E
[
Ỹ n
T eT |Fτ

])
n∈N and

(
E
[
Ỹ n
T |Fτ

])
n∈N are

L1-bounded, then recalling Komlós’ lemma, we can find a sequence (Y
n
)n∈N of convex

combinations Y
n ∈ conv(Ỹ n, Ỹ n+1, · · · ) associated with Q

n ∈ conv(Q̃n, Q̃n+1, · · · ), such
that P-a.s., for some g ∈ L1(Ω,Fτ ,P),

lim
n→∞

E
[
Y
n

T eT |Fτ
]

= g, lim
n→∞

E
[
Y
n

T |Fτ
]

= lim
n→∞

Y
n

τ = Ŷτ ,

and
eτ = lim

n→∞
EQ

n [eT |Fτ ] =
g

Ŷτ
.

Remark 7.3.5. The random variables
(
EQ

n [eT |Fτ ]
)
n∈N and eτ are in L∞(Ω,Fτ ,P), and

EQ
n [eT |Fτ ]

σ(L∞,L1)−−−−−→ eτ , as n→∞.

Indeed, for each step function ξm ∈ Fτ , m ∈ N, it follows from the bounded convergence
theorem that

〈EQ
n [eT |Fτ ], ξm〉 → 〈eτ , ξm〉, as n→∞.

If ξm → ξ in L1(Ω,Fτ ,P), then from the uniform integrability of
(
EQ

n [eT |Fτ ]ξm
)
m,n∈N,

we have 〈
EQ

n [eT |Fτ ], ξ
〉
→ 〈eτ , ξ〉, as n→∞.

By Egorov’s theorem, there exists an increasing sequence of sets (Ωm)m∈N, such that

for each m, P[Ωm] > 1− 1
2m

, and
(
Y
n

τ

)
n∈N converges uniformly to Ŷτ on Ωm. Observing

that, for each n ∈ N, Y
n

τ is in L1
+(Ω,Fτ ,P), we know from Fatou’s lemma that

EP

[
|Ŷτ |
]
≤ 1,

and thus (
Y
n

τ

)
n∈N is uniformly integrable on Ωm. (7.3.7)

Proposition 7.3.6. The sequence
(
Q
n)

n∈N ⊆ M associated with
(
Y
n

τ

)
n∈N admits a

cluster point Q? ∈ D, such that

(i) Y
n

T −→
dQ?r

dP
, P-a.s.;

(ii) 〈Q̂, eT 〉 = 〈Q?, eT 〉;

(iii) Q? is a dual optimizer for the problem (7.1.3).

Proof. Note (Q
n
)n∈N ⊆ M ⊆ D. Since D is a weak-star compact subset of ba, the

sequence (Q
n
)n∈N admits a cluster point Q? ∈ D. (i) follows from [23, Proposition A.1];

(ii) holds because of (7.2.1); (i) and (ii) imply (iii).
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Immediately, we have the following corollary:

Corollary 7.3.7. The finitely additive measure Q?|Fτ is countably additive on Ωm, for
each m ∈ N, where Q?|Fτ denotes the restriction of Q? on Fτ . In other words, (Q?|Fτ )s
vanishes on Ωm, i.e., for each A ⊆ Ωm, A ∈ Fτ , we have that 〈(Q?|Fτ )s,1A〉 = 0.

Proceeding as in the proof of [88, Corollary 5.2], we observe that Q?|Fτ is also a cluster
point of the sequence

(
Q
n|Fτ

)
n∈N, and it follows again from [23, Proposition A.1.] that

Ŷτ = lim
n→∞

E
[
Y
n

T |Fτ
]

=
d(Q?|Fτ )r

dP
, P− a.s. (7.3.8)

Remark 7.3.8. We remark that the choice of the finitely additive measure Q? depends on
the stopping time τ , which may not be a Föllmer finitely additive measure for Ŷ (see [88,
Definition 2.6]).

The following corollary is straightforward from (7.3.3):

(Q?|Fτ )r ∼ P. (7.3.9)

An argument similar to the one used in (7.3.8) shows that

Proposition 7.3.9.

g = lim
n→∞

E
[
Y
n

T eT |Fτ
]

=
d
(
(Q?eT )|Fτ

)r
dP

, P− a.s.,

where Q?eT denotes the linear operator 〈Q?, eT ·〉 ∈ ba and(
(Q?eT )|Fτ

)r
:=
(
(Q?e+

T )|Fτ
)r − ((Q?e−T )|Fτ

)r
;(

(Q?eT )|Fτ
)s

:=
(
(Q?e+

T )|Fτ
)s − ((Q?e−T )|Fτ

)s
.

The lemma below is the core of the proof to Theorem 7.2.7:

Lemma 7.3.10. The random variable eτ is the conditional expectation of eT under Q?

with respect to Fτ . In particular,

〈Q?|Fτ , eτ 〉 = 〈Q?, eT 〉.

Proof. It follows from the boundedness of eT , there exists a unique random variable
η ∈ Fτ (see [76, Definition 7.1, Theorem 7.2]), such that for each A ∈ Fτ ,

〈Q?|Fτη,1A〉 = 〈Q?eT ,1A〉.

Our aim now is to prove

η = eτ =

d
(

(Q?eT )|Fτ
)r

dP
d(Q?|Fτ )r

dP

, P− a.s.
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It is evident that Q?eT is a cluster point of the sequence
(
Q
n
eT
)
n∈N, and similar to

Corollary 7.3.7, we know that for each m ∈ N, ((Q?eT )|Fτ )s vanishes on Ωm. Then, for
any A ⊆ Ωm, A ∈ Fτ , we have〈

(Q?|Fτ )r,
d
(

(Q?eT )|Fτ
)r

dP
d(Q?|Fτ )r

dP

1A

〉
= E

[
d
(
(Q?eT )|Fτ

)r
dP

1A

]
=
〈(

(Q?eT )|Fτ
)r
,1A
〉

= 〈(Q?eT )|Fτ ,1A〉 = 〈Q?eT ,1A〉 = 〈Q?|Fτη,1A〉
= 〈(Q?|Fτ )

r , η1A〉 ,

which implies η = eτ , (Q?|Fτ )r-a.s. on Ωm. Thanks to (7.3.9), we obtain that η = eτ ,
P-a.s. on Ωm. Letting m→∞, we end the proof.

7.3.3 Proof of the Main Result

In this subsection, we show that
(
Y
n

τ

)
n∈N is uniformly integrable so that Ŷ·∧τ is a mar-

tingale. Then, substituting τ by τk, k ∈ N, we can conclude that Ŷ is a local martingale.
Let us first consider a dynamic version of (7.1.4):

Proposition 7.3.11. It satisfies〈
Q?|Fτ , Ŵτ

〉
=
〈
Q?|Fτ , x+ (Ĥ • S)τ + eτ

〉
= x+ 〈Q?, eT 〉.

Proof. As Q? ∈ D, we have by definition that

〈Q?|Fτ , (Ĥ · S)τ 〉 = 〈Q?, (Ĥ · S)τ 〉 ≤ 0.

Thus, from the positivity of (Q?|Fτ )s, the martingale property of Ŷ Ŵ together with
Lemma 7.3.10, we obtain

x+ 〈Q?, eT 〉 = 〈(Q?|Fτ )r, x+ (Ĥ · S)τ + eτ 〉
≤ 〈Q?|Fτ , x+ (Ĥ · S)τ + eτ 〉 ≤ x+ 〈Q?, eT 〉,

which completes the proof.

Now we can deduce that
(
Y
n

τ

)
n∈N is uniformly integrable.

Proposition 7.3.12. The sequence of random variables
(
Y
n

τ

)
n∈N =

(
E
[
dQ

n

dP
|Fτ
])
n∈N is

uniformly integrable and

Y
n

τ
L1

−→ Ŷτ , as n→∞.

Proof. From the proof the proposition above, we see that〈
(Q?|Fτ )s, x+ (Ĥ • S)τ + eτ

〉
= 0,

on the other hand, according to Proposition 7.3.3,

Ŵτ = x+ (Ĥ · S)τ + eτ > 0, P− a.s.
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Thus, we derive that (Q?|Fτ )s ≡ 0. Recalling that ‖Q?‖ba = 1, we have

E
[
Ŷτ
]

= E

[
d(Q?|Fτ )r

dP

]
= 1.

We summarize as follows

E
[
Y
n

τ

]
= 1 and Y

n

τ −→ Ŷτ , P− a.s., as n→∞.

The desired result follows by Scheffé’s lemma (compare with Lemma 7.4.1).

Proof of Theorem 7.2.7. For each τk defined in Proposition 7.3.3, it follows by Proposition
7.3.12 that

Y
n

τk

L1

−→ Ŷτk , as n→∞.

From the martingale property and (7.2.3), we also have for t ∈ [0, T ] that

Y
n

t∧τk
L1

−→ Ŷt∧τk , as n→∞,

which implies Ŷ·∧τk is a martingale. By the definition of (τk)k∈N, Ŷ is a local martingale.

As already discussed in the previous section, Ŷ is consequently a supermartingale deflator,
i.e., Ŷ belongs to Y(1).

Remark 7.3.13. Indeed, for each k, the dual optimizer Q? we constructed generates an
equivalent local martingale measure on J0, τkK such that the pricing of the fictitious ran-

dom endowment eτk under this measure is exact 〈Q̂, eT 〉, in particular, 〈Q̂, eT 〉 is an
arbitrage-free price for eτk .

Remark 7.3.14. We would like to explain a little about the dynamics of Q?|F· . Clearly,

the underlying price process S and local martingale Ŷ is continuous, so is the wealth
process Ŵ . Consider a set A ∈ Fτ , where τ is a [0, T ]-valued stopping time, and suppose

Ŵτ is strictly positive on A. For an infinitesimal δt such that Ŵτ+δt cannot suddenly
jump to 0, we can show that if (Q?|Fτ )s ≡ 0 on A, then (Q?|Fτ+δt)s ≡ 0 on A. Otherwise,

〈Q?|Fτ+δ , Ŵτ+δ1A〉 = 〈(Q?|Fτ+δ)r, Ŵτ+δ1A〉+ 〈(Q?|Fτ+δ)s, Ŵτ+δ1A〉
> 〈(Q?|Fτ+δ)r, Ŵτ+δ1A〉 = 〈(Q?|Fτ )r, Ŵτ1A〉 = 〈Q?|Fτ , Ŵτ1A〉.

This implies
〈
Q?,

(
(Ĥ · S)τ+δt − (Ĥ • S)τ

)
1A
〉
> 0, which is a contradiction to the

definition of D.

7.4 Alternative Proof of a Result of Larsen and

Žitković

In Section 3.2 of [73], the authors show that if the stock price process S is a continuous
semimartingale in the problem without random endowment formulated in [70], then the
dual optimizer is associated with a local martingale living in the set of supermartingale
deflators. Here, we shall give an alternative proof for this assertion based on the dynamics
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of the primal and dual solutions. We emphasize that no extra condition on the filtration
F is assumed in this subsection.

Before presenting the theorem, we first introduce the following lemma, which provides
us an abstract structure.

Lemma 7.4.1. Let (Y n)n∈N ⊆ L1
+(Ω,F ,P) and (Xn)n∈N ⊆ L0(Ω,F ,P), where for each

n, Xn ≥ a > 0, P-a.s. If there exists a pair of random variables (Y,X) ∈ L1(Ω,F ,P)×
L0(Ω,F ,P), such that

Y n → Y, X ≤ lim inf
n→∞

Xn, P− a.s.,

and
E[Y X] ≥ lim inf

n→∞
E[Y nXn].

Then, (Y n)n∈N is uniformly integrable.

Proof. If not, by passing to a subsequence if necessary, there exists ε > 0, for each n ∈ N,
there exists An such that P[An] < 1

2n
and

E [Y n1An ] ≥ ε.

Define
ηn := Y n1An , ξ

n := Y n1Acn .

Then ξn → Y , a.s., while by Fatou’s lemma, we have

E [Y X] ≤ lim inf
n→∞

E[ξnXn] = lim inf
n→∞

E [Y nXn − ηnXn] ≤ E [Y X]− aε,

which is a contradiction.

In [70], the primal value function can be regarded as (7.1.1) with eT ≡ 0. On the other
hand, the dual domain is defined as the solid subset generated by all terminal values of
supermartingale deflators, namely,

D := {h ∈ L0
+(Ω,FT ,P) |h ≤ YT , for some Y ∈ Y(1)}. (7.4.1)

Then, the dual problem is formulated by

v(y) := inf
h∈D

E[V (yh)]. (7.4.2)

It has been proved that for each x > 0, and ŷ := u′(x), the value v(y) is attained

by a unique dual optimizer ĥŷ ∈ D, denoted by ĥ for short, and the primal solution

X̂T = x+ (Ĥ • S)T can be constructed in terms of ĥ. Moreover,

E
[
ĥX̂T

]
= x. (7.4.3)

Instead of Assumption 7.2.4, we make the following assumption.

Assumption 7.4.2. The stock price process S is continuous.
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Theorem 7.4.3. Under Assumptions 7.1.2, 7.1.1, 7.1.4, 7.4.2, the dual optimizer of
(7.4.2) obtained in [70] is associated with a supermartingale deflator, which is a local
martingale. 1

Proof. Since (Ĥ • S) is a supermartingale under each Q ∈ M, similarly to (7.3.1), we
obtain

inf
0≤t≤T

X̂t > 0, P− a.s.

By the continuity of X̂ := x+ (Ĥ • S), one can thus define a sequence of stopping times

as (7.3.4), such that X̂σk∧T ≥ 1
k
. Recalling [70, Proposition 3.2], for each y > 0, the

value v(y) of the dual problem can be approximated by choosing a minimizing sequence
(Qn)n∈N of equivalent local martingale measures, associated with the density process

(Y n)n∈N, such that Y n
T → ĥ, P-a.s. By [29, Theorem 2.7], we could find a sequence of

convex combinations of (Y n)n∈N, and an optional strong supermartingale Ŷ , such that

Y n converges to Ŷ in the sense of (7.2.3). In particular, after passing to a subsequence,

Y n
σk∧T → Ŷσk∧T and Y n

T → ŶT = ĥ, P− a.s.,

so that ŶT is the dual optimizer. Moreover, applying once again Theorem 2.7 in [29], we

can show that Ŷ X̂ is an optional strong supermartingale, then we can deduce that Ŷ X̂
is a martingale from (7.4.3). Consequently, we arrive at{

E[Y n
σk∧T X̂σk∧T ] ≤ x,

E[Ŷσk∧T X̂σk∧T ] = x.
(7.4.4)

It follows immediately by Lemma 7.4.1 that (Y n
σk∧T )n∈N is uniformly integrable so that

Ŷ·∧σk∧T is a true martingale. We now can conclude that Ŷ is a local martingale, and thus

is càdlàg. For any X ∈ X (1), applying Theorem 2.7 in [29] again, one can see that XŶ

is still a (càdlàg) supermartingale, which implies Ŷ ∈ Y(1).

Remark 7.4.4. According to [63], the inspection of the proofs in [70] reveals that the usual
assumption (NFLV R) can be replaced by a weaker one (NUPBR), which is equivalent
to that Y(1) 6= ∅ or the existence of equivalent local martingale densities (see e.g. [69]). In

this case, to deduce that Ŷ is a local martingale, we could proceed the same as above with
a minimizing sequence of equivalent local martingale densities and a classical localization
argument if necessary.

Remark 7.4.5. Compare with Section 4, the proof for the case of eT = 0 is much simpler,
and we only need the continuity of the stock price process rather than the assumption
on the underlying filtration. We explain as follows. Firstly, the wealth process X̂ in both
lines of (7.4.4) is unified, in contrast, for the case with nontrivial eT , our sequence of
fictitious wealth processes depends on n, and it is not easy to find a sequence of stopping
times that stop the fictitious wealth processes simultaneously to let all of them stay above
0. Secondly, by the continuity of (Ĥ • S), we can easily stop the process by some τ and

let it be bounded away from 0, while in the other case, we lack the continuity of Ŵ .

1Kramkov and Weston [72] also proved a similar result but using a different technique.
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Appendix A

Mathematical Work Tools

A.1 Probability Theory and Stochastic Analysis

A.1.1 Some Compactness Theorems in Probability

We now consider the L0(Ω,F ,P). We assume that F is P-complete, i.e., for B ⊆ A ∈
F with P[A] = 0 we have B ∈ F . A pleasant consequence is that: one can change
any measurable function on a set of outer P-measure 0, the resulting function is still
measurable.

Proposition A.1.1. We have the following properties

(1) For f, g ∈ L0, d(f, g) := E[1 ∧ |f − g|] is a metric on L0 and satisfies

d(f, g) = P
[
|f − g| > 1

]
+ E

[
|f − g|1{|f−g|≤1}

]
≥ P

[
|f − g| > 1

]
.

(2) We have the following equivalence: d(fn, f)→ 0⇐⇒ fn
P−→ f.

(3) L0 equipped with the topology of convergence in probability is a complete metric space.

(4) The definition of L0 only depends on the nullsets: If Q ∼ P, then L0(Q) = L0(P).
The convergence in probability is the same under P as under any Q ∼ P.

(5) (L0, d) is a topological vector space. However, L0 is not locally convex: the topology
cannot be generated by a family of seminorms. All general results on locally convex
topological vector spaces cannot be directly applied.

A neighbourhood basis of 0 in L0 is given by Bε := {f ∈ L0 : d(f, 0) < ε}.
A subset A ⊆ L0 is bounded in L0, if for all ε > 0 there exists λ > 0 such that

λA = {λf | f ∈ A} ⊆ Bε,

or equivalently, if
lim
M→∞

sup
f∈A

P[|f | ≥M ] = 0.

A subset A ⊆ L0 is not bounded in L0, iff there exist δ > 0, (γn)n∈N ⊆ R with γn →∞,
and (fn)n∈N ⊆ A such that P

[
|fn| ≥ γn

]
≥ δ for all n ∈ N.

The following theorem is a Komlós type result in L0.
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Theorem A.1.2. Let (fn)n∈N be a sequence of random variables in L0
+(Ω,F ,P). Then,

there exists a sequence gn ∈ conv(fn, fn+1, . . . ), i.e.,

gn =
Nn∑
k=n

λkfk, where λk ∈ [0, 1] with
Nn∑
k=n

λk = 1,

such that the sequence (gn)n∈N converges a.s. to a random variable g valued in [0,∞].
Moreover, if conv(fn, n ≥ 1) is bounded in L0, then g is finite a.s.
Moreover, if there exist α > 0, δ > 0 such that P[fn > α] > δ for all n ∈ N, then

P[g > 0] > 0.

Proof. See [35, Lemma 9.8.1].

A.1.2 Bipolar Theorem

We now present the nonlocally convex version of the Bipolar Theorem for 〈L0
+, L

0
+〉,

proved by Brannath and Schachermayer [13].
We define the duality in 〈L0

+, L
0
+〉 given by 〈f, g〉 = E[fg] ∈ [0,∞]. For a subset

C ⊆ L0
+ define the polar C◦ of C as

C◦ =
{
f ∈ L0

+ : E[fg] ≤ 1, ∀g ∈ C
}
.

A subset C ⊆ L0
+ will be called solid if g ∈ C, h ∈ L0 and 0 ≤ h ≤ g implies that

h ∈ C. Note that the polar C◦ of C is closed with respect to the topology of convergence
in probability, convex and solid.

Proposition A.1.3. Assume that the set C ⊆ L0
+ is nonempty, closed in probability,

convex and solid. Then C = C◦◦.

Proof. See [95, Proposition A.1].

Theorem A.1.4 (Bipolar Theorem). Let C ⊆ L0
+ be nonempty. Then the bipolar C◦◦

is the closed convex solid hull of C in L0
+ (closure in the topology of convergence in

probability).

Proof. See [95, Theorem A.2].

A.1.3 Essential Supremum of a Family of Random Variables

Definition A.1.5. Let (fi)i∈I be a family of R-valued random variables. The essential

supremum of this family, denoted by ess supi∈I fi is a random variable f̂ such that

1. fi ≤ f̂ a.s., for all i ∈ I,

2. if g is a random variable satisfying fi ≤ g a.s., for all i ∈ I, then f̂ ≤ g a.s.

Theorem A.1.6. Let (fi)i∈I be a family of R-valued random variables. Then, f̂ =
ess supi∈I fi exists and is unique. Moreover, if the family (fi)i∈I is directed upwards, i.e.,
for all i, j in I, there exists k in I such that fi ∨ fj ≤ fk, then there exists an increasing
sequence (fin)n∈N in (fi)i∈I satisfying

f̂ = lim
n→∞

fin a.s.

Proof. See [83, Proposition V-1-1] or [42, Theorem A 32].
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A.1.4 Section Theorem

Let us call π : Ω× R+ → Ω the canonical projection.

Definition A.1.7. A set A ∈ Ω := Ω × R+ is called P-evanescent, if π(A) has outer
P-measure 0, i.e., π(A) is a P-nullset. The process X is called P-evanescent, if {X 6= 0}
is P-evanescent. Write X ≤ Y , if {X > Y } is P-evanescent. Call X and Y indistin-
guishable, if X − Y is P-evanescent.

Theorem A.1.8 (Section Theorem). Let (Xt)t≥0 and (Yt)t≥0 be two optional processes.
Suppose that for every bounded stopping time τ , we have Xτ ≤ Yτ a.s. Then, we have
X ≤ Y .

If X and Y are predictable, then it is enough to test it with predictable times.

Proof. See [54, Theorem 4.10].

A.1.5 Fatou Convergence and Föllmer-Kramkov Theorem

Definition A.1.9. Let (Y n)n∈N be a sequence of stochastic processes and T be a dense
subset of R+. The sequence (Y n)n∈N is Fatou convergent on T to a process Y , if
(Y n)n∈N is uniformly bounded from below and

Yt = lim
s↘t

sup
s∈T

lim sup
n→∞

Y n
s = lim

s↘t
inf
s∈T

lim inf
n→∞

Y n
s

almost surely for all t ≥ 0. If T = R+, then the sequence (Y n)n∈N is called simply Fatou
convergent.

Lemma A.1.10. Let (Y n)n∈N be a sequence of supermartingales, Y n
0 = 0, n ∈ N, which

is uniformly bounded from below, and T be a dense countable subset of R+.
There is a sequence Ỹ n ∈ conv(Y n, Y n+1, · · · ), n ∈ N, and a supermartingale Y ,

Y0 ≤ 0, such that (Ỹ n)n∈N is Fatou convergent on T to Y .

Proof. See [41, Lemma 5.2].

Proposition A.1.11. ([29, Proposition 2.3]). Let (Mn)n∈N be a sequence of nonnegative
martingales Mn = (Mn

t )0≤t≤T starting at Mn
0 = 1.

Then there exists a sequence
(
M̃n
)
n∈N of convex combinations

M̃n ∈ conv(Mn,Mn+1, · · · )

and nonnegative random variables Zq for q ∈ Q ∩ [0, T ] ∪ {T} such that

(1) M̃n
q

P−→ Zq for all q ∈ Q ∩ [0, T ] ∪ {T}.

(2) The process Y = (Y t)0≤t≤T given by

Y t :=

{
lim

q∈Q∩[0,T ], q↓t
Zq 0 ≤ t < T

ZT t = T

is a càdlàg supermartingale.
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(3) The process Y = (Y t)0≤t≤T is the Fatou limit of the sequence of the sequence(
M̃n
)
n∈N along Q ∩ [0, T ] ∪ {T}, i.e., we have P-almost surely that

Y t = lim sup
q∈Q∩[0,T ], q↓t

lim sup
n→∞

M̃n
q = lim inf

q∈Q∩[0,T ], q↓t
lim inf
n→∞

M̃n
q

for 0 ≤ t < T and
Y T = lim

n→∞
M̃n

T .

Remark A.1.12. As we defined Y t as the limit for q strictly bigger than t, we do not
have in general that Y t = limn→∞ M̃

n
t for 0 ≤ t < T , not even for t ∈ Q ∩ [0, T ]. See

counterexample in [29, Example 2.4].

A.1.6 A compactness result of processes of finite variation

For process of finite variation ψ we denote by ψt = ψ0 + ψ↑t − ψ↓t its Jordan-Hahn
decomposition into two nondecreasing processes ψ↑ and ψ↓ both null at zero. The total
variation Vart(ψ) of ψ on [0, t] is then given by Vart(ψ) = ψ↑t + ψ↓t .

Theorem A.1.13. Let (ψn)n∈N be a sequence of finite variation predictable processes,
such that the corresponding sequence

(
VarT (ψn)

)
n∈N is bounded in L1(Q) for some equiv-

alent measure Q ∼ P.
Then there exists a sequence of convex combinations ψ̃n ∈ conv

(
ψn, ψn+1, · · ·

)
such

that
(
ψ̃n
)
n∈N converges for a.e. ω ∈ Ω for every t ∈ [0, T ] to a finite variation predictable

process ψ̂, i.e.,
P
[
ψ̃nt → ψ̂t, ∀t ∈ [0, T ]

]
= 1.

Proof. See [15, Proposition 3.4].

Remark A.1.14. The assumption of L1(Q)-boundedness of
(
VarT (ψn)

)
n∈N can be replaced

by L0(P)-boundedness of its convex hull, i.e., the set conv
(
VarT (ψn) , n ∈ N

)
is bounded

in probability.

We note that any process of finite variation is làdlàg.

For any làdlàg process X we denote by Xc its continuous part given by

Xc
t := Xt −

∑
s<t

∆+Xs −
∑
s≤t

∆Xs,

where ∆+Xt := Xt+−Xt and ∆Xt := Xt−Xt− are its right and left jumps, respectively.
We can define for a finite variation process ψ and a làdlàg process X the integrals∫ t

0

Xudψu :=

∫ t

0

Xudψ
c
u +

∑
0<u≤t

Xu−∆ψu +
∑

0≤u<t

Xu∆+ψu

and ∫ t

0

ψudXu :=

∫ t

0

ψcudXu +
∑

0<u≤t

∆ψu(Xt −Xu−) +
∑

0≤u<t

∆+ψu(Xt −Xu) (A.1.1)

150



pathwise by using Riemann-Stieltjes integrals such that the integration by parts formula

ψtXt = ψ0X0 +

∫ t

0

ψudXu +

∫ t

0

Xudψu (A.1.2)

holds true. Note that, if X is a semimartingale and ψ is in addition predictable, the
pathwise integral (A.1.1) coincides with the classical stochastic integral.

A.1.7 Strong Supermartingale

Definition A.1.15. A real-valued stochastic process Y = (Yt)0≤t≤T is called an optional
strong supermartingale, if

(1) Y is optional.

(2) Yτ is integrable for every [0, T ]-valued stopping time τ .

(3) For all stopping times σ and τ with 0 ≤ σ ≤ τ ≤ T we have E[Yτ |Fσ] ≤ Yσ.

This notion has been introduced by Mertens [79] as a generalization of càdlàg super-
martingales. Indeed, by the optional sampling theorem, each càdlàg supermartingale is
an optional strong supermartingale, but not every optional strong supermartingale has
a càdlàg modification. For example, every deterministic decreasing function (Yt)0≤t≤T is
an optional strong supermartingale, but there is no reason why it should be càdlàg or
càglàd. However, by [37, Appendix I, Theorem 4], every optional strong supermartingale
is indistinguishable from a làdlàg process, and so we can assume without loss of generality
that all optional strong supermartingales are làdlàg.

As the Doob-Meyer decomposition in the càdlàg case, every optional strong super-
martingale admits a unique decomposition Y = M −A, called the Mertens decompo-
sition, into a càdlàg local martingale M and a nondecreasing and hence làdlàg (but in
general neither càdlàg nor càglàd) predictable process A starting at 0.

Theorem A.1.16. Let (Y n)n∈N be a sequence of nonnegative optional strong super-
martingales Y n = (Y n

t )0≤t≤T starting at Y n
0 = 1.

Then, there is a sequence (Ỹ n)n∈N of convex combinations Ỹ n ∈ conv(Y n, Y n+1, · · · )
and a nonnegative optional strong supermartingale Y = (Yt)0≤t≤T such that, for every

[0, T ]-valued stopping time τ , we have that Ỹ n
τ

P−−→ Yτ .

Proof. See [29, Theorem 2.7].

Remark A.1.17. At a single finite stopping time τ we may pass to a subsequence to
obtain that Ỹ n

τ converges also P-almost sure to Yτ . By means of a counterexample ([29,
Proposition 4.1]) this is not possible for all stopping times simultaneously, since the set
of all stopping times is far from being countable.

Since an optional strong supermartingale X is làdlàg, we may define the stochastic
integral ϕ • X with respect to X via (A.1.1) with a general predictable finite variation
process ϕ. This integral depends not only on the values of the integrator X but also
explicitly on that of its left limits X−. As a consequence, in order to obtain a satisfactory
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convergence result for the integrals ϕ • Xn to a limit ϕ • X, we have to take special care
of the left limits of the integrators.

As shown in [29, Theorem 2.9], the convergence X̃n
τ

P−−→ Xτ for all [0, T ]-valued

stopping times τ implies the convergence of the left limits, i.e., X̃n
σ−

P−−→ Xσ− for all
[0, T ]-valued totally inaccessible stopping times τ . However, it may fail to obtain the

convergence of the left limits X̃n
σ−

P−−→ Xσ− at accessible stopping times σ. Moreover,

even if the left limits X̃n
σ− converge to some random variable Y in probability, it may

happen that Y 6= Xσ−.
As a consequence, we need to consider two processes X(0) and X(1), which correspond

to the limiting processes of the left limits X̃n
− and the process X̃n itself. We replace the

time interval I = [0, T ] by the set Ĩ = [0, T ] × {0, 1} with the lexicographic order and
merge both processes X(0) and X(1) into one process

Xt̃ :=

{
X

(0)
t , for t̃ = (t, 0),

X
(1)
t , for t̃ = (t, 1),

for t̃ ∈ Ĩ, which is by (A.1.3) below a supermartingale indexed by t̃ ∈ Ĩ.

Definition A.1.18. A real-valued stochastic process X = (Xt)0≤t≤T is called a pre-
dictable strong supermartingale, if

(1) X is predictable.

(2) Xτ is integrable for every [0, T ]-valued predictable stopping time τ .

(3) For all predictable stopping times 0 ≤ σ ≤ τ ≤ T , we have E[Xτ |Fσ−] ≤ Xσ.

We may extend Theorem A.1.16 to hold also for left limits.

Theorem A.1.19. Let (Xn)n∈N be a sequence of nonnegative optional strong super-
martingales starting at Xn

0 = 1.

Then, there exist a sequence
(
X̃n
)
n∈N of convex combinations X̃n ∈ conv

(
Xk, k ≥ n

)
,

a nonnegative optional strong supermartingale X(1) and a nonnegative predictable strong
supermartingale X(0) such that

(1) For all [0, T ]-valued stopping times τ , we have that

X̃n
τ

P−−→ X(1)
τ , X̃n

τ−
P−−→ X(0)

τ .

(2) For all [0, T ]-valued predictable stopping times τ , we have that

E
[
X(1)
τ |Fτ−

]
≤ X(0)

τ ≤ X
(1)
τ− . (A.1.3)

(3) For all predictable predictable processes ϕ of finite variation, we have that(
ϕ • X̃n

)
τ

P−−→
∫ τ

0

ϕcudX
(1)
u +

∑
0<u≤τ

∆ϕu
(
X(1)
τ −X(0)

u

)
+
∑

0≤u<τ

∆+ϕu
(
X(1)
τ −X(1)

u

)
for all [0, T ]-valued stopping times τ .
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Proof. See [29, Theorem 2.11, Theorem 2.12].

We combine predictable and optional strong supermartingales to obtain the following
notion.

Definition A.1.20. A sandwiched strong supermartingale is a pair X = (Xp, X)
such that Xp (respectively, X) is a predictable (respectively, optional) strong supermartin-
gale and such that

Xτ− ≥ Xp
τ ≥ E[Xτ |Fτ−], (A.1.4)

for all predictable stopping times τ.

Starting from an optional strong supermartingale X = (Xt)0≤t≤T , we may define the
process Xp

t := Xt− to obtain a “sandwiched” strong supermartingale X = (Xp, X).

Remark A.1.21. If X is a local martingale, the choice is unique as we have equalities in
(A.1.4). But in general, there may be strict inequalities: if Xt = f(t) for a determin-
istic nonincreasing function f , we may choose Xp

t = fp(t), where fp(t) is any function
sandwiched between f(t−) and f(t).

For a sandwiched strong supermartingale X = (Xp, X) and a predictable process ψ
of finite variation we may define a stochastic integral in “a sandwiched sense” by

(ψ • X)t :=

∫ t

0

ψcudXu +
∑

0<u≤t

∆ψu(Xt −Xp
u) +

∑
0≤u<t

∆+ψu(Xt −Xu). (A.1.5)

We note that (A.1.5) differs from (A.1.1) only by replacing X− by Xp. As we can
extend every optional strong supermartingale X to a sandwiched strong supermartingale
X = (Xp, X) by Xp := X−, the two formulas are consistent. Moreover, both integrals
(A.1.5) and (A.1.1) are equal to the usual stochastic integral, if X is a local martingale.

We can also define for a sandwiched strong supermartingale X and a predictable
process ψ of finite variation the following integral∫ t

0

Xudψu :=

∫ t

0

Xudψ
c
u +

∑
0<u≤t

Xp
u∆ψu +

∑
0≤u<t

Xu∆+ψu, (A.1.6)

such that the integration by parts formula

ψtXt = ψ0X0 + (ψ • X)t +

∫ t

0

Xudψu (A.1.7)

holds true.

A.1.8 Fractional Brownian motion

We recall here some results on the fractional Brownian motion, which is a generalization
of Brownian motion. More results can be found in [85, 16, 6, 82].
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Definition A.1.22. Let H ∈ (0, 1) be a constant. A fractional Brownian motion
(BH

t )t≥0 of Hurst index H is a continuous and centered Gaussian process with covariance
function

E
[
BH
t B

H
s

]
=

1

2

(
t2H + s2H − |t− s|2H

)
.

For H = 1
2
, the fractional Brownian motion is then a standard Brownian motion. By

the definition a fractional Brownian motion has the following properties:

1. BH
0 = 0 and E[BH

t ] = 0 for all t ≥ 0.

2. BH has homogeneous increments, i.e., BH
t+s−BH

s has the same law of BH
t for s, t ≥ 0.

3. BH is a Gaussian process and E
[(
BH
t

)2]
= t2H , t ≥ 0.

4. The trajectories of BH are continuous and Hölder continuous of order strictly less
than H.

5. The sample paths of a fractional Brownian motion is not differentiable. For every
t ≥ 0, we have with probability 1 that

lim sup
h→0

∣∣∣∣BH
t+h −BH

t

h

∣∣∣∣ =∞.

Fractional Brownian motion fails to be a semimartingale (except for the classical
Brownian case H = 1

2
), see, e.g., [16, Section 1.3].

For H ∈ (0, 1), Mandelbrot and Van Ness [78] gave the following construction of
fractional Brownian motion:

BH
t = CH

∫
R

[
ϕH(t− s)− ϕH(−s)

]
dWs, t ∈ R

where (Ws)s∈R is a two-sided Brownian motion,

ϕH(x) = 1{x≥0}x
H− 1

2 , x ∈ R,

and CH is a normalizing constant.

Theorem A.1.23. For each H ∈ (0, 1), fractional Brownian motion BH has the condi-
tion of “two way crossing”.

Proof. See [89].

Fix δ > 0 and define inductively the stopping times (τj)j∈N0 by τ0 = 0 and

τj := inf
{
t > τj−1

∣∣∣ ∣∣BH
t −BH

τj−1

∣∣ ≥ δ
}
.

We define the number of δ-fluctuations up to time T as the random variable

F δ
T := sup{j ≥ 0 | τj ≤ T}.

We than have the following estimate.
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Proposition A.1.24. With the notation above, there exist finite positive constants C =
C(H), C ′ = C ′(H) only depending on H, such that

P
[
F δ
T ≥ n

]
≤ C ′ exp

(
−δ

2n1+(2H∧1)

CT 2H

)
,

for n ∈ N.

Proof. See [26, Proposition 5.1].

Corollary A.1.25. The random variable F δ
T does have exponential moments of all orders:

E
[

exp
(
aF δ

T

)]
<∞, for all a <∞.

Moreover, for H ≥ 1
2
, there exists a > 0 such that

E
[

exp
(
a
(
F δ
T

)2
)]

<∞.

Proof. See [26, Corollary 5.2].

A.2 Functional Analysis

A.2.1 Some Results on Finite Additive Measures

We state and prove some results on the space (L∞)∗, the dual space of L∞. A detailed
discussion can be found in [39, 5, 103]. Denote by (L∞)∗+ the set of all nonnegative
elements in (L∞)∗.

The following proposition collects some properties of the space (L∞)∗+; more informa-
tion can be found in Appendix of [23] and references there.

Proposition A.2.1.

1. The set (L∞)∗+ can be identified as the set of all nonnegative finitely additive bounded
set functions on F , which vanish on the P-null sets. This set is denoted by ba+.

2. Every Q ∈ ba+ admits a unique decomposition in the form of

Q = Qr +Qs, Qr ≥ 0, Qs ≥ 0,

where the regular part Qr is the maximal countably additive measure on F , that is
dominated by Q, and the singular part Qs is purely finitely additive and does not
dominate any nontrivial countably additive measure.

3. Q ∈ ba+ is purely finitely additive, i.e., Qr = 0, if and only if for every ε > 0, there
exists a set Aε ∈ F such that P[Aε] > 1− ε and 〈Q,1Aε〉 = 0.

4. Suppose (Qn)n∈N ⊆ ba+ is a sequence such that dQrn
dP
→ f almost surely for some

f ≥ 0. Then any weak-star cluster point Q of (Qn)n∈N satisfies dQr

dP
= f almost

surely.
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For any Q ∈ ba+, we may define

〈Q,X〉 := lim
n→∞
〈Q,X ∧ n〉 ∈ [0,∞],

for all X ∈ L0
+. For X ∈ L0, set 〈Q,X〉 = 〈Q,X+〉 − 〈Q,X−〉 whenever this is well-

defined.

Proposition A.2.2. Suppose D is a convex subset of L1
+, which is also a subset of ba+

via the canonical embedding. Denote by D the weak-star closure of D in ba+. Then,
for each Q ∈ D, there exists a sequence (Qn)n∈N ⊆ D, such that Qn → Qr, P-a.s., as
n→∞.

Proof. Fix Q ∈ D. For each n ∈ N, there exists a set An ∈ F , such that P[An] > 1− 1
2n

and Qs is null on An. By the definition of D, we see that Q is a weak-star limit point of
D and thus, Q|An ∈ ba+ is also a weak-star limit point of D|An , where

D|An :=
{
Q|An ∈ L1

∣∣Q ∈ D} .
From Q|An = Qr|An ∈ L1, we know that Qr|An is a weak limit point of D|An . Moreover,
due to the fact that D|An is convex, Qr|An belongs to the L1-closure of D|An . Therefore,
there exists an element Qn ∈ D, such that

‖Qn|An −Qr|An‖L1 <
1

2n
.

Finally,
‖Qn|An −Qr‖L1 ≤ ‖Qn|An −Qr|An‖L1 + ‖Qr|An −Qr‖L1 −→ 0,

which yields Qn → Qr, P-a.s. up to a subsequence.

Corollary A.2.3. Suppose D is a convex subset of L1
+, which is also a subset of ba+ via

the canonical embedding. Denote by D the weak-star closure of D in ba+. Then, for each
Q ∈ D, there exists a sequence (Qn)n∈N ⊆ D, such that Qn → Qr, P-a.s., as n → ∞,
and for countably many fi ∈ L∞, i ∈ N,

〈Qn, fi〉 −→ 〈Q, fi〉, as n→∞.

Proof. For each n, define

Dn :=
n⋂
i=1

{
Q̃ ∈ D

∣∣∣∣∣〈Q̃, fi〉 − 〈Q, fi〉∣∣ < 1
n

}
.

It is evident that Q belongs to the weak-star closure of Dn. Applying the proposition
above, one can find a sequence (Qn,m)m∈N ⊆ Dn, such that Qn,m → Qr, P-a.s. By the
diagonal argument, we complete the proof.

Remark A.2.4. We remark that the assumption that D ⊆ L1 is crucial in the above
proposition. For a general subset D ⊆ ba and an element Q in its weak-star closure
D, one may not find a sequence (Qn)n∈N from D, such that (Qn)r → Qr. For instance,
Ω = [0, 1], F is the Lebesgue σ-algebra and P = λ is the Lebesgue measure. Define
D := {Q ∈ ba+ | ‖Q‖ba = 1, Q = Qs}, then we find that statement of Proposition A.2.2
does not hold. Indeed, as {Q ∈ L1

+ | ‖Q‖ba = 1} ⊆ {Q ∈ ba+ | ‖Q‖ba = 1} = D, we have
that the Lebesgue measure λ is an element in D. However, for each sequence (Qn)n∈N, all
the cluster points Q satisfy Qr = 0. Therefore, we cannot find a sequence in D converging
to the Lebesgue measure λ.
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Appendix B

Utility Maximization Problem in
Frictionless Markets

B.1 Utility Maximization on the positive real line

under (NUPBR)

We consider a financial market consisting of two assets, one bond and one stock. We
suppose that the price of the bond is constant, and denote by S = (S)0≤t≤T the price
process of the stock. The process S is assumed to be a semimartingale on a filtered
probability space (Ω,F , (Ft)0≤t≤T ,P) satisfying the usual hypotheses. Here T is a finite
time horizon.

A self-financing portfolio is defined as a pair (x,H), where the constant x is the initial
value of the portfolio, and H = (Ht)0≤t≤T is a predictable S-integrable process, where Ht

specifies, how many units of asset S are held in the portfolio at time t. The value process
X = (Xt)0≤t≤T of such a portfolio is given by Xt = x+ (H • S)t, 0 ≤ t ≤ T.

B.1.1 NUPBR

Definition B.1.1. We say that S allows for an unbounded profit with bounded risk, if
there is α > 0 such that, for every C > 0, there is an 1-admissible trading strategy H
such that

P
[
(H • S)T ≥ C

]
≥ α.

Define
K1 :=

{
(H • S)T | H is 1-admissible

}
.

Definition B.1.2. We say that S satisfies the condition (NUPBR) of no unbounded
profit with bounded risk , if K1 is bounded in L0, i.e.,

lim
M→∞

sup
X∈K1

P
[
|X| > M

]
= 0.

Definition B.1.3. A strict martingale density for S is a strictly positive local mar-
tingale Z = (Zt)0≤t≤T with Z0 = 1 such that ZS is a local martingale.

The set of strict martingale densities is denoted by Ze(S).
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Definition B.1.4. An equivalent local martingale deflator is a strictly positive
process Z = (Zt)0≤t≤T with Z0 = 1 such that Z(1 +H • S) is a local martingale for every
1-admissible trading strategy H.

By Itô’s formula, we may see that these two definitions are essentially the same.

Theorem B.1.5. Suppose S is a strictly positive semimartingale.
Then, the following two conditions are equivalent:

1. S satisfies (NUPBR).

2. There exists at least one strict martingale density.

3. There exists at least one equivalent local martingale deflator.

Proof. See [69, Theorem 2.1].

We present also results of special cases, which can be found in [18, Théorème 2.9].

Theorem B.1.6. Suppose S is a continuous semimartingale with St = S0 +Mt + At.
Then, the following three conditions are equivalent:

1. S satisfies (NUPBR).

2. There exists a strict martingale density for S.

3. S satisfies the structure condition, i.e., there exists an R-valued predictable pro-
cess such that

dAt = htd〈M〉t and

∫ T

0

h2
td〈M〉t <∞ a.s.

Moreover, Z := E(−h •M) is a strict martingale density for S.

Remark B.1.7. From the above theorems we see that (NUPBR) is the local version
of the condition of no free lunch with vanishing risk (NFLV R). We also remark that
(NUPBR) is a local property, i.e., if S satisfies (NUPBR) locally, it satisfies (NUPBR).

We denote by C the set of positive contingent claims superreplicable at price 1

C := {g ∈ L0
+ | g ≤ 1 + (H • S)T for some 1-admissible strategy H}.

Theorem B.1.8 (Superreplication under (NUPBR)). Fix a strictly positive semimartin-
gale S satisfying (NUPBR) and a random variable g ∈ L0

+. Then,

g ∈ C ⇐⇒ E[gZT ] ≤ 1, for each Z ∈ Ze(S).

Proof. “⇒”: Let Z ∈ Ze(S) be a strict martingale density. We may find a localizing
sequence (τn)n∈N such that Zτn defines a density process of an equivalent local martingale
measure for Sτn . Therefore, by Superreplication Theorem in the frictionless setting, it
follows that

Xτn
t Z

τn
t =

(
1 + (H • S)τnt

)
Zτn
t =

(
1 + (H • Sτn)t

)
Zτn
t
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is a nonnegative supermartingale, hence (XtZt)0≤t≤T is a supermartingale, for each 1-
admissible trading strategy H, which implies that

E[gZT ] ≤ E
[(

1 + (H • S)T
)
ZT
]
≤ 1,

for each g ∈ C and Z ∈ Ze(S).

“⇐”: Let (τm)m∈N be the localizing sequence for some Z ∈ Ze such that Zτm is the
densitiy process of an equivalent local martingale measure for Sτm . Define gm := g1{τm=T}
and

Cm := {g ∈ L0
+ | g ≤ 1 + (H • S)τm , H is 1-admissible}.

It is obvious that gm → g in probability. We claim that gm ∈ Cm for all m ∈ N.
Indeed, assume that there exists m′ ∈ N such that gm′ /∈ Cm′ . We now have to work
towards a contradiction. As Sτm′ satisfies assumptions of Superreplication Theorem in

the frictionless setting, we may find an equivalent local martingale measure Q
m′

for Sτm′

such that E
Q
m′ [gm′ ] > 1. Let us denote by Z

τm′ its density process. Pick another strict

martingale density Ẑ and define

Z̃t :=

{
Zt, for 0 ≤ t ≤ τm′ ,

Ẑt
Zτm′

Ẑτm′
, for τm′ ≤ t ≤ T.

Then, we obtain by the assumption that

1 ≥ E[gZ̃T ] ≥ E
[
gm′Z̃T

]
= E

[
gm′Z̃τm′

]
> 1,

which is a contradiction.
As Cm ⊆ C for each m ∈ N and C is closed with respect to the convergence in

probability by [68, Theorem 2], it follows that g ∈ C.

B.1.2 Utility Function, Reasonable Asymptotic Elasticity

In addition to the model S of a financial market, we now consider a function U(x),
modelling the utility of an agent’s wealth x at the terminal T .

Definition B.1.9 (Utility function on R++). A utility function U : R++ → R ∪ {∞}
is a function with the following properties

1. U is increasing on R++,

2. U is continuous on {U > −∞},

3. U is differentialble and strictly concave on int{U > −∞},

4. U satisfies the Inada conditions i.e.,

U ′(0) := lim
x→0

U ′(x) =∞, U ′(∞) := lim
x→∞

U ′(x) = 0.

The marginal utility tends to infinity, when the wealth x tends to the infimum of its
allowed values of U ; and it tends to 0, when wealth tends to infinty.
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Definition B.1.10. The conjugate function V to the utility function U is defined as

V (y) := sup
x>0
{U(x)− xy}, y > 0.

Remark B.1.11. The function V (y) is the Legendre transform of −U(−x).

Lemma B.1.12 (Fenchel’s inequality).

U(x)− V (y) ≤ xy.

The inequality will be an equality, if and only if x = argmax{U(x) − xy} and y =
argmin{V (y) + xy}.

Proposition B.1.13. If U is a utility function, then V has the following properties

1. V is decreasing, strictly convex and continuously differentialble on (0,∞).

2. V satisfies

V ′(0) = −∞, V ′(∞) = 0, V (0) = U(∞), V (∞) = 0.

3. V satisfies the following relation to U

U(x) = inf
y>0
{V (y) + xy}, x > 0.

4. The derivative of U is the inverse function of the negative of the derivative of V ,
i.e., I := (U ′)−1 = −V ′.

5. We have the formula V (y) = U(I(y))− yI(y).

Example B.1.14. Typical examples are

U(x) = log(x), x > 0 with V (y) = − log(y)− 1,

and

U(x) =
xα

α
, α ∈ (−∞, 1)\{0}, x > 0 with V (y) =

1− α
α

yα−1.

Definition B.1.15. A utility function U : R++ → R satisfies the reasonable asymptotic
elasticity (RAE), if

AE+∞(U) = lim sup
x→∞

xU ′(x)

U(x)
< 1.

Remark B.1.16. The quantity xU ′(x)
U(x)

is the elasticity of the function U at x. Intuitively,

it is the percentage change in output for a percentage change in input, (if the quantities
are all positive)

∆f(x)
f(x)

∆x
x

=
∆f(x)

∆x

x

f(x)
.
=
xf ′(x)

f(x)
.

The economic intuition behind decreasing marginal utility suggests that, for large x, the
marginal utiltity U ′(x) should be substantially smaller than the average utility U(x)

x
, as

x → ∞. The extreme case AE+∞(U) = 1 corresponds to the case when the marginal
utility in the limit equals the average utility, as x→∞, which seems unreasonable.
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Lemma B.1.17. Let U be a utility function. Then,

(1) AE+∞(U) is well-defined: AE+∞(U) ≤ 1.

(2) AE+∞(U) depends on U(∞) :

• U(∞) =∞ =⇒ AE+∞(U) ∈ [0, 1],

• U(∞) ∈ (0,∞) =⇒ AE+∞(U) = 0,

• U(∞) ∈ (−∞, 0] =⇒ AE+∞(U) ∈ [−∞, 0].

Proof. See [70, Lemma 6.1].

Example B.1.18. Typical examples (and counterexamples) of such utility functions are

• U(x) = log(x), for which AE+∞(U) = 0,

• U(x) = xα

α
, for which AE+∞(U) = α,

• U(x) = x
log(x)

, for large enough, for which AE+∞(U) = 1.

Lemma B.1.19. Let U be a utility function satisfying U(∞) > 0. Then, the following
assertions are equivalent:

(1) AE+∞(U) < 1.

(2) There exist x0 > 0 and γ ∈ (0, 1) such that

xU ′(x) < γU(x), ∀x ≥ x0.

(3) There exist x0 > 0 and γ ∈ (0, 1) such that

U(λx) < λγU(x), ∀λ > 1,∀x ≥ x0.

(4) There exist y0 > 0 and γ ∈ (0, 1) such that

V (µy) < µ−
γ

1−γ V (y), ∀0 < µ < 1,∀0 < y ≤ y0.

(5) There exist y0 > 0 and γ ∈ (0, 1) such that

−yV ′(y) <
γ

1− γ
V (y), ∀0 < y ≤ y0.

The infimum of γ > 0, for which these hold true, equals the asymptotic elasticity
AE+∞(U).

Proof. See [70, Lemma 6.3] and [70, Corollary 6.1].
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B.1.3 Abstract Version of the Theorems

Let C and D be two subsets of L0
+(Ω,F ,P) and

C(x) = xC = {xg : g ∈ C}, for x > 0,

and
D(y) = yD = {yh : h ∈ D}, for y > 0.

The abstract versions of the optimization problems:

u(x) = sup
g∈C(x)

E[U(g)], and v(y) = inf
h∈D(y)

E[V (h)].

Theorem B.1.20 (Abstruct version, AE+∞(U) < 1). Assume that

• The sets C and D satisfy the following properties:

(i) C, D are subsets of L0
+(Ω,F ,P), which are convex, solid and closed in the

topology of convergence in measure.

(ii)
g ∈ C ⇐⇒ E[gh] ≤ 1 for all h ∈ D,
h ∈ D ⇐⇒ E[gh] ≤ 1 for all g ∈ C.

(iii) C is a bounded subset of L0(Ω,F ,P) and contains the constant function 1.

• U is a utility function satisfying the reasonable asymptotic elasticity, i.e.,

AE+∞(U) = lim sup
x→∞

xU ′(x)

U(x)
< 1.

• u(x) := sup
g∈C(x)

E[U(g)] <∞ for some x > 0.

Then:

(i) • u(x) <∞ for all x > 0.

• v(y) <∞ for all y > 0.

• The value function u continuously differentiable and strictly concave on (0,∞).

• The value function v continuously differentiable and strictly convex on (0,∞).

• The value functions u and v are conjugate:

v(y) = sup
x>0
{u(x)− xy}, y > 0,

u(x) = inf
y>0
{v(y) + xy}, x > 0.

• The functions u′ and −v′ are strictly decreasing and satisfy

u′(0) =∞, u′(∞) = 0, v′(0) = −∞, v′(∞) = 0.
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• The asymptotic elasticity AE+∞(u) of u is also less then 1, more precisely

AE+∞(u)+ ≤ AE+∞(U)+ < 1.

(ii) • The optimal solution ĝ(x) ∈ C(x) to the primal problem exists and is unique.

• The optimal solution ĥ(y) ∈ D(y) to the dual problem exists and is unique.

• For y = u′(x), we have the dual relation

ĝ(x) = I(ĥ(y)), ĥ(y) = U ′(ĝ(x)).

• Moreover:
E[ĝ(x)ĥ(y)] = xy.

(iii) We have the following relations between u′, v′ and ĝ, ĥ respectively:

xu′(x) = E [ĝ(x)U ′(ĝ(x))] , x > 0,

yv′(y) = E
[
ĥ(y)V ′(ĥ(y))

]
, y > 0.

(iv) Let D̃ be a convex subset of D, such that

• for any g ∈ C: sup
h∈D̃

E[gh] = sup
h∈D

E[gh],

• the set D̃ is closed under countable convex combinations
(i.e., for any sequence (hn)n∈N of elements of D̃ and any sequence of posi-
tive numbers (an)n∈N such that

∑
n∈N a

n = 1, the random variable
∑

n∈N a
nhn

belongs to D̃.)

then,
v(y) := inf

h∈D
E[V (yh)] = inf

h∈D̃
E[V (yh)].

Proof. See [70, Theorem 3.2, Proposition 3.2 and Section 3].

B.1.4 Duality Result

We denote by X (x) the family of wealth processes with nonnegative capital at any instant,
i.e., Xt ≥ 0 for all t ∈ [0, T ], and with initial value equal to x, i.e.,

X (x) := {X ≥ 0 |Xt = x+ (H • S)t ≥ 0, for all t ∈ [0, T ]} .

We shall use the shorter notation X for X (1). Clearly we have

X (x) = xX = {xX |X ∈ X}, forx ≥ 0.

For a given initial capital x > 0, the goal of the agent is to maximize the expected
value of terminal utility. The value function of this problem is denoted by

u(x) = sup
X∈X (x)

E[U(XT )]. (B.1.1)
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We define the family Y(y) of nonnegative semimartingales Y with Y0 = y and such
that,for any X ∈ X (1), the product XY is a supermartingale,

Y(y) :=
{
Y ≥ 0 |Y0 = y and XY is a supermartingale, for all X ∈ X (1)

}
.

In particular, as X (1) contains the process X ≡ 1, any Y ∈ Y(y) is a supermartingale.
Note that the set Y(1) contains the strict martingale density processes, i.e., Ze(S) ⊆ Y(1).

We define the value function of the dual problem by

v(y) := inf
Y ∈Y(y)

E[V (YT )].

We pass from the sets of processes X (x), Y(y) to the sets C(x), D(y) of random
variables dominated by the final outcomes XT , YT , respectively,

C(x) :=
{
g ∈ L0

+(Ω,F ,P) | 0 ≤ g ≤ XT , for some X ∈ X (x)
}
,

D(y) :=
{
h ∈ L0

+(Ω,F ,P) | 0 ≤ h ≤ YT , for some Y ∈ Y(y)
}
.

We write C, D, X , Y for C(1), D(1), X (1), Y(1) and observe that

C(x) = xC = {xg | g ∈ C}, for x > 0,

and the analogous relations for D(y), X (x) and Y(y). We denote by D̃ the set of all
terminal values of strict martingale density processes, i.e.,

D̃ := {ZT |Z ∈ Ze(S)}.

Proposition B.1.21 (Duality relation). Suppose Ze(S) 6= ∅, where S is a semimartin-
gale. Then the sets C, D have the following properties:

(i) C, D are subsets of L0
+(Ω,F ,P), which are convex, solid and closed in the topology

of convergence in measure.

(ii)
g ∈ C ⇐⇒ E[gh] ≤ 1 for all h ∈ D,
h ∈ D ⇐⇒ E[gh] ≤ 1 for all g ∈ C.

(iii) C is a bounded subset of L0(Ω,F ,P) and contains the constant function 1.

Proof. (i). The convexity and solidity of C and D are rather obvious. The closedness
of C follows by [68, Theorem 2] and the proof of [70, Lemma 4.1] remains valid for the
closedness of D under the weaker assumption (NUPBR).

(ii). Here, we need to show the following polarities:

C = D◦ and D = C◦.

From the definitions we obtain C ⊆ D◦ and D ⊆ C◦. It follows by Theorem B.1.8 that
C = D̃◦. As D̃ ⊆ D, we obtain D◦ ⊆ D̃◦ = C, and therefore C = D◦. As the set
D is convex solid and closed in the topology of convergence in measure, we may apply
Proposition A.1.3 to conclude that C◦ = D◦◦ = D.

(iii). The boundedness of C follows from the definition of (NUPBR) and it is rather
clear that C contains the constant function 1.
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Lemma B.1.22. The set D̃ is a convex subset of D satisfying the following properties

(i) for any g ∈ C: sup
h∈D̃

E[gh] = sup
h∈D

E[gh],

(ii) the set D̃ is closed under countable convex combinations.

Proof. (i) follows from D◦◦ = D̃◦◦ and the superreplication theorem under (NUPBR).

It is clear that D̃ is closed under countable convex combinations, which implies (ii).

Theorem B.1.23. Assume that

• S satisfies (NUPBR), equivalently Ze(S) 6= ∅.

• U is a utility function satisfying the reasonable asymptotic elasticity, i.e.,

AE+∞(U) = lim sup
x→∞

xU ′(x)

U(x)
< 1.

• u(x) := sup
X∈X (x)

E[U(XT )] <∞ for some x > 0.

Then:

1. • u(x) <∞ for all x > 0.

• v(y) <∞ for all y > 0.

• The value function u continuously differentiable and strictly concave on (0,∞).

• The value function v continuously differentiable and strictly convex on (0,∞).

• The value functions u and v are conjugate:

v(y) = sup
x>0
{u(x)− xy}, y > 0,

u(x) = inf
y>0
{v(y) + xy}, x > 0.

• The functions u′ and −v′ are strictly decreasing and satisfy

u′(0) =∞, u′(∞) = 0, v′(0) = −∞, v′(∞) = 0.

• The asymptotic elasticity AE+∞(u) of u is also less then 1, more precisely

AE+∞(u)+ ≤ AE+∞(U)+ < 1.

2. • The optimal solution X̂(x) ∈ X (x) to the primal problem exists and is unique.

• The optimal solution Ŷ (y) ∈ Y(y) to the dual problem exists and is unique.

• For y = u′(x), we have the dual relation

X̂T (x) = I(ŶT (y)), ŶT (y) = U ′(X̂T (x)).

• The process X̂(x)Ŷ (y) is a uniformly integrable martingale on [0, T ].
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3. We have the following relations between u′, v′ and X̂, Ŷ respectively:

xu′(x) = E
[
X̂T (x)U ′(X̂T (x))

]
, x > 0,

yv′(y) = E
[
ŶT (y)V ′(ŶT (y))

]
, y > 0.

4. The dual value function v have the following representation

v(y) = inf
Z∈Ze(S)

E [V (yZT )] = inf
h∈D̃

E [V (yZT )] .

Proof. See [70, Theorem 2.2 and Section 4].

Remark B.1.24. In general, the class Y(1) cannot be replaced by the small class Mloc of
equivalent local martingale deflators. However,

v(y) = inf
Y ∈Y(1)

E[V (yYT )] = inf
Z∈Mloc

E[V (yZT )].

Remark B.1.25. The dual optimizer ŶT (1) may fail to be the density of a probability

measure, i.e., E[ŶT (y)] < y, for y > 0. In general

u′(x) 6= EP

[
U ′
(
X̂T (x)

)]
, v′(y) 6= EQ̂

[
V ′

(
y
dQ̂

dP

)]
.

The validity of u′(x) = EP

[
U ′
(
X̂T (x)

)]
is tantamount to the validity of y = EP

[
ŶT (y)

]
.

Remark B.1.26. The theorem states that under the assumption (RAE) on the utility
function U , the duality theory works well in this context. Actually, the condition of
(RAE) is minimal and cannot be relaxed in the sense that one can find counterexamples
of continuous price processes S for which the value function v(y) is not finite for all y
and there does not exist a solution to the primal problem u(x), whenever AE+∞(U) = 1.
See [70, Example 5.2].
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[42] H. Föllmer and A. Schied. Stochastic finance, An introduction in discrete time,
volume 27 of de Gruyter Studies in Mathematics. Walter de Gruyter & Co., Berlin,
2002.

[43] S. Gerhold, P. Guasoni, J. Muhle-Karbe, and W. Schachermayer. Transaction
Costs, Trading Volume, and the Liquidity Premium. Finance and Stochastics,
18(1):1–37, 2014.

[44] S. Gerhold, J. Muhle-Karbe, and W. Schachermayer. The dual optimizer for
the growth-optimal portfolio under transaction costs. Finance and Stochastics,
17(2):325–354, 2013.

[45] T. Goll and J. Kallsen. A complete explicit solution to the log-optimal portfolio
problem. Annals of Applied Probability, 13(2):774–799, 2003.

169



[46] L. Gu, Y. Lin, and J. Yang. On the dual problem of utility maximization in
incomplete markets. Stochastic Processes and their Applications, 126(4):1019–1035,
2016.

[47] L. Gu, Y. Lin, and J. Yang. On the existence of shadow prices for optimal invest-
ment with random endowment. Preprint, 2016.

[48] P. Guasoni. Optimal investment with transaction costs and without semimartin-
gales. Annals of Applied Probability, 12(4):1227–1246, 2002.

[49] P. Guasoni. No arbitrage under transaction costs, with fractional Brownian motion
and beyond. Mathematical Finance, 16(3):569–582, 2006.
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[73] K. Larsen and G. Žitković. Stability of utility-maximization in incomplete markets.
Stochastic Processes and their Applications, 117(11):1642–1662, 2007.

[74] Y. Lin and J. Yang. Utility maximization problem with random endowment and
transaction costs: when wealth becomes negative. Preprint, 2016.

[75] M. Loewenstein. On optimal portfolio trading strategies for an investor facing trans-
actions costs in a continuous trading market. Journal of Mathematical Economics,
33(2):209–228, 2000.

171



[76] W. Luxemburg. Integration with respect to finitely additive measures. In Positive
operators, Riesz spaces, and economics, pages 109–150. Springer-Verlag, 1991.

[77] M. Magill and G. Constantinides. Portfolio selection with transaction costs. Journal
of Economic Theory, 13(2):245–263, 1976.

[78] B. B. Mandelbrot and J. W. Van Ness. Fractional Brownian motions, fractional
noises and applications. SIAM Review, 10:422–437, 1968.
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