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## 1 Introduction

In the year 1953, Metropolis et al. [1] used the MANIAC (Mathematical Analyzer Numerical Integrator And Computer) at the Los Alamos National Laboratories in the United States to simulate particles in a liquid state to calculate the equation of state. This was the first publication in which scientists used a computer to calculate numerical results based on a physical theory in a process that is to this day called Metropolis Monte Carlo simulation. To say that since then a lot has changed in the field of computer simulation (or computers in general) would be a vast understatement.
Not only has the processing power of computers increased exponentially (Moore's law), which allows the simulation of a greater number of particles for a longer period of time, but also new techniques have been developed, such as molecular dynamics, transition path sampling, finite element method etc. These techniques are not only used by physicists, but also find applications in the fields of chemistry, biology, etc., making it possible to apply them to virtually anything. In this thesis we apply methods of simulation to a field of active research: optical trapping. Optical trapping refers to the experimental method of localising small objects with a laser beam. The laser is highly focused on one point, where the object is trapped due to the gradient force of the laser. The size of the trapped objects ranges from a few micrometers down to the subatomic scale.
Optical trapping is a technique that has been used and developed for over 40 years [2]. The idea for this goes back to the beginning of the 20th century, when Lebedev [3], Nichols and Hull [4] demonstrated the existence of a force that light exerts on matter. Due to the technical limitations at that time, the idea was discarded until 1970, where Ashkin [5] used lasers to manipulate the motion of neutral atoms and micrometer sized objects and thus brought the idea of optical trapping back to life.
With this advancement it was possible to develop methods for trapping and manipulating objects of different sizes ranging from the micrometer scale down to the subnano scale. At first, this technique was used to either trap objects in the micrometer range (like cells) or in the subnano scale, where lasers were used for the cooling of atoms. The range between those two, with objects at the scale of one to a hundred nanometer, was not explored as much because neither downscaling the methods for micrometer sized objects nor upscaling the methods for atoms seemed feasible. In recent years however, new developments in the field opened the possibilities to work with a variety of objects in the desired nanometer scale, such as metal nanoparticles [6], nano tubes [7], quantum dots [8] and much more. This non-invasive method of trapping objects allows very precise measurements of various properties and also allows the cooling of nanoparticles towards their quantum mechanical ground state.

The small size of the objects used in the optical tweezer experiments make them amenable candidates for computer simulations. In this thesis, I will model an optical tweezer setup, based on a real experiment, to investigate different temperatures in a non-equilibrium state. The experiment features a silica nano sphere trapped in a laser beam within a vacuum chamber. To simulate this experiment, each of these individual parts of the experiment need to be modeled. The silica nano sphere is approximated by a system of argon atoms that interact with each other via a Lennard-Jones potential. These atoms are absorbing energy from the laser and are thus heated up using the enhanced heat exchange algorithm (eHEX) and a harmonic trap is keeping them in place. The gas particles in the gas chamber are acting as a thermostat/barostat and are modeled by a ideal gas pressure bath. In the first chapter, I will introduce two optical tweezer experiments: one conducted by Gieseler et al. to investigate the relaxation of a nano particle from a non-equilibrium steady state and another conducted by Millen et al. to examine different temperature regimes in an optical tweezer experiment. This is followed by the problem statement. The second chapter contains basic information on the techniques used to model the individual parts of the experiment and simulate the dynamic properties. In the third chapter, I will present my findings which are followed by conclusions and further remarks.

## 2 Motivation

The starting point of this thesis is an experiment conducted by Gieseler et al 99 . It is an optical tweezer experiment, where the motion of a glass nanoparticle in a laser trap was used to investigate the fluctuation theorem[10].

### 2.1 Experimental setup

In the experiment, a silica nano particle with a radius of about 75 nm and mass of about $3 \times 10^{-18} \mathrm{~kg}$ is trapped in a laser beam within a vacuum chamber. The trapping of the silica nano particle is achieved by a gradient force of the laser beam acting on the particle. The experimental setup is depicted in Fig. 1.
The particle fluctuates within the trap in all three spatial directions. These fluctuations are approximatedly decoupled, which means that they can be described by a one-dimensional Langevin equation:

$$
\begin{equation*}
\ddot{x}+\Gamma_{0} \dot{x}+\Omega_{0}^{2} x=\frac{1}{m}\left(F_{\text {fluct }}+F_{\text {ext }}\right) \tag{1}
\end{equation*}
$$



Figure 1: Experimental setup of the optical tweezer experiment. A silica nano particle is trapped in a laser beam via gradient force in a vacuum. The feedback is used to cool down the particle and create a non-equilibrium steady state. In the first part of the experiment, the feedback is turned off and the motion of the particle towards an equilibrated state is observed. In the second part of the experiment, the steady state of the particle is modified by a parametric drive. Both the parametric drive and the feedback are turned off and - as in the first part - the motion of the particle towards an equilibrated state is observerd. Figure taken from [9].

On the left hand side of this equation we have the position $x$ of the nano particle (and its derivatives $\dot{x}$, the velocity and $\ddot{x}$, the acceleration), the friction coefficient $\Gamma_{0}$ and the angular frequency $\Omega_{0}$ that describes the fluctuation along
the chosen axis. On the right hand side, there are two forces. The first one is $F_{\text {fluct }}$, which describes a stochastic force caused by interactions with the gas in the vacuum chamber. This force is given by

$$
\begin{equation*}
F_{\text {fluct }}=\sqrt{2 m \Gamma_{0} k_{B} T_{0}} \xi(t) \tag{2}
\end{equation*}
$$

where $T_{0}$ is the temperature of the heat bath (i.e., the surrounding gas in the vacuum chamber), $k_{B}$ is the Boltzmann constant and $\xi(t)$ is white noise, which obeys the equations $\langle\xi(t)\rangle=0$ and $\left\langle\xi(t) \xi\left(t^{\prime}\right)\right\rangle=\delta\left(t-t^{\prime}\right)$, which means that it is a random force. The term $\Gamma_{0}$ appears in the formula (2) due to the fluctuationdissipation theorem, which links the damping rate to the stochastic force.
The other force, $F_{\text {ext }}$ is a time-dependent external force that is applied to the nano particle to create a non-equilibrium steady state. At time $t=t_{\text {off }}$ the force is deactivated and the particle relaxes to a thermally equilibrated state in the laser trap. The evolution of the nano particle from the non equilibrium steady state to the equilibrated state is examined to investigate the fluctuation theorem, which can be written down as

$$
\begin{equation*}
\frac{p(-\Delta S)}{\Delta S}=e^{-\Delta S} \tag{3}
\end{equation*}
$$

where $\Delta S$ is the relative entropy change given by

$$
\begin{equation*}
\Delta S=\beta_{0} Q+\Delta \phi \tag{4}
\end{equation*}
$$

In the above equation, $Q$ is the heat absorbed by the bath, $\beta_{0}$ is the reciprocal temperature at which the heat is absorbed and $\Delta \phi$ is the difference of the trajectory dependent entropy. The fluctuation theorem [11], as expressed in (3), states that there is a measurable probablity for a finite system to violate the second law of thermodynamics for finite times. This does not stand in contradiction to the second law of thermodynamics itself, as it applies only to short times and does not happen for large systems or long time scales.
The investigation of the fluctuation theorem is performed for two different external forces. The first one is a feedback force and the second one is the feedback force combined with a parametric drive. The results show that the relaxation process for both initial non-equilibrium steady states generated by the external forces demonstrates the validity of the fluctuation theorem.

### 2.2 Model of the Surrounding Gas

J. Millen et al. [12] worked on a similar experimental setup (without the feedback mechanism) and investigated the heating of the particle in the trap as well as the gas surrounding the particle.

They start from the premise that there are 4 different temperatures one has to consider in such an experiment: the temperature of the gas particles before interacting with the nano particle $T_{\mathrm{imp}}$ (for impinging), the temperature of the gas particles after interaction $T_{\text {em }}$ (for emerging), the surface temperature of the nano particle $T_{\text {sur }}$ and the temperature of the center of mass of the nano particle $T_{\mathrm{COM}}$. The experimental setup and the different temperatures are shown in Fig. 2.


Figure 2: The experimental setup used by Millen et al. In a the experiment is schematically depicted and b shows a photograph of the actual experimental setup. In $\mathbf{c}$ the 4 different temperatures that are present during the experiment are illustrated and d shows the position of the particle in the trap over time. The image was taken from 12 .

The nano particle in the trap is absorbing heat from the laser which causes the surface temperature of the nano particle to be higher than the temperature of the surrounding gas. The impinging gas particles interact with the sphere, absorb some of the energy and emerge with a different temperature, which is in general not equal to the surface temperature. This means that the two temperatures of the gas, $T_{\mathrm{imp}}$ and $T_{\mathrm{em}}$, are not equal, the gas surrounding the nano particle is not in a thermal equilibrium, which is in contrast to the assumptions made in many optical tweezer experiments. Since the gas particles only interact with the nano particle in the trap and not which each other, this situation creates two heat baths of different temperatures with the nano particle acting as a mediator between those two baths. This situation is depicted in Fig. 3 .


Figure 3: Schematic picture of the two heat baths. The (hot) nano particle interacts with the (cold) incoming gas particles and they leave with a higher temperature. The incoming and outgoing particles do not interact with each other and thus create two separate heat baths with different temperatures. Image modified from [13].

The one dimensional Langevin equation (1) has to be modified to include the different friction coefficients of the two heat baths. The model derived in [12] is described in the following equation:

$$
\begin{equation*}
M \ddot{x}(t)+M\left(\Gamma^{\mathrm{imp}}+\Gamma^{\mathrm{em}}\right) \dot{x}(t)+M \omega^{2} x(t)=F^{\mathrm{imp}}+F^{\mathrm{em}} \tag{5}
\end{equation*}
$$

where $x$ is the position of the nano particle, $\dot{x}$ and $\ddot{x}$ are the velocity and the acceleration, respectively, $M$ is the mass, $\omega$ is the trap frequency, $\Gamma^{\mathrm{imp}}$ and $\Gamma^{\mathrm{em}}$ are the damping constants for the impinging particles and the emerging particles, respectively and $F^{\mathrm{imp}}$ and $F^{\mathrm{em}}$ are the associated noise terms, which satisfy $\left\langle F^{\mathrm{imp}}\right\rangle=\left\langle F^{\mathrm{em}}\right\rangle=0$ individually.
As described above, the impining and emerging gas particles form two independent heat baths with two different temperatures with $T_{\mathrm{em}}>T_{\mathrm{imp}}$ in general. This leads to two different friction coefficients and noise terms that have to be included in the Langevin equation.
Millen et al. investigate the dependence of the emerging temperature $T_{\mathrm{em}}$ on the intensity of the laser for different sized nano particles and different pressures. They show that the emerging gas temperature increases with increasing laser power and depends on the size of the nano particle, as the emerging gas temperature increases slower for bigger particles.
Where the experiment conducted by Gieseler et al. uses only the temperature of the heat bath for their model, Millen et al. establish four different temperatures that are present in the experiment: the temperature of the impinging and emerging gas particles, the surface temperature and the center of mass temperature of the nano particle in the trap. Since the center of mass motion of the nano particles
is the main objective in the experiment of Gieseler et al., the dependence of the center of mass temperature on laser intensity and the temperature of the impinging gas should be investigated, which will be done in this thesis. The questions I would like to answer are: How does the laser intensity influence the motion of the nano particle in the laser trap and its center of mass velocity? What impact does the impinging gas temperature have on the temperature of the center of mass? In the next section I will introduce the methods that will be used to simulate the system, followed by the results of the simulations and the conclusion of this thesis.

## 3 Simulation

The problem at hand can be studied on an atomic level with the use of computer simulation. There is a variety of methods for computer simulations that are widely used, one of which being molecular dynamics (MD) simulations.
The goal is to simulate the experiment depicted in Fig. 1 as accurately as possible. To achieve this, the setup has to be broken down into individual pieces that can be modeled by using existing methods. The nano particle will be approximated by a cube of particles, located on the sites of a FCC (face-centered cubic) lattice that interact via a Lennard-Jones potential. The laser serves two purposes: heating up and trapping the particle. The nano particle will be heated up using the eHEX algorithm and trapped using a harmonic potential. Surrounding the nano particle will be a gas chamber, that acts as a thermostat in the simulation, which will be modeled as a cubic box surrounding the nano particle. This box is filled with gas particles that interact with the nano particle via a soft-sphere potential and do not interact with one another.
The following section will give a brief overview of the concepts used to simulate every part of the experiment.

### 3.1 Molecular Dynamics

Molecular dynamics [14] simulations is a technique for simulating, as the name suggests, the dynamics of a classical many-body system. In this case, classical means, that the trajectories of the individual particles are calculated using classical mechanics rather then quantum mechanics. For relatively big atoms/molecules this is a very good approximation, whereas for systems consisting of hydrogen or helium the effects of quantum mechanics cannot be neglected and other methods have to be used.
The dynamics of the system are obtained by solving Newton's equations of motion for every particle.

### 3.2 The Velocity-Verlet Algorithm

When we look at the system from a microscopic standpoint, we see that it follows some kind of path in the phase space as time progresses. Every point in this space corresponds to a set of positions and momenta and the connection between two points corresponds to the evolution of the system from one state to another. As mentioned above, this evolution (the dynamics of the system) is a crucial element to molecular dynamics. Since the equations of motion cannot be solved analytically in general, we need to approximate the solution.
The method used here is called finite difference approach. The trajectory of the
system in the phase space is cut into finite pieces of length $\Delta t$ and the equations of motion are solved for every segment separately (see Fig. 4).
There are several ways to solve this kind of problem, but since we are interested in implementing it into a computer program the ideal solution should have some basic properties [15]:

- It should be fast and require little memory
- It should permit the use of a large time step $\Delta t$
- It should duplicate the classical trajectory as closely as possible
- It should satisfy known conservation laws
- It should be simple and easy to program

One algorithm that has all of the above mentioned features is the one proposed by Verlet [16]. In his paper, Verlet starts by Taylor expanding the coordinate vector $\mathbf{r}_{i}$ for one particle after one time step $\Delta t$ :

$$
\begin{equation*}
\mathbf{r}_{i}(t+\Delta t)=\mathbf{r}_{i}(t)+\dot{\mathbf{r}}_{i} \Delta t+\frac{1}{2} \ddot{\mathbf{r}}_{i} \Delta t^{2}+\frac{1}{3!} \dddot{\mathbf{r}}_{i} \Delta t^{3}+\mathcal{O}\left(\Delta t^{4}\right) \tag{6}
\end{equation*}
$$

Since the first derivative of the coordinate is the velocity, $\dot{\mathbf{r}}_{i}(t)=\mathbf{v}_{i}(t)$, and the second derivative of the coordinate is the acceleration, $\ddot{\mathbf{r}}_{i}(t)=\mathbf{a}_{i}(t)$, using Newton's law $\mathbf{F}_{i}(t)=m_{i} \mathbf{a}_{i}(t)$ equation (6) can be written as:

$$
\begin{equation*}
\mathbf{r}_{i}(t+\Delta t)=\mathbf{r}_{i}(t)+\mathbf{v}_{i}(t) \Delta t+\frac{1}{2 m} \mathbf{F}_{i}(t) \Delta t^{2}+\frac{1}{3!} \dddot{\mathbf{r}}_{i}(t) \Delta t^{3}+\mathcal{O}\left(\Delta t^{4}\right) \tag{7}
\end{equation*}
$$

The same calculation can be carried out for one time step before $t$ :

$$
\begin{equation*}
\mathbf{r}_{i}(t-\Delta t)=\mathbf{r}_{i}(t)-\mathbf{v}_{i}(t) \Delta t+\frac{1}{2 m} \mathbf{F}_{i}(t) \Delta t^{2}-\frac{1}{3!} \dddot{\mathbf{r}}_{i}(t) \Delta t^{3}+\mathcal{O}\left(\Delta t^{4}\right) \tag{8}
\end{equation*}
$$

The sum of these two equations yields

$$
\begin{equation*}
\mathbf{r}_{i}(t+\Delta t)+\mathbf{r}_{i}(t-\Delta t)=2 \mathbf{r}_{i}(t)+\frac{1}{2} \mathbf{F}_{i}(t) \Delta t^{2}+\mathcal{O}\left(\Delta t^{4}\right) \tag{9}
\end{equation*}
$$

and from this we get the final form for the new coordinates:

$$
\begin{equation*}
\mathbf{r}_{i}(t+\Delta t)=2 \mathbf{r}_{i}(t)+\mathbf{r}_{i}(t-\Delta t)+\frac{1}{2} \mathbf{F}_{i}(t) \Delta t^{2} \tag{10}
\end{equation*}
$$

This means that the new coordinates can be calculated using the current coordinates, the current forces and the coordinates from the past time step.


Figure 4: Simplified graphical schematic of the finite difference approach. The evolution of the system from a point $\left(r^{N}(t), p^{N}(t)\right)$ in the phase space is approximated by slicing it up into pieces of length $\Delta t$. On every stop after the starting point $(t+\Delta t, t+2 \Delta t, t+3 \Delta t, \ldots)$ the equations of motion can be solved numerically.

From equation (10) one thing becomes clear: the velocities are not necessary to calculate the new positions and they are not computed in the process, but for the calculation of i.e. the kinetic energy the velocities are needed. Thus, the velocities have to be calculated with a combination of the Taylor expansions of the coordinate vectors at $t+\Delta t$ and $t-\Delta t$ :

$$
\begin{equation*}
\mathbf{r}_{i}(t+\Delta t)-\mathbf{r}_{i}(t-\Delta t)=2 \mathbf{v}_{i}(t) \Delta t+\mathcal{O}\left(\Delta t^{3}\right) \tag{11}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
\mathbf{v}_{i}(t)=\frac{\mathbf{r}_{i}(t+\Delta t)-\mathbf{r}_{i}(t-\Delta t)}{2 \Delta t}+\mathcal{O}\left(\Delta t^{2}\right) \tag{12}
\end{equation*}
$$

This approach has the advantage that it is fast, requires little memory and is reliable in the sense that there is no energy drift occuring during the simulation, which means that the energy is conserved. When we compare this to the list of desired properties this seems like a good algorithm.
This algorithm however has two significant disatvantages. The first one is the calculation of the velocities. As can be seen in equation (12), the accuracy of the calculation is only $\mathcal{O}\left(\Delta t^{2}\right)$ while the positions can be calculated with an error of order $\Delta t^{4}$. The other big disatvantage is the first step of the algorithm. Since the calculation of the new positions requires the current positions and the ones from one time step before, which technically do not exist.

The solutions to this problem is to include the stepwise calculation of the velocities [17]. For this we start again with the Taylor expansion of the coordinates vector (7) and instead of Taylor expanding $\mathbf{r}_{i}(t-\Delta t)$, we write it as

$$
\begin{equation*}
\mathbf{r}_{i}(t)=\mathbf{r}_{i}(t+\Delta t)-\mathbf{v}_{i}(t+\Delta t) \Delta t+\frac{1}{2 m} \mathbf{F}_{i}(t+\Delta t) \Delta t^{2} \tag{13}
\end{equation*}
$$

Using (7) in the abvove equation we get

$$
\begin{align*}
\mathbf{r}_{i}(t) & =\mathbf{r}_{i}(t)+\mathbf{v}_{i}(t) \Delta t+\frac{1}{2 m} \mathbf{F}_{i}(t) \Delta t^{2}  \tag{14}\\
& -\mathbf{v}_{i}(t+\Delta t) \Delta t+\frac{1}{2 m} \mathbf{F}_{i}(t+\Delta t) \Delta t^{2}
\end{align*}
$$

and thus

$$
\begin{equation*}
\mathbf{v}_{i}(t+\Delta t)=\mathbf{v}_{i}(t)+\frac{1}{2 m}\left(\mathbf{F}_{i}(t)+\mathbf{F}_{i}(t+\Delta t)\right) \Delta t \tag{15}
\end{equation*}
$$

With the addition of this equation this algorithm is called the Velocity-Verlet algorithm, which is summarized in the following two equations:

$$
\begin{array}{r}
\mathbf{r}_{i}(t+\Delta t)=\mathbf{r}_{i}(t)+\mathbf{v}_{i}(t) \Delta t+\frac{1}{2 m} \mathbf{F}_{i}(t) \Delta t^{2}  \tag{16}\\
\mathbf{v}_{i}(t+\Delta t)=\mathbf{v}_{i}(t)+\frac{1}{2 m}\left[\mathbf{F}_{i}(t)+\mathbf{F}_{i}(t+\Delta t)\right] \Delta t
\end{array}
$$

This algorithm is self starting, uses a small amount of memory, conserves the energy (not exactly) and gives a very good approximation to the originial trajectory in the phase space. To program this algorithm the following steps are needed:

1. Calculate all the forces between the particles (for the first step only)
2. Calculate the new positions with current velocity and forces
3. Calculate first half of the new velocities with current forces
4. Calculate all the forces for the new position
5. Use new forces to calculate second half of new velocities

The first point only has to be carried out for the first step, because the forces have not been calculated at this point. As the forces are calculated for the new positions in step 4, they can be used for the next time step. For the first time step the velocities have to be chosen randomly and are calculated with this algorithm from that point forward.

### 3.3 The Nano Particle

The glass particle from the experiment will be modeled as a system of particles interacting via a Lennard-Jones pair potential,

$$
\begin{equation*}
U(r)=4 \varepsilon\left[\left(\frac{\sigma}{r}\right)^{12}-\left(\frac{\sigma}{r}\right)^{6}\right] \tag{17}
\end{equation*}
$$

where $\varepsilon$ is the depth of the potential well (and thus its unit is energy) and $\sigma$ is the distance at which the potential is zero. The form of the potential and the relation to the parameters is depicted in Fig. 5. Since $\varepsilon$ and $\sigma$ are crucial parameters for


Figure 5: The Lennard-Jones 12-6 potential from 17. The x-axis is the particle distance divided by $\sigma$ and the y -axis is the potential divided by the depth of the potential well.
the simulation and do not change over time, it is practical to use them to define the dimensions of the system. This means that the unit of distance is $\sigma$, the unit of energy is $\varepsilon$ and the unit of mass is the mass of the simulated particle. The so called reduced units can be constructed from these three parameters and put into relation to the original units. Here are some examples:

- distance: $r^{*}=r / \sigma$
- potential energy: $U^{*}=U / \varepsilon$
- temperature: $T^{*}=k_{B} T / \varepsilon$
- time: $t^{*}=t \sqrt{\varepsilon /\left(m \sigma^{2}\right)}$
- pressure: $P^{*}=P \sigma^{3} / \varepsilon$
- density: $\rho^{*}=\rho \sigma^{3}$

One very popular choice for the simulated atoms is Argon because it is an inert gas and the atoms behave approximately like hard spheres which attract each other with weak van der Waals forces, which justifies the use of the Lennard-Jones potential. Argon has a mass of $m=6.69 \times 10^{-26} \mathrm{~kg}, \sigma=3.4 \times 10^{-10} \mathrm{~m}$ and $\varepsilon=1.65 \times 10^{-21} \mathrm{~J}$.
With the above introduced reduced units, the Lennard-Jones potential can be written as

$$
\begin{equation*}
U\left(r^{*}\right)=4\left[r^{*-12}-r^{*-6}\right] . \tag{18}
\end{equation*}
$$

Since the reduced units will be used throughout the rest of this thesis, I will drop the asterisk henceforth.
From the Lennard-Jones potential the corresponding force can be calculated by taking the derivative with respect to the direction of interest:

$$
\begin{align*}
F_{x} & =-\frac{\partial}{\partial x} U(r) \\
& =-\frac{\partial}{\partial x} 4\left[r^{-12}-r^{-6}\right] \\
& =-4\left[(-12) r^{-13}-(-6) r^{-7}\right] \frac{\partial r}{\partial x} \\
& =48\left[r^{-13}-0.5 r^{-7}\right] \frac{x}{r} \\
& =48\left[r^{-14}-0.5 r^{-8}\right] x \tag{19}
\end{align*}
$$

The force in the $y$ and $z$ direction can be calculated analogously.
As can be seen in Fig. 5, the potential is very close to 0 at about $r / \sigma=2.5$. This means that any contribution of the potential energy after this point is vanishingly small. To save computing time it is common practice to cut off the potential at a certain point and not to calculate the contribution for distances beyond that. The cut-off distance for this thesis was set to $r=2.5 \sigma$.
The initial configuration of the particles is a face centered cubic (FCC) lattice. A schematic of the FCC lattice is depicted in Fig. 6a. With the choice of FCC as initial configuration, there are optimal numbers for the numbers of the particles in the system. Since one FCC cell shares its atoms with its next neighbours, the number of atom per unit cell is $4-1 / 8$ of a particle on eight corners and $1 / 2$ of a particle on six faces. The whole system of atoms is then created by repeating this cell structure. One convenient way is to arrange the unit cells in a cubic system, so if there are $M$ FCC unit cells on one edge, the whole system consists of $M^{3}$ cells. Since there are 4 particles per cell, there are ideal or so called magic numbers for atoms for which this setup works perfectly: $N=4 M^{3}=$ $4,32,108,256,500,864, \ldots$.
There are several ways to achieve this initial configuration and the one used in

(a) Schematic figure of a face-centered cubic (FCC) lattice.

(b) Setup for successively building a FCC lattice.
this thesis [18] was to create a kind of unit cell consisting of four atoms, as shown in Fig. 6b, which can be described by a set of points

$$
\begin{aligned}
& p_{1}=\{0,0,0\} \\
& p_{2}=\{0.5 a, 0.5 a, 0\} \\
& p_{3}=\{0.5 a, 0,0.5 a\} \\
& p_{4}=\{0,0.5 a, 0.5 a\}
\end{aligned}
$$

From the particle number $N$ and the number of FCC unit cells per edge $M$ the lattice constant a can be calculated

$$
\begin{equation*}
a=\frac{L}{M} \tag{20}
\end{equation*}
$$

where $L$ is the side length of the cube that represents the nano particle and it is calculated via the density of the system

$$
\begin{equation*}
L=\sqrt[3]{\frac{N}{\rho}} \tag{21}
\end{equation*}
$$

With the lattice constant and the 4 points of the FCC cell, all the particles can be put into place.

### 3.4 The Laser Beam - Energy Influx

The nano particle is trapped in the laser beam. While the motion of the center of mass is localized, the individual atoms that make up the glass sphere absorb the energy from the laser which increases their velocity.
To simulate this kind of behaviour, thermostat algorithms [19] such as the NoséHoover [20, 21] or the Andersen [22] algorithms are often used in simulation to change the temperature of the system in a controllable way.
The problem with these kind of algorithms is that a target temperature has to be
fixed which will be reached at some point. In order to simulate the influx of energy from the laser it would be better to have an algorithm that supplies the system with a certain amount of energy continuously. Fortunately, such an algorithm exists.
The algorithm is called Heat Exchange Algorithm (HEX) [23]. Its intended purpose is the use in non-equilibrium molecular dynamics (NEMD) to study transport phenomena and determine transport coefficients. The algorithm works by introducing two regions in the system, one serving as a heat source and the other as a heat sink. A specific amount of heat is then exchanged between those two reservoirs. As it turns out however, this algorithm introduces an energy shift for longer simulation times. This led Wirnsberger et al. [24] to revisit the algorithm and identify the cause of this energy drift, to create a more suitable algorithm, which they called eHEX.
As in the HEX algorithm, regions are introduced to the system which act either as heat sinks or heat sources. These are labelled with $\Gamma_{k}$, where $k>0$, and have corresponding amount of exchanged heat $\Delta Q_{\Gamma_{k}}$. If $\Delta Q_{\Gamma_{k}}$ is negative, heat is subtracted from the system and vice versa. Regions that neither act as heat source or heat sink are labelled with $\Gamma_{0}$, which are also called Hamiltonian regions (see Fig. 7). The centers of mass of the particles in simulation box, denoted by $\Omega$, and the regions $\Gamma_{k}$ are assumed to be moving with velocities $v_{\Omega}$ and $v_{\Gamma_{k}}$ respectively.
The change of the energy in a region $\Gamma_{k}$ is achieved by rescaling the velocities by a factor $\xi_{k}$ and shifted by the velocity of the corresponding region:

$$
\begin{equation*}
\mathbf{v}_{i} \rightarrow \overline{\mathbf{v}}_{i}=\xi_{k} \mathbf{v}_{i}+\left(1-\xi_{k}\right) \mathbf{v}_{\Gamma_{k}} \tag{22}
\end{equation*}
$$

The bar over a quantity denotes the value after the exchange of heat.
The factor $\xi_{k}$ is given by

$$
\begin{equation*}
\xi_{k}=\sqrt{1+\frac{\Delta Q_{\Gamma_{k}}}{\mathcal{K}_{\Gamma_{k}}}} \tag{23}
\end{equation*}
$$

where $\Delta Q_{\Gamma_{k}}$ is the exchanged heat in the region $\Gamma_{k}$ and $\mathcal{K}_{\Gamma_{k}}$ is the non-translational kinetic energy of the region $\Gamma_{k}$ and is given by

$$
\begin{equation*}
\mathcal{K}_{\Gamma_{k}}=\sum_{i \in \gamma_{k}} \frac{m_{i} v_{i}^{2}}{2}-\frac{m_{\Gamma_{k}} v_{\Gamma_{k}}^{2}}{2} \tag{24}
\end{equation*}
$$

The sum is taken over all indices in $\gamma_{k}$ which is the set of indices of particles in the region $\Gamma_{k}$.
For the final version of the eHEX algorithm there are three more quantities needed. The first one is the heat flux per time step, denoted by $\mathcal{F}_{\Gamma_{k}}$ :

$$
\begin{equation*}
\mathcal{F}_{\Gamma_{k}}=\frac{\Delta Q_{\Gamma_{k}}}{\Delta t} \tag{25}
\end{equation*}
$$



Figure 7: Setup for the use of the HEX and eHEX algorithms. The simulationbox $\Omega$, which is moving with a velocity of $v_{\Omega}$, contains a heat source (red), $\Gamma_{1}$, which is moving with velocity $v_{\Gamma_{1}}$ and a heat sink (blue), $\Gamma_{2}$, which is moving with velocity $v_{\Gamma_{2}}$. The regions that are neither heat sources or heat sinks are denoted by $\Gamma_{0}$. Image tagen from [24].

The second one is the thermostatting force $\boldsymbol{\eta}_{i}$, which is defined as

$$
\boldsymbol{\eta}_{i}= \begin{cases}m_{i} \frac{\mathcal{F}_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}}{2 \mathcal{K}_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}}\left(\mathbf{v}_{i}-\mathbf{v}_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}\right) & \text { if } k\left(\mathbf{r}_{i}\right)>0  \tag{26}\\ 0 & \text { otherwise }\end{cases}
$$

where $k\left(\mathbf{r}_{i}\right)$ is the index of the region in which particle $i$ located, i.e. $k\left(\mathbf{r}_{i}\right)=0$ means that the particle is in a Hamiltonian region and $k\left(\mathbf{r}_{i}\right)>0$ denotes the heat sinks and sources.
The last quantity is the one that corrects the long term energy drift of the HEX algorithm, denoted by $\mathcal{E} r_{i, \alpha}$. The analysis and derivation of this term is given in [24].

$$
\begin{align*}
\mathcal{E} r_{i, \alpha} & =\frac{\eta_{i, \alpha}}{m_{i} \mathcal{K}_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}}\left[\frac{\mathcal{F}_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}}{48}+\frac{1}{6} \sum_{j \in \gamma_{k\left(\mathbf{r}_{i}\right)}} \mathbf{f}_{j} \cdot\left(\mathbf{v}_{j}-\mathbf{v}_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}\right)\right] \\
& -\frac{\mathcal{F}_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}}{12 \mathcal{K}_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}}\left[\frac{f_{i, \alpha}}{m_{i}}-\frac{1}{m_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}} \sum_{j \in \gamma_{k\left(\mathbf{r}_{i}\right)}} f_{j, \alpha}\right] \tag{27}
\end{align*}
$$

The $\mathbf{f}$ in the above equation denotes the force corresponding to the chosen intermolecular potential $U(\mathbf{r})$,

$$
\begin{equation*}
\mathbf{f}=-\nabla_{\mathbf{r}_{i}} U\left(\mathbf{r}_{i}\right) \tag{28}
\end{equation*}
$$

With all the necessary quantities established, the updating sequence of the eHEX algorithm can be written down:

$$
\begin{align*}
\overline{\mathbf{v}}_{i}^{n} & =\xi_{k\left(\mathbf{r}_{i}\right)}^{n} \mathbf{v}_{i}^{n}+\left(1-\xi_{k\left(\mathbf{r}_{i}\right)}^{n}\right) \mathbf{v}_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}^{n}  \tag{29a}\\
\overline{\mathbf{v}}_{i}^{n+\frac{1}{2}} & =\overline{\mathbf{v}}_{i}^{n}+\frac{\Delta t}{2 m_{i}} \mathbf{f}_{i}^{n}  \tag{29b}\\
\overline{\mathbf{r}}_{i}^{n+1} & =\mathbf{r}_{i}^{n}+\Delta t \overline{\mathbf{v}}_{i}^{n+\frac{1}{2}}  \tag{29c}\\
\mathbf{f}_{i}^{n+1} & =-\left.\nabla_{\mathbf{r}_{i}} U(\mathbf{r})\right|_{\mathbf{r}=\overline{\mathbf{r}}^{n+1}}  \tag{29d}\\
\overline{\mathbf{v}}_{i}^{n+1} & =\overline{\mathbf{v}}_{i}^{n+\frac{1}{2}}+\frac{\Delta t}{2 m_{i}} \mathbf{f}_{i}^{n+1}  \tag{29e}\\
\mathbf{v}_{i}^{n+1} & =\bar{\xi}_{k\left(\mathbf{(}_{i}\right)}^{n+} \overline{\mathbf{v}}_{i}^{n+1}+\left(1-\bar{\xi}_{k\left(\mathbf{r}_{i}\right)}^{n+1}\right) \overline{\mathbf{v}}_{\Gamma_{k\left(\bar{r}_{i}\right)}}^{n+1}  \tag{29f}\\
\mathbf{r}_{i}^{n+1} & =\overline{\mathbf{r}}^{n+1}-\Delta t^{3} \mathcal{E} \overline{\mathbf{r}}_{i}^{n+1} \tag{29~g}
\end{align*}
$$

This algorithm can be adapted for the problem of the levitating nano sphere in the laser beam by adjusting the setup and some of the parameters.
Firstly, the setup of the heat sinks and sources has to be changed. Since there is only energy pumped into the system from the outside, the region acting as a heat sink vanishes and the region acting as a heat source spans over the whole simulation box. This means that, using the notation of Fig. $7, \Omega=\Gamma_{1}$. Furthermore, neither the center of mass of the particles the simulation box nor the heat source are moving, i.e. $\mathbf{v}_{\Omega}=\mathbf{v}_{\Gamma_{1}}=0$. This affects the non-translational kinetic energy term $\mathcal{K}_{\Gamma_{1}}$, the thermostatting force $\boldsymbol{\eta}$ and the correction term $\mathcal{E} \mathbf{r}$. Since there is only one region acting as a heat source, the terms $\Delta Q, \mathcal{K}$ and $\mathcal{F}$ don't need an index. The summation index in (24) and (27) can be changed to the number of particles in the system, $N$, since all the particles are within the heat exchanging region. The masses are set to 1 , i.e. $m_{i}=1$ with the chosen reduced units and with this the total mass of the region (in the term $1 / m_{\Gamma_{k\left(\mathbf{r}_{i}\right)}}$ in (27)) is equal to the number of particles in the system. With these changes, the quantities can be written down
as:

$$
\begin{align*}
\mathcal{K} & =\sum_{N} \frac{v_{i}^{2}}{2}  \tag{30}\\
\xi & =\sqrt{1+\frac{\Delta Q}{\mathcal{K}}}  \tag{31}\\
\mathcal{F} & =\frac{\Delta Q}{\Delta t}  \tag{32}\\
\boldsymbol{\eta}_{i} & =\frac{\mathcal{F}}{2 \mathcal{K}} \mathbf{v}_{i}  \tag{33}\\
\mathcal{E} r_{i, \alpha} & =\frac{\eta_{i, \alpha}}{\mathcal{K}}\left[\frac{\mathcal{F}}{48}+\frac{1}{6} \sum_{N} \mathbf{f}_{j} \cdot \mathbf{v}_{j}\right] \\
& -\frac{\mathcal{F}}{12 \mathcal{K}}\left[f_{i, \alpha}-\frac{1}{N} \sum_{N} f_{j, \alpha}\right] \tag{34}
\end{align*}
$$

This means that the laser is modeled to be pumping energy into the system, which increases the velocities of the particles in the system over time, while the center of mass motion is not affected by this.

### 3.5 The Laser Beam - Trapping

As mentioned above, the glass particle is trapped in the laser beam and the position of the particle is localized. This behaviour has to be modeled as well.
The approximation of the original paper [9], where the movements in the three spatial directions are decoupled will be used in the model as well. As to the model of the trapping force itself, the most straightforward approach is to use a harmonic oscillator potential. The force and the corresponding potential can be written as

$$
\begin{align*}
\mathbf{F} & =-k\left[\mathbf{r}_{\mathrm{COM}}-\mathbf{x}_{0}\right]  \tag{35}\\
U & =\frac{1}{2} k\left[\mathbf{r}_{\mathrm{COM}}-\mathbf{x}_{0}\right]^{2} \tag{36}
\end{align*}
$$

where $\mathbf{x}_{0}$ is the position of minimal potential energy, $\mathbf{r}_{\mathrm{COM}}$ is the position of the center of mass and $k$ is the spring constant. To calculate the center of mass positions and velocities, the positions and velocities of all particles have to be summed up and divided by the particle number:

$$
\begin{equation*}
\mathbf{r}_{\mathrm{COM}}=\frac{1}{N} \sum_{i=1}^{N} \mathbf{r}_{i} \tag{37}
\end{equation*}
$$

To use this in the simulation, the distance of the center of mass to the desired point of minimal potential energy and then the corresponding force is calculated and added to the interaction force of each atom.

### 3.6 Surrounding Gas - Thermostat

Without any equilibrating mechanism the setup described by now would lead to the system heating up indefinitely, which is not desirable. Furthermore, the goal is to recreate the experiment as close as possible. Since the nano particle is trapped in a laser beam within a vacuum chamber, the surrounding gas has to be modeled as well. In the next step we will introduce the surrounding gas of the gas chamber that will absorb some of the energy in the system, leading to the final state. Generally, pressure is introduced to the system by surrounding the object of interest (in this case the glass nano sphere) with a thermostatting pressure medium. There are two main requirements for the choice of such a pressure medium: the exerted pressure must be hydrostatic and the computation of the interaction between the pressure medium and the object of interest must not take up a lot of resources.
The model used in this thesis was developed by Grünwald and Dellago [25] and uses an ideal gas of non-interacting particles as thermostatting pressure medium. The particles of this pressure medium flow into the simulation from an outside volume, whose geometry is based on the form of the object of interest (this will be referred to as the minimal volume of cells) and leave the simulation box if their position reaches the boundary of this minimal volume of cells. The minimal volume of cells is based on cell lists used in the simulation. Cell lists are a method of saving computing time by dividing the simulation box in cells with a side length equal to or greater than the cutoff radius $r_{C}$. The particles are then sorted into these cells and the interaction between the particles is only calculated for other particles within the same and neighbouring cells. For the minimum volume of cells used in the thermostat algorithm all cells filled with particles and one additional cell for the interaction partners is used.
This algorithm is a very good approximation of the situation in the experiment. There the gas particles only interact with the nano particle in the laser trap and not with eatch other. After this interaction the gas particles emerge with a slightly higher temperature and leave the vicinity of the nano particle. Moreover, the algorithm uses an ideal gas as a pressure medium, which allows us to simulate the dynamics of the interaction that is happening in the experiment.

The gas particles interact with the object via a soft-sphere potential of the
form

$$
\begin{equation*}
U(r)=\varepsilon\left(\frac{\sigma}{r}\right)^{12} \tag{38}
\end{equation*}
$$

where $\varepsilon$ is the interaction strength, $\sigma$ is the interaction range and $r$ is the distance between the gas particle and the interacting particle. The gas particles do not interact with one another in this model.
In order to increase the efficiency of the computing process, $\sigma$ should be chosen carefully. For larger $\sigma$, the number of interaction partners increases, which increases the number of force calculations which are a very time consuming part. For smaller $\sigma$ the possibility for gas particles reaching the inside of the nano particle increases, which is not desirable. So $\sigma$ should be chosen small enough to keep the force calculations at a minimum and large enough for the particle to stay on the outside of the crystal. In the computer simulations performed for this thesis, the interaction length is chosen to be $\sigma=1$ with a cut-off radius of $r_{c}=2.5$. The algorithm can be performed by following these steps:

1. Randomly draw the number of particles that are created on a single side of the minimal volume of cells, $N_{\mathrm{fac}}$, from a Poisson distribution with mean value

$$
\begin{equation*}
\left\langle N_{\mathrm{fac}}\right\rangle=\Delta t L^{2} P \sqrt{\frac{1}{2 \pi m k_{B} T}} \tag{39}
\end{equation*}
$$

where $\Delta t$ is the time step of the simulation, $L$ is the side length of the cell in which the particle is created, $P$ is the desired pressure, $m$ is the mass of the gas particle, $k_{B}$ is the Boltzmann constant (which will be set to 1 in reduced units) and $T$ is the desired temperature. This chosen number of particles is then uniformly distributed over the face of the cell on which they are created. The velocities of the created particles are drawn from two different random number distributions. The component of the particle velocity perpendicular to the surface is drawn from a Rayleigh distribution of the form

$$
\begin{equation*}
p\left(v_{i}\right)=\frac{m}{k_{B} T} v_{i} e^{-\frac{m v_{i}^{2}}{2 k_{B} T}} \tag{40}
\end{equation*}
$$

The other components of the particles' velocity are drawn from a MaxwellBoltzmann distribution.
2. Perform the first step of the velocity Verlet algorithm to propagate the particle positions by one time step.
3. Check if any gas particles have left the minimal volume of cells and remove those which have.
4. Check if the geometry of the crystal and with it the minimal volume of cells has changed. If it has, remove all gas particles in the cells that are no longer needed. Then insert new gas particles to the created cells with a number drawn from a Poisson distribution with mean value

$$
\begin{equation*}
\left\langle N_{\text {ins }}\right\rangle=\frac{P L^{3}}{k_{B} T} \tag{41}
\end{equation*}
$$

If the length of the cell $L$ is chosen to be equal to the cut-off radius $r_{c}$, this insertion should only be carried out with a probability of

$$
\begin{equation*}
P_{\text {ins }}=e^{-\frac{U}{k_{B} T}} \tag{42}
\end{equation*}
$$

(where $U$ is the interaction energy between the gas particle and the crystal) because it is possible that the inserted particle is within the interaction range of the crystal.
5. Compute all forces.
6. Perform the second step of the velocity Verlet and propagate the particle velocities by one time step.

This algorithm is formulated in a general fashion, so that a wide range of crystals and geometries can be used. Although the shape of the nano particle changes over the course of the simulation, it is not necessary to change the geometry of the surrounding box. The algorithm will therefore not be carried out using cell-lists and a minimal volume of cells that is changing over the course of the simulation, but rather a fixed setup of the volume surrounding the nano particle.
Since the particle itself is modeled as a cube, a straighforward approach is surrounding it by a bigger cube. The distance between the cube face and the nano particle is chosen to be the side length of the nano particle, so the setup will properly scale for different numbers of particles. The schematic setup for this is depicted in Fig 8 .


Figure 8: Schematic setup for the barostat. The outer volume (blue) is one side length $s$ away from the nano particle (black) which means that the side length of the face of the surrounding box is $L=3 s$. The gas particles are created along the blue lines of the outer volume. Since the overall geometry of the nano particle does not change, the geometry of the outer volume will be constant throughout the simulation.

## 4 Results

Since the simulation consists of various parts that have to work together, we first need to check if every part itself works.

### 4.1 The Crystal

The first element of the simulation is the setup of the FCC lattice on which the particles are placed on. To check if this is done correctly, we can use a visualisation and rendering software such as VMD[26] or OVITO[27]. The rendered image of the nano particle can be seen in Fig. 9. To see that the particles form a FCC lattice a perspective is chosen, where the three layers of the FCC lattice are visible. These layers are generated by stacking the atoms onto the gap between two atoms. In a FCC lattice there are three distinct layers, which means that the atoms of the fourth layer are on the same position as the atoms in the first layer.


Figure 9: A rendered image of the FCC lattice. The chosen color-coding along the ( $1,1,1$ ) Miller-index highlights the layers for this perspective. The perspective is chosen to see the layering of the FCC lattice with its 3 layer structure. The black box acts as a reference point to outline the geometry of the system.

### 4.2 Velocity Verlet

The simulation of the nano particle without the gas is taking place in a NVE ensemble from a thermodynamic point of view. This means that the particle number $N$, the volume $V$ and the total energy $E$ are constant. The initial velocities of the particles are chosen randomly from a Maxwell-Boltzmann distribution. To ensure that the system behaves the way it is intended to, small adjustments have to be made in the beginning of the simulation of the nano particle.
The first adjustment that needs to be made is making sure that the system is staying in place and not floating away. To do this, the velocity vectors of all the atoms in the system have to be added to get the resulting velocity vector for the whole system. This resulting vector is then divided by the number of particles in the system and the resulting vector is then subtracted from every velcocity vector of every atom in the system.

$$
\begin{align*}
\mathbf{v}_{\mathrm{COM}} & =\frac{1}{N} \sum_{i=1}^{N} \mathbf{v}_{i}  \tag{43}\\
\mathbf{v}_{i}^{\mathrm{new}} & =\mathbf{v}_{i}-\mathbf{v}_{\mathrm{COM}} \tag{44}
\end{align*}
$$

This adjustment only needs to be done just after randomly choosing the velocities, as there is no force present at this point that would cause the nano particle to move.
As mentioned above, the velocities are chosen from a Maxwell-Boltzmann distribution, which means choosing each component from a Gaussian distribution. As
it is very unlikely for the atoms to be sitting exactly on a FCC lattice, the first few time steps are needed for the equilibriation of the system. Due to this process the temperature of the system can change slightly and vary from the desired temperature. If the system should have a specific starting temperature $T$, the velocities need to be scaled accordingly. This rescaling is done by summing the square of the velocities (this equals calculating the kinetic energy since the masses are set to 1 ) and rescale them by a factor $\lambda$ :

$$
\begin{align*}
E & =\sum_{i=1}^{N} \frac{\mathbf{v}_{i}^{2}}{2}  \tag{45}\\
\lambda & =\sqrt{\frac{3(N-1) T}{2 E}}  \tag{46}\\
\mathbf{v}_{i}^{\text {new }} & =\lambda \mathbf{v}_{i} \tag{47}
\end{align*}
$$

This process has to be done a couple of times, until the system equilibrates to the desired temperature. If we look at the energy values in Fig. 10 we can see the jumps before the system equilibrates to a constant value. This equilibration process divides the simulation in two phases: the equilibration phase and the measurement phase. In the equilibration phase, the system has time to reach a configuration that is (as the name suggests) in an equilibrated state. During this phase, there are usually no measurements (such as energy) performed, since the values from this phase are distorting the mean value of the simulation. That is why the configurations from the equilibration phase are discarded and the measurement phase takes place, where the values do get calculated and are used to determine the mean values.

## 4.3 eHEX

The next checkpoint is the eHEX algorithm. Since it contains several steps and variables that have to be calculated, this algorithm is very prone to errors. Perhaps the most crucial of those variables in the algorithm is the amount of heat injected into the system, $\Delta Q$. The effect of the value of this variable on the system has therefore to be checked to make sure the system is not overheating.
The investigation of the effects on the system can be done in two ways: examining the development of the temperature and the energy of the system during the application of the algorithm (similar to the way it's been done with the velocity Verlet) and comparing the effect of different values of $\Delta Q$.
Since the eHEX algorithm injects heat into the system, one would expect the energy and the temperature to rise during the application of the algorithm. In Fig. 11 we can see that exactly this is happening. The graph shows a velocity


Figure 10: Temperature and energy in the equilibration phase of the nano particle without the gas with a time step of $\Delta t=0.02$. The velocity rescaling (see eq. 45 - 47 ) is taking place every 1000 th step until the 9000 th, which can be seen in the energy curve whre the jumps are happening. The desired temperature in this case is $T^{*}=0.2$, which is reached after about 7000 steps. The fluctuation of the energy is due to the introduction of the cutoff radius $r_{C}$ which is set at $r_{C}=2.5$.

Verlet phase (that follows an equilibration phase which is not recorded) of constant temperature and energy and an eHEX phase, where the temperature and the enrgy are constantly rising. The comparison of different values of $\Delta Q$ can be seen in Fig. 12. As the correlation between the temperature and the energy has been shown in Fig. 11, the plotting of the temperature data should suffice.

### 4.4 Thermostat

The ideal gas thermostat/barostat, as described previously, keeps the system from overheating. The barostat algorithm is applied at the same time as the eHEX algorithm, after the velocity Verlet has equilibrated the system.
The eHEX algorithm is pumping energy into the nano particle while the surrounding gas particles absorb excessive energy. This leads to the development of a new, higher steady temperature of the nano particle, which can be seen in Fig. 13.


Figure 11: Comparison of temperature (red) and energy (blue) during the application of the eHEX algorithm with $\Delta Q=0.04$ (in reduced units). The first 20000 timesteps, the energy and temperature are constant during the application of the velocity Verlet algorithm and start to rise, once the eHEX algortithm takes over. The values for the temperature can be seen on the ordinate on the left hand side and the values for the energy on the right hand side.

### 4.5 Simulation of the Experiment

Now that the functionality of every individual part has been established, the main question can be tackled: how does the laser intensity influence the center of mass motion of the nano particle? And which influence does the surrounding gas exert? In order to investigate the origin of the motion of the center of mass, we first need to check whether the eHEX algorithm itself has any influence on the center of mass motion. This is done by applying the algorithm without the thermostat and calculating the center of mass velocity. This turns out to be the case, i.e. the center of mass motion stands still.
To check the integrity of the algortihm, a simple case needs to be tested. Such a


Figure 12: Comparison of different values for $\Delta Q$, ranging from 0 to 0.09 . Up to time $t=200$ only the velocity Verlet algorithm is applied which is followed by the application of the eHEX algorithm at different values for $\Delta Q$. As the value $\Delta Q=0$ corresponds to no heat being injected into the system, it is not surprising that the temperature remains constant. The graph shows that an increase in $\Delta Q$ leads to an increase in the rate of warming up, which means that for bigger $\Delta Q$, the system is heating up more quickly.
simple case is $\Delta Q=0$, i.e. no energy being pumped into the system. The expected outcome of this case is a thermal equilibration between the incoming gas particles, the outgoing gas particles and the center of mass motion of the nano particle with the incoming gas temperature being the reference value. The measurement yields this result and backs up the claim. Furthermore, the internal temperature of the nano particle also equilibrates to the temperature of the surrounding gas. This was checked on a system with pressure $P=0.8$, temperature of the incoming particles $T_{\mathrm{imp}}=0.05$, internal temperature of the nano particle $T_{\text {intern }}=0.2$ and a system


Figure 13: Temperature of the system during the application of the eHEX and the barostat algorithm. During the first 20000 steps the system is in equilibrium while the velocity Verlet algorithm is applied. After that, the eHEX and the barostat algorithms are turned on. This leads to an increase in temperature until a new steady temperature is reached.
size of $N=32$ atoms in the nano particle. The resulting temperatures are:

$$
\begin{aligned}
T_{\mathrm{em}} & =0.0494 \pm 0.0009 \\
T_{\mathrm{COM}} & =0.051 \pm 0.108 \\
T_{\mathrm{int}} & =0.048 \pm 0.007
\end{aligned}
$$

The calculation of the temperature is done by using the following equations:

$$
\begin{align*}
E & =\frac{m}{2 M} \sum_{i} \vec{v}_{i}^{2}  \tag{48}\\
E_{\text {Kin }} & =\frac{f}{2} k_{B} T \tag{49}
\end{align*}
$$

In the first line, $m$ denotes the mass, which is $m=0.1$ for the gas particles, $m=1$ for the atoms in the nano particle and $m=32$ for the center of mass. $M$ denotes the number of particles that are being summed over, which is $M=1$ for the center of mass, $M=32$ for the internal temperature and fluctuates for the outgoing gas particles. The number of the outgoing particles is not constant and depends heavily on the pressure and the temperature of the impinging gas particles, as can be seen in (39). In the second line, $f$ denotes the number of degrees of freedom of the system, which is $f=3$ for all three systems. Putting these two equations together, we get an equation for the temperature:

$$
\begin{equation*}
k_{B} T=\frac{m}{3 M} \sum_{i} \vec{v}_{i}^{2} \tag{50}
\end{equation*}
$$

Since this describes an instantaneous value, the mean value of the kinetic energy over the course of the simulation has to be used to get the mean value of the temperature of each subsystem. The instantaneous values compared with the mean values can be seen in Figs. 14 , 15 and 16 .
With the calculated mean temperature of the center of mass, we can take a look at the distribution of the components of the center of mass velocity. The expected distribution is a Gaussian with variance $\sigma^{2}=\frac{k_{B} T}{m}$, i.e.

$$
\begin{equation*}
p\left(v_{i}\right)=\sqrt{\frac{m}{2 \pi k_{B} T}} e^{-\frac{x^{2} m}{2 k_{B} T}} \tag{51}
\end{equation*}
$$

where $i$ denotes the chosen component of the center of mass velocity vector. A histogram of the $x$-component of the center of mass velocity with a curve representing eq. (51) can be seen in Fig. 17. Since the $y$ and $z$ axis yield very similar histograms, the $x$-component has been chosen to represent the velocity components. The graph in Fig. 17 clearly shows, that the velocities indeed follow the Gaussian distribution.
The case of $\Delta Q=0$ is a good way to start and to check the integrity of the algorithms, but the more interesting cases are the ones where $\Delta Q>0$. Besides $\Delta Q$, there are two values that determine the dynamics of the system: the pressure $P$ and the temperature of the impinging gas particles $T_{\mathrm{imp}}$.
Since the surrounding gas acts as a thermostat, the pressure of the impinging gas at a given gas temperature determines the maximum amount of heat that can be pumped into the system without particles of the nano particle leaving the simulation box - the higher the pressure, the more energy can be pumped into the system. The algorithm is applied at two surrounding gas temperatures of $T_{\mathrm{imp}}=0.05$ and $T_{\mathrm{imp}}=0.1$, which are one quarter and one half the temperature of the nano particle before applying the eEHX and the thermostat algorithm. The pressure varied from $P=0.1$ to $P=1.2$ in steps of $\Delta P=0.1$ and the heat is


Figure 14: Instantaneous and mean temperature of the outgoing gas particles of the surrounding gas.
generally varied from $\Delta Q=0$ to $\Delta Q=0.5$ in steps of 0.05 . The term "generally" is used because there are cases where the stepsize has to be decreased or one value for $\Delta Q$ is skipped over. The stepsize has to be decresed for low pressures, such as $P=0.1$ or $P=0.2$ because there would otherwise not be enough data points. Some values of $\Delta Q$ need to be skipped because it can happen that atoms of the nano particle leave the system due to statistical fluctuations of velocities, which leads to unusable results.
To see the comparison between the different temperatures of the impinging gas temperatures, three values for the pressure are chosen: $P=0.1, P=0.5$ and $P=1.0$. The simulation results for the center of mass temperature, the internal temperature and the temperature of the outgoing gas particles are plotted for each of the pressure values and both temperatures, which can be seen in Fig. 18 , The three columns of the plot correspond to fixed pressure values and different


Figure 15: Instantaneous and mean temperature of the center of mass of the nano particle in the laser trap.
measured quantities, whereas every row corresponds to a fixed measured quantity at different pressures. As previously mentioned, the amount of pressure relates to the number of surrounding particles and thus limits the amount of heat that can be pumped into the system. Therefore, the range of values in the abscissa differs for different pressures - at $P=0.1$ the values of $\Delta Q$ range from 0 to 0.02 and at $P=1.0$ from 0 to 0.5 .
The first thing that is noticeable, is the increase of the temperature of the center of mass, the internal temperature and the outgoing gas temperature with increasing $\Delta Q$. This makes sense, as the amount of heat that is put into the system is also transfered in the interaction between the nano particle and the surrounding gas. One observation that is not so obvious due to the different ranges of $\Delta Q$ values: all temperature values increase faster for low pressures and increase slower for higher pressures. Take the center of mass temperature for $P=0.1$ and $P=1$


Figure 16: Instantaneous and mean internal temperature of the nano particle in the laser trap.
at $T=0.05$ (red line) as an example: while it reaches a value of a $T_{\text {com }}=0.1$ at about $\Delta Q=0.015$ at $P=0.1$, it takes a $\Delta Q$ of a little under 0.1 to achieve the same value for $P=1$. This can be observed for every one of the three quantities. This is to be expected, as the surrounding gas acts as a thermostat.
The development of the different temperatures seem to be depending of the temperature of the surrounding gas as well. The blue curves (which correspond to a surrounding gas temperature of $T=0.1$ ) are growing slightly faster than the red curves $(T=0.05)$.
In their paper [12] Millen et al. give a formula for the center of mass temperature:

$$
\begin{equation*}
T_{\mathrm{COM}}=\frac{T_{\mathrm{imp}}^{3 / 2}+\frac{\pi}{8} T_{\mathrm{em}}^{3 / 2}}{T_{\mathrm{imp}}^{1 / 2}+\frac{\pi}{8} T_{\mathrm{em}}^{1 / 2}} \tag{52}
\end{equation*}
$$



Figure 17: A histogram of the x -component of the center of mass velocities with the expected gaussian distribution.

This formula together with the measured values of $T_{\mathrm{imp}}$ and $T_{\mathrm{em}}$ can be used to compare the results. The comparison between the calculated and the measured value can be seen for a representative choice of parameters in Fig. 19. There it becomes obvious, that the measured center of mass temperature rises quicker than the calculated value. This is also the case for different pressures and impinging gas temperatures. The reason for this may be in the difference of the accomodation factor $\alpha$, which is given by [28]

$$
\begin{equation*}
\alpha=\frac{T_{\mathrm{em}}-T_{\mathrm{imp}}}{T_{\mathrm{sur}}-T_{\mathrm{imp}}} \tag{53}
\end{equation*}
$$

In the paper, Millen et al. use an accomodation factor for a sphere with a value of $\alpha=0.777$, whereas the accomodation factor for the setup in the simulation for the chosen values is around $\alpha=0.016$. This means that the real and the modeled


Figure 18: The temperature of the center of mass, the internal temperature and the outgoing temperature of the surrounding gas as functions of heat being pumped into the system, for pressures $P=0.1, P=0.5$ and $P=1$ at impinging gas temperatures of $T_{\mathrm{imp}}=0.05$ (red) and $T_{\mathrm{imp}}=0.1$ (blue). The three columns each show a fixed pressure value and the rows show fixed measured quantities. As the pressure relates to the maximum amount of heat that can be injected into the system, the ranges on the abscissa in one row is different for every plot.
interaction between the gas particles and the nano particle differ from one another. The thermal accomodation factor is a measure of the energy transfer during the interaction between the gas particles and the nano particle. Although Eq. (52) does not contain an explicit dependence on the thermal accomodation factor, the difference between the value in the experiment and in the simulation suggests a difference in the energy transfer during interaction between the gas and the nano particle.


Figure 19: Comparison between the measured (red) and calculated (blue) center of mass temperature according to 12 .

## 5 Conclusion

In this thesis I have modeled an optical tweezer experiment with methods from the field of computational physics. The experiment was broken down into different sections, that have been modeled separately. With the use of molecular dynamics I simulated the behaviour of a nano particle in a laser trap and investigated the effects of the laser power and temperature of the surrounding gas on the center of mass movement of the nano particle.
The results show, that the center of mass temperature (and thus its movement) does indeed depend on the energy of the laser, as well as on the pressure and temperature of the surrounding gas.
The development of the center of mass temperature shows a curve that seems to have a convex form, whereas the internal temperature shows a more concave behaviour. So while the internal temperature initially grows faster, it could be possible for the center of mass temperature to pass the internal temperature.
There are several ways to explore this subject further. The first idea would be to decrease the pressure even more and investigate the case of very low energies, since this is not easily feasible in an experimental setup. Another idea would be to increase the number of atoms in the nano particle to see if the surface of the particle plays a role in the development of the temperatures. Furthermore, the interaction between the gas particles and the nano particle in the trap could be varied to include an attractive part in the potential to vary the thermal accomodation coefficient. Generally, these simulations could be expanded by running them on faster computers to investigate larger systems and expand the ranges of the involved values like pressure, laser energy, and internal temperature.
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#### Abstract

Optical trapping is an experimental method, in which objects with a size ranging from a subatomic to micrometer scale are localized with a laser due to a gradient force. In this thesis, we use methods from the field of computational physics to simulate the behaviour of a nano particle in a laser trap and its interactions with the laser and the surrounding gas. Gieseler et al. performed such an optical tweezer experiment to investigate the fluctiation theorem. In their experiment they use a Langevin equation to model the dynamics of a silica nanosphere in a laser trap, where the temperature of the heat bath is used to describe the stochastic force acting on the nano particle. Millen et al. conducted a similar experiment and raised the point, that there are four different temperatures present during this experiment: the temperature of the impinging gas particles, the emerging gas particles, the center of mass and the surface of the nano particle. With these temperature regimes in mind, the experiment is simulated using molecular dynamics in order to determine the influence of the laser power and the temperature of the surrounding gas on the center of mass temperature. To simulate the experiment, each part needs to be modeled appropriately. The nano sphere is represented by a set of atoms that interact with each other via a Lennard-Jones potential. The gradient force of the laser, which localizes the nano particle, is approximated by a harmonic potential. Since the laser energy is absorbed by the nano particle, the internal temperature of the nano particle increses, which is achieved by applying the eHEX algorithm to the nano particle. The surrounding gas acts as a barostat and a thermostat and will be represented by an algorithm that uses an ideal gas as pressure medium. The simulation shows that the center of mass temperature depends on the choice of laser power and temperature of the surrounding gas.


## Zusammenfassung

Optical trapping bezeichnet eine experimentelle Methode, bei der Objekte mit einer Größe, die von einer subatomaren bis zur Mikrometer-Skala reicht, durch die Gradientenkraft eines Lasers lokalisiert werden. In dieser Arbeit benutzen wir Methoden aus dem Feld der Computational Physics, um das Verhalten eines Nanoteilchens in so einer Laserfalle und seine Interaktionen mit dem Laser und dem umgebenden Gas zu simulieren.
Gieseler et al. führten ein sogenanntes ,„Optical Tweezer"-Experiment durch, um das Fluktuationstheorem zu untersuchen. In diesem Experiment verwenden sie die Lagevin-Gleichung, um das Verhalten einer Nanokugel aus Siliciumdioxid in einer Laserfalle zu modellieren, wobei die Temperatur des Umgebungsgases als Wärmereservoir in dem Modell verwendet wird, um die stochastische Kraft auf das Nanoteilchen zu beschreiben. Millen et al. führen ein ähnliches Experiment durch und zeigten auf, dass zwischen vier Temperaturen unterschieden werden muss: die Temperatur des eingehenden Gases, des ausgehenden Gases, der Schwerpunktsbewegung und der Oberfläche des Nanoteilchens. Mit Augenmerk auf diese verschiedenen Temperaturen wird das Experiment mit Molecular Dynamics Methoden simuliert, um den Einfluss der Stärke des Lasers und des Umgebungsgases auf die Schwerpunktstemperatur des Nanoteilchens zu untersuchen.
Um das Experiment zu simulieren, müssen die einzelnen Bestandteile modelliert werden. Das Nanoteilchen wird durch ein System aus Atomen dargestellt, die über ein Lennard-Jones Potential miteinander wechselwirken. Die Gradientenkraft des Lasers, die das Nanoteilchen lokalisiert, wird durch ein harmonisches Potential approximiert. Da die Energie des Lasers vom Nanoteilchen absorbiert wird, erhöht sich die interne Temperatur des Nanoteilchens, was durch Anwendung des eHEX Algorithmus erreicht wird. Das umgebende Gas hat die Funktion eines Barostaten und die eines Thermostaten und wird in der Simulation durch einen Algorithmus repräsentiert, der ein ideales Gas als Druckmedium verwendet.
Die Simulation zeigt, dass die Schwerpunktstemperatur von der Lasertemperatur und der Temperatur des einströmenden Gases abhängt.

