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Abstract

Gabor frames provide stable, discrete time-frequency representations in L2(Rd).
It is therefore of great interest to determine pairs (g,Λ), consisting of an L2-
function g and a time-frequency lattice Λ, that generate a frame.

The advances of Gabor analysis in the last thirty years led to numerous charac-
terizations of the frame inequality for Gabor systems. We give a comprehensive
account of known results. The novelty lies in the systematic approach: The
central result is the duality theory for Gabor frames over arbitrary lattices. We
therefore develop the duality theory first and then obtain all characterizations
for separable lattices as easy consequences. The well-known criterion of Ron and
Shen follows by a simple Fourier series argument. In the case of a rational lattice,
further periodization yields the results of Zeevi and Zibulski, where the frame
property is linked to the spectral properties of a family of finite dimensional
matrices.

For M1-windows, the combination of the duality theory with Wiener’s lemma
yields a dozen additional characterizations without inequalities. All of them
are expressed as properties of the canonical operators associated to the Gabor
system.
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Introduction

The goal of time-frequency analysis is to represent any function f ∈ L2(Rd) as
a superposition of translated and modulated versions of a fixed window function
g ∈ L2(Rd). While integral representations provide good tools for theoretical
purposes, for applications it is more convenient to have a discrete representation,
i.e., a series expansion of the form

f =
∑
λ∈Λ

cλ π(λ)g, (0.1)

where Λ is a discrete subset of the time-frequency plane R2d, cλ ∈ C and

π(λ)g(x) := e2πiλ2·xg(x− λ1)

denotes the time-frequency shift with respect to λ = (λ1, λ2) ∈ Λ ⊆ R2d.
This type of expansion was proposed by Gabor [19] in 1946 with respect to

the one-dimensional Gaussian ϕ(x) = e−πx
2

and the integer lattice Λ = Z2. Only
much later, in the 1980s, Bastiaans [5] and Janssen [31] could indeed prove that
every f ∈ L2(R) possesses such a representation. Unfortunately, the series is
numerically unstable and converges only in a distributional sense [31].

In order to obtain stable expansions, Daubechies, Grossmann and Meyer [12]
combined Gabor analysis with frame theory in 1986. A family G(g,Λ) := {π(λ)g :
λ ∈ Λ} is called a Gabor frame if there exist positive constants A,B > 0 such
that

A‖f‖2 ≤
∑
λ∈Λ

|〈f, π(λ)g〉|2 ≤ B‖f‖2 ∀f ∈ L2(Rd). (0.2)

In this case, every f ∈ L2(Rd) has a frame expansion of the form (0.1) with un-
conditional L2-convergence. Since frames are overcomplete, the frame expansion
is more robust with respect to noise and measuring errors than basis expansions
with unique coefficients.

In general, it is difficult to determine whether the Gabor system G(g,Λ) con-
stitutes a frame. Especially the existence of a lower bound is hard to show as
it amounts to proving the invertibility of an operator. As a result, numerous
characterizations of the frame inequality (0.2) have appeared in the literature
over the last thirty years.

Historically, Gabor analysis was studied first for rectangular lattices and only
later extended to more general subsets of the time-frequency plane. The early
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Introduction

investigations of Janssen [32, 33] and Daubechies et al. [13] covered a series of
duality results for Gabor frames over rectangular lattices. Their proofs employ
the Poisson Summation Formula and some basic properties of the short-time
Fourier transform, a technique introduced to signal analysis by Tolimieri and
Orr [46, 47]. The duality theory was extended to various levels of generality,
most notably by Feichtinger and Kozek [15] by means of the Kohn-Nirenberg
correspondence. Meanwhile, Ron-Shen [42] and Zeevi-Zibulski [51, 50] discov-
ered additional characterizations for Gabor frames over separable, respectively
rectangular lattices with rational density.

In this thesis, we adopt the point of view that the duality theory is the cen-
tral result of Gabor analysis. Its streamlined proof for general lattices uses the
same methods as Janssen and Daubechies. As the general result does not require
more effort than the early criteria for rectangular lattices, we state and prove the
duality theory for arbitrary time-frequency lattices first. All known characteri-
zations for rectangular lattices will then follow as easy consequences. We hope
that this approach and the resulting proofs are more accessible than the original
literature.

This thesis is organized as follows: Chapter 1 serves as a collection of prelimi-
naries. We establish the basics of frame theory in general Hilbert spaces as well
as Gabor frames in L2(Rd). The last section is devoted to the short-time Fourier
transform and modulation spaces, which form an important class of function
spaces for time-frequency analysis.

Chapter 2 is devoted to the duality theory of Gabor analysis, which covers
all characterizations for Gabor frames with respect to general time-frequency
lattices. The duality theory relates the frame property of G(g,Λ) to the adjoint
system G(g,Λ◦) being a Riesz sequence, or equivalently, the existence of a dual
window. The key argument in its proof is the Poisson Summation Formula
applied to a product of short-time Fourier transform.

In Chapter 3, we consider the case where g is in the modulation space M1(Rd).
After investigating the boundedness of the frame operator on modulation spaces,
we derive twelve additional characterizations for Gabor frames. All of them are
expressed without inequalities, i.e., as properties of the four canonical opera-
tors associated to G(g,Λ), respectively G(g,Λ◦). Most of those characterizations
follow directly from the duality theory or basic functional analysis, but in two
arguments we require two versions of Wiener’s Lemma.

In Chapter 4, we consider Gabor systems G(g,Λ) with L2-functions g and sep-
arable lattices Λ. The well-known criterion of Ron and Shen follows from the
duality theory by a simple application of Plancherel’s theorem. In the case of
a rational lattice, i.e., a rectangular lattice with rational density, further peri-
odization yields the characterizations of Zeevi and Zibulski by means of a family
of finite dimensional matrices. Finally, we clarify the relation of various Zeevi-
Zibulski matrices appearing in the literature.
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1. Basic Concepts of
Time-Frequency Analysis

This chapter serves as a collection of results which are needed in the main part
of this thesis. By and large, we follow the textbooks of Christensen [7] and
Gröchenig [21] with some tweaks.

We establish the basics of frame theory in Hilbert spaces and cover some
characterizations for Riesz bases and sequences. The section about Gabor frames
includes the first trivial reformulations of the frame inequality by means of the
canonical operators corresponding to the Gabor system.

The last section is devoted to the short-time Fourier transform and modula-
tion spaces. We collect a series of elementary results for the short-time Fourier
transform, which will be used extensively throughout the thesis.

A brief look at Wiener amalgam spaces W (L∞, Lp) concludes this chapter.
We state an important sampling property and the key ingredient for the duality
theory of Gabor frames: Poisson’s Summation Formula.

1.1. Frame Theory

A sequence {fj : j ∈ J} in a Hilbert space H is a frame if there exist positive
constants A,B > 0 such that

A‖f‖2 ≤
∑
j∈J

|〈f, fj〉|2 ≤ B‖f‖2 ∀f ∈ H. (1.1)

The constants satisfying the frame condition (1.1) are called frame bounds. If
the frame bounds can be chosen such that A = B, we say {fj : j ∈ J} is a
tight frame. Finally, let Aopt and Bopt denote the optimal frame bounds, i.e., the
maximal lower frame bound respectively the minimal upper frame bound.

As a consequence of the lower frame inequality, a frame is complete, i.e., finite
linear combinations of its elements are dense in H. In general, completeness does
not guarantee a series expansion, but we will see that every frame admits a series
representation

f =
∑
j∈J

cjfj ∀f ∈ H.
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1. Basic Concepts of Time-Frequency Analysis

Note that the coefficients in such an expansion need not be unique: The union
of two orthonormal bases constitutes a tight frame with frame boundsA = B = 2,
but there are uncountably many choices for the coefficients to represent any given
f ∈ H.

To every sequence {fj : j ∈ J}, we associate the following four canonical
operators:

Definition 1.1.1. Let {fj : j ∈ J} be a sequence in a Hilbert space H. Then
the analysis operator (or coefficient operator) C is defined for all f ∈ H by

(Cf)(j) := 〈f, fj〉 ∀j ∈ J

and maps elements of the Hilbert space to sequences.
The synthesis operator (or reconstruction operator) D maps sequences to ele-

ments of H via
Dc :=

∑
j∈J

cjfj,

whenever the series is well-defined. Initially, we will restrict the domain of D to
the subspace of all finite sequences, to avoid convergence issues.

The frame operator is defined as the composition S := DC and given explicitly
by

Sf =
∑
j∈J

〈f, fj〉fj ∀f ∈ H,

when well-defined.
Finally, the Gramian operator G := CD maps sequences to sequences. Inter-

preted as a matrix, its entries are given by Gj,k = 〈fk, fj〉 for all j, k ∈ J .

Definition 1.1.2. A sequence {fj : j ∈ J} is called a Bessel sequence for H if
there exists a B > 0 such that∑

j∈J

|〈f, fj〉|2 ≤ B‖f‖2 (1.2)

holds for all f ∈ H.

The Bessel condition (1.2) states that the corresponding analysis operator C is
a bounded linear operator from H to `2(J). In that case, all canonical operators
of Definition 1.1.1 are well-defined and bounded as the following proposition
shows.

Proposition 1.1.3. Suppose {fj : j ∈ J} is a Bessel sequence. Then the analysis
operator C is a bounded operator from H to `2(J). Furthermore, the operators
C and D are adjoint on the subspace of all finite sequences.

Consequently, the synthesis operator D can be extended to a bounded linear
operator from `2(J) to H.
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1.1. Frame Theory

Proof. The boundedness of C is already established for a Bessel sequence. For
any finite sequence c, we obtain

〈C∗c, f〉 = 〈c, Cf〉 =
∑
j∈J

cj〈f, fj〉 =
〈∑
j∈J

cjfj, f
〉

= 〈Dc, f〉 ∀f ∈ H.

Thus D = C∗ on all finite sequences with bounded extension C∗ : `2(J)→ H.

Corollary 1.1.4. Suppose {fj : j ∈ J} is a Bessel sequence, then Dc =∑
j∈J cjfj with unconditional convergence for all c ∈ `2(J).

Proof. This is an immediate consequence of the boundedness of the synthesis
operator and the unconditional convergence of square-summable sequences.

Now that we have established that the canonical operators are well-defined
and bounded whenever {fj : j ∈ J} is a Bessel sequence, we return to frames.

Proposition 1.1.5. Let {fj : j ∈ J} be a sequence in H, then the following are
equivalent:

(i) {fj : j ∈ J} is a frame for H with frame bounds A,B > 0.

(ii) The frame operator S : H → H is a positive invertible operator satisfying

AIH ≤ S ≤ BIH, (1.3)

where IH denotes the identity operator on H.

In particular {fj : j ∈ J} is a tight frame if and only if S = AIH.

Proof. Since

〈Sf, f〉 = 〈Cf,Cf〉 =
∑
j∈J

|〈f, fj〉|2 ∀f ∈ H,

the frame inequality (1.1) is equivalent to the operator inequality (1.3).

Proposition 1.1.5 states that a sequence is a frame if and only if its correspond-
ing frame operator is a well-defined bounded positive invertible operator on H.
The invertibility will be crucial in reversing the action of the frame operator to
obtain a series expansion.

Proposition 1.1.6 (Frame Expansion). Let {fj : j ∈ J} be a frame for H with
frame bounds A,B > 0. Then {S−1fj : j ∈ J} is a frame, the canonical dual
frame, with frame bounds B−1, A−1 > 0.

Furthermore, every f ∈ H has the frame expansion

f =
∑
j∈J

〈f, S−1fj〉fj =
∑
j∈J

〈f, fj〉S−1fj, (1.4)

which converges unconditionally in H.
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1. Basic Concepts of Time-Frequency Analysis

Proof. By Proposition 1.1.5, the frame operator S is a positive invertible operator
satisfying AIH ≤ S ≤ BIH. Since the spectrum of S is contained in [A,B],
the spectrum of its inverse is contained in [B−1, A−1] by the spectral mapping
theorem. Hence, S−1 is positive and satisfies

B−1IH ≤ S−1 ≤ A−1IH. (1.5)

In particular, S−1 is self-adjoint and we obtain∑
j∈J

|〈f, S−1fj〉|2 =
∑
j∈J

|〈S−1f, fj〉|2 = 〈C(S−1f), C(S−1f)〉

= 〈S(S−1f), S−1f〉 = 〈S−1f, f〉

for all f ∈ H. Consequently, inequality (1.5) becomes

B−1‖f‖2 ≤ 〈S−1f, f〉 =
∑
j∈J

|〈f, S−1fj〉|2 ≤ A−1‖f‖2

for all f ∈ H. Hence, {S−1fj : j ∈ J} is a frame with frame boundsB−1, A−1 > 0.
Finally, the frame expansions

f = S(S−1f) =
∑
j∈J

〈S−1f, fj〉fj =
∑
j∈J

〈f, S−1fj〉fj

and

f = S−1(Sf) =
∑
j∈J

〈f, fj〉S−1fj

converge unconditionally by Corollary 1.1.4, since the coefficients are in `2(J).

Applying S−1 to the frame expansion (1.4), yields the series expansion of the
inverse frame operator S−1.

Corollary 1.1.7. If {fj : j ∈ J} is a frame for H, then the inverse fame operator
S−1 is given by

S−1f =
∑
j∈J

〈f, S−1fj〉S−1fj.

Thus S−1 is the frame operator with respect to the dual frame {S−1fj : j ∈ J} .

We end this section with two lemmata about tight frames.

Lemma 1.1.8. If {fj : j ∈ J} is a frame for H, then {S− 1
2fj : j ∈ J} is a tight

frame with frame bounds A = B = 1.

6



1.2. Riesz Bases and Riesz Sequences

Proof. Since the frame operator S is a positive invertible operator, S−
1
2 is a

well-defined positive operator. For all f ∈ L2(Rd), we have

f = S−
1
2S(S−

1
2f) =

∑
j∈J

〈S−
1
2f, fj〉S−

1
2fj =

∑
j∈J

〈f, S−
1
2fj〉S−

1
2fj.

Using this, we obtain

〈f, f〉 =
〈
f,
∑
j∈J

〈f, S−
1
2fj〉S−

1
2fj

〉
=
∑
j∈J

|〈f, S−
1
2fj〉|2.

Hence {S− 1
2fj : j ∈ J} is a tight frame with frame bounds A = B = 1.

Lemma 1.1.9. A sequence {fj : j ∈ J} is a tight frame for H with frame bounds
A = B = 1 and ‖fj‖ = 1 for all j ∈ J if and only if it is an orthonormal basis.

Proof. Suppose {fj : j ∈ J} is a tight frame for H with frame bounds A = B = 1
and ‖fj‖ = 1 for all j ∈ J . Then, the frame inequality (1.1) implies

1 = ‖fk‖2 =
∑
j∈J

|〈fk, fj〉|2 = 1 +
∑
j 6=k

|〈fk, fj〉|2

and therefore 〈fk, fj〉 = δk,j.

1.2. Riesz Bases and Riesz Sequences

A sequence {fj : j ∈ J} in a Hilbert space H is called a Riesz sequence if there
exist positive constants A,B > 0 such that

A‖c‖2
`2 ≤

∣∣∣∣∣∣∑
j∈J

cjfj

∣∣∣∣∣∣2 ≤ B‖c‖2
`2 (1.6)

for all c ∈ `2(J).
A Riesz sequence is called Riesz basis if it is complete in H, i.e., its linear span

is dense in H.
The completeness of a Riesz basis is an additional assumption and does not

follow from the norm equivalence (1.6): Take an orthonormal basis for H and
remove one element. This family still satisfies (1.6), but its linear span is clearly
not dense in H. In particular, a Riesz sequence need not be a frame since the
latter is always complete.

Conversely, a frame need not be a Riesz sequence: The union of two orthonor-
mal bases is a frame, but there exists a non-trivial linear combination of zero
since this system is linearly dependent. This contradicts the lower bound in
(1.6).

7



1. Basic Concepts of Time-Frequency Analysis

Obviously, this is also a counterexample of a frame that is not a Riesz basis.
But as it turns out, the converse is true: Every Riesz basis constitutes a frame.
To prove this, we need to recall a few well known facts from functional analysis.
Proofs not given can be found for example in [43].

Proposition 1.2.1. A bounded operator T : B1 → B2 between two Banach spaces
is injective if and only if its adjoint has dense range.

In combination with the closed range theorem, Proposition 1.2.1 implies the
following corollary.

Corollary 1.2.2. Let T : B1 → B2 be a bounded operator between two Banach
spaces, then T is invertible if and only if T ∗ is invertible.

Lemma 1.2.3. A bounded linear operator T : B1 → B2 between Banach spaces
satisfies

A‖f‖2
B1 ≤ ‖Tf‖

2
B2 ≤ B‖f‖2

B1 ∀f ∈ B1

if and only if it is injective and has closed range.

Now, we can prove the following.

Proposition 1.2.4. Every Riesz basis is a frame.

Proof. By Lemma 1.2.3, the Riesz conditions (1.6) imply that D : `2(J)→ H is
injective and has closed range. Since the range of D contains span{fj : j ∈ J}
and the latter is dense in H by assumption, the synthesis operator is bijective.
Consequently, C = D∗ is also a bijection and S = DC is a well-defined bounded
positive invertible operator which implies that {fj : j ∈ J} is a frame.

As seen in the proof of Proposition 1.2.4, for Riesz bases, the analysis and
synthesis operators are bijections. As a consequence, the coefficients in its frame
expansion (1.4) are unique. Thus every Riesz basis is a Schauder basis.

We exploit Lemma 1.2.3 further to arrive at a few more trivial characterizations
for frames and Riesz sequences.

Corollary 1.2.5. Let {fj : j ∈ J} be a sequence in H. Then the following are
equivalent:

(i) {fj : j ∈ J} is a frame for H.

(ii) The corresponding analysis operator C : H → `2(J) is bounded, injective
and has closed range.

(iii) The corresponding synthesis operator D : `2(J) → H is a well-defined,
bounded and surjective operator.

8



1.2. Riesz Bases and Riesz Sequences

An analogous characterization in terms of the corresponding analysis and syn-
thesis operator can be obtained for Riesz sequences. In the following, we will see
more sophisticated characterizations of Riesz sequences and Riesz bases, which
will be crucial in the duality theory of Gabor frames in Chapter 2.

Definition 1.2.6. Two sequences {fj : j ∈ J} and {gk : k ∈ J} in H are called
biorthogonal if they satisfy

〈fj, gk〉 = δj,k ∀j, k ∈ J ,

where δj,k denotes the Kronecker delta.

Proposition 1.2.7. Let {fj : j ∈ J} be a sequence in a Hilbert space H. Then
the following are equivalent:

(i) {fj : j ∈ J} is a Riesz basis.

(ii) {fj : j ∈ J} is complete and its corresponding Gramian operator is a
bounded positive invertible operator on `2(J).

(iii) {fj : j ∈ J} is the image of an orthonormal basis under a bounded invertible
operator on H.

(iv) {fj : j ∈ J} is a complete Bessel sequence and it has a complete biorthogo-
nal sequence {gj : j ∈ J}, which is also a Bessel sequence.

Proof. (i)⇔(ii): Since

〈Gc, c〉 = 〈Dc,Dc〉 =
∣∣∣∣∣∣∑

j∈J

cjfj

∣∣∣∣∣∣2 ∀c ∈ `2(J),

the Riesz condition (1.6) is equivalent to the operator inequality

AI`2 ≤ G ≤ BI`2

and hence equivalent to G being a bounded positive invertible operator on `2(J).
(i)⇒(iii): Let {ej : j ∈ J} be an orthonormal basis for H. Then every f ∈ H

has an orthonormal expansion f =
∑

j∈J cjej for a unique c ∈ `2(J) with norm
equality ‖f‖H = ‖c‖`2 .

For f =
∑

j∈J cjej ∈ H define Tf :=
∑

j∈J cjfj. Note that the linear op-
erator T : H → H is well defined: The coefficients are unique and the series
converges as the coefficients are square-summable and {fj : j ∈ J} is a frame by
Proposition 1.2.4.

Interpreting the Riesz inequality (1.6) with respect to T becomes

A‖f‖2
H = A‖c‖2

`2 ≤ ‖Tf‖2
H ≤ B‖c‖2

`2 = B‖f‖2
H

9



1. Basic Concepts of Time-Frequency Analysis

for all f ∈ H. Therefore, T is bounded, injective and has closed range by
Lemma 1.2.3. Since {fj : j ∈ J} is complete, T is even surjective. Hence
{fj : j ∈ J} is the image of the orthonormal basis {ej : j ∈ J} under the
bounded and invertible operator T .

(iii)⇒(iv): By assumption, there exists an orthonormal basis {ej : j ∈ J} and
a bounded invertible operator T : H → H with Tej = fj. Then {fj : j ∈ J} is a
complete Bessel sequence, since∑

j∈J

|〈f, fj〉|2 =
∑
j∈J

|〈f, Tej〉|2 = ‖T ∗f‖2 ≤ ‖T ∗‖2‖f‖2.

Set gj := (T ∗)−1ej for j ∈ J , then {gj : j ∈ J} is also a complete Bessel
sequence and

〈fj, gk〉 = 〈Tej, (T ∗)−1ek〉 = δj,k.

(iv)⇒(i): Suppose {fj : j ∈ J} is a Bessel sequence with biorthogonal Bessel
sequence {gj : j ∈ J}. Since {fj : j ∈ J} is a Bessel sequence, the corresponding
synthesis operator D is bounded from `2(J) to H by Proposition 1.1.3. Thus the
upper inequality of the Riesz condition (1.6) is satisfied.

For the lower bound consider an arbitrary sequence c ∈ `2(J) and define
f :=

∑
j∈J cjfj. Since {fj : j ∈ J} and {gj : j ∈ J} are biorthogonal, the

coefficients are precisely cj = 〈f, gj〉. Hence

‖c‖2
`2 =

∑
j∈J

|〈f, gj〉|2 ≤ B‖f‖2

where we used the fact that {gj : j ∈ J} is a Bessel sequence with Bessel bound
B > 0. Dividing by B yields the lower inequality of the Riesz condition (1.6).

We isolate an important characterization for Riesz sequences:

Lemma 1.2.8. Let {fj : j ∈ J} be a sequence in a Hilbert space H. Then
{fj : j ∈ J} is a Riesz sequence if and only if {fj : j ∈ J} is a Bessel sequence
and there exists a biorthogonal Bessel sequence {gj : j ∈ J}.

Proof. Any Riesz sequence is a Riesz basis for its closed linear span, hence there
exists a biorthogonal Bessel sequence by Proposition 1.2.7.

The converse is direction (iv)⇒(i) of Proposition 1.2.7 ad verbatim, since
the completeness of the Bessel sequences was never used to show that the Riesz
conditions (1.6) are satisfied.
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1.3. Gabor Frames

1.3. Gabor Frames

The Fourier transform of an integrable function f : Rd → C is defined as

Ff(ξ) = f̂(ξ) :=

∫
Rd
f(x)e−2πix·ξ dx,

where x · ξ =
∑d

n=1 xnξn denotes the inner product on Rd. With this normaliza-
tion, Plancherel’s theorem is of the form

‖f‖2
L2 = ‖f̂‖2

L2

and the Fourier transform can be extended to a unitary operator on L2(Rd)
satisfying Parseval’s formula

〈f, g〉 = 〈f̂ , ĝ〉.

We define the translation respectively modulation operator by Txf(t) = f(t−x)
and Mξf(t) = e2πiξ·tf(t). They are bijective isometries on all Lp-spaces and for
1 ≤ p < ∞ the operator groups {Tx} and {Mξ} are continuous with respect
to the strong operator topology on the space of all bounded linear operators on
Lp(Rd), this means for all f ∈ Lp(Rd) we have

lim
x→0
‖Txf − f‖Lp = 0,

lim
ξ→0
‖Mξf − f‖Lp = 0.

(1.7)

With regard to the Fourier transform, they satisfy

(Txf)̂ = M−xf̂ ,

(Mξf)̂ = Tξf̂ .

Since a modulation in time corresponds to a shift in frequency, operators of the
form π(z) := TxMξ are called time-frequency shifts for z = (x, ξ) ∈ R2d. Note
that translation and modulation do not commute, but they satisfy the following
commutation relation

TxMξ = e−2πiξ·xMξTx. (1.8)

Let g ∈ L2(Rd) be a non-zero window function and Λ ⊆ R2d an index set.
Then the collection

G(g,Λ) = {π(λ)g : λ ∈ Λ}

of time-frequency shifts of g is called a Gabor system.

11



1. Basic Concepts of Time-Frequency Analysis

Since we are interested in discrete time-frequency representations, the index
set needs to be a discrete. Moreover, introducing a group structure yields much
desired symmetry, e.g., the dual frame is again a Gabor frame, hence we consider
only full-rank lattices Λ ⊆ R2d. Whenever we speak of a lattice in the following,
we implicitly mean that it is of full rank.

Every lattice Λ ⊆ R2d is determined by Λ = AZ2d where A ∈ GL(R2d) is an
invertible 2d× 2d matrix with real coefficients. The matrix A is unique up to a
multiplication by a unimodular matrix, i.e., an integer matrix whose inverse is
also an integer matrix.

Definition 1.3.1. Let g ∈ L2(Rd) be a non-zero window function and Λ ⊆ R2d a
lattice. The Gabor system G(g,Λ) is called a Gabor frame, if there exist positive
constants A,B > 0 such that

A‖f‖2 ≤
∑
λ∈Λ

|〈f, π(λ)g〉|2 ≤ B‖f‖2 ∀f ∈ L2(Rd).

We will state some invariance properties of the frame inequality.

Proposition 1.3.2. Let g ∈ L2(Rd) and Λ ⊆ R2d be a lattice. Then the following
are equivalent:

(i) G(g,Λ) is a frame with frame bounds A,B > 0.

(ii) G(π(z)g,Λ) is a frame with frame bounds A,B > 0 for all z ∈ R2d.

(iii) G(Drg,DΛ) is a frame with frame bounds A,B > 0 for all r > 0, where
Drg(t) := rd/2g(rt) denotes the dilation operator and

D :=

(
1
r
Id 0
0 rId

)
with Id the d-dimensional identity matrix.

(iv) G(ĝ, IΛ) is a frame with frame bounds A,B > 0, where

I =

(
0 Id
−Id 0

)
denotes the standard symplectic matrix.

Proof. The equivalence (i)⇔(ii) follows from the commutation relation (1.8).
Equivalence (i)⇔(iii) is nothing else than a change of variables in the integral
and (i)⇔(iv) follows by applying Plancherel’s theorem.
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1.3. Gabor Frames

In Definition 1.1.1, we defined four canonical operators corresponding to a
given sequence in a Hilbert space. For a Gabor system G(g,Λ), the analysis
operator Cg,Λ is given by

Cg,Λf(λ) = 〈f, π(λ)g〉 ∀λ ∈ Λ.

The synthesis operator Dg,Λ of a sequence c = (cλ)λ∈Λ is

Dg,Λc =
∑
λ∈Λ

cλπ(λ)g.

For the frame operator Sg,Λ = Dg,ΛCg,Λ we obtain

Sg,Λf =
∑
λ∈Λ

〈f, π(λ)g〉π(λ)g.

The Gramian operator G := Gg,Λ = Cg,ΛDg,Λ has the entries

Gλ,µ = 〈π(µ)g, π(λ)g〉.

Again, the synthesis operator is well-defined for finite sequences. If the Gabor
system G(g,Λ) is a Bessel sequence, all of the above operators are well-defined
and bounded on L2(Rd) respectively `2(Λ).

Corollary 1.3.3. Let g ∈ L2(Rd) and Λ ⊆ R2d be a lattice. Then the following
are equivalent:

(i) G(g,Λ) is a frame.

(ii) The frame operator Sg,Λ is a bounded positive invertible operator on L2(Rd).

(iii) The analysis operator Cg,Λ : L2(Rd) → `2(Λ) is bounded, injective and has
closed range.

(iv) The synthesis operator Dg,Λ : `2(Λ)→ L2(Rd) is well-defined, bounded and
surjective.

Proof. This is Proposition 1.1.5 and Corollary 1.2.5.

By Proposition 1.1.6, every Gabor frame G(g,Λ) has a dual frame. But a
priori, we do not know if this dual frame is again a Gabor frame. Fortunately,
this is the case if the index set Λ has enough structure, i.e., a group structure,
as the following results show.

Lemma 1.3.4. Let g ∈ L2(Rd) and Λ ⊆ R2d be a lattice. Suppose G(g,Λ) is
a Bessel sequence, then the frame operator Sg,Λ commutes with time frequency
shifts π(λ) for all λ ∈ Λ.

13



1. Basic Concepts of Time-Frequency Analysis

Proof. We need to show π(λ)−1Sg,Λπ(λ)f = Sg,Λf . The left-hand side is

π(λ)−1Sg,Λπ(λ)f =
∑
µ∈Λ

〈π(λ)f, π(µ)g〉π(λ)−1π(µ)g

=
∑
µ∈Λ

〈f, π(λ)−1π(µ)g〉π(λ)−1π(µ)g.

Note that interchanging π(λ)−1 with the sum is justified since G(g,Λ) is a Bessel
sequence and time-frequency shifts are unitary, hence bounded, operators on
L2(Rd).

The commutation relation of translation and modulation (1.8) implies

π(λ)−1π(µ) = e2πi(µ2−λ2)·λ1π(µ− λ).

The resulting phase factors cancel each other and since Λ− λ = Λ, we obtain

π(λ)−1Sg,Λπ(λ)f =
∑
µ∈Λ

〈f, π(µ)g〉π(µ)g = Sg,Λf

after renaming the summation parameter.

Proposition 1.3.5. Let G(g,Λ) be a Gabor frame. Then there exists a dual
window γ ∈ L2(Rd), the canonical dual window γ = S−1

g,Λg, such that G(γ,Λ) is
a dual frame for G(g,Λ).

Furthermore, every f ∈ L2(Rd) has the frame expansion

f =
∑
λ∈Λ

〈f, π(λ)γ〉π(λ)g =
∑
λ∈Λ

〈f, π(λ)g〉π(λ)γ,

with unconditional L2-convergence.

Proof. Combine Proposition 1.1.6 and Lemma 1.3.4.

1.4. Modulation Spaces and the Short-Time

Fourier Transform

From the perspective of time-frequency analysis, the Fourier transform has a
major drawback: The resulting frequency representation lacks any information
about when those frequencies actually occur.

A more suitable approach for a simultaneous time-frequency representation is
the following: First, cut-out a time-segment and then take the Fourier transform.
This leads to the following definition.
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1.4. Modulation Spaces and the Short-Time Fourier Transform

Definition 1.4.1. Let g ∈ L2(Rd) be a non-zero window function. Then the
short-time Fourier transform of f ∈ L2(Rd) is defined as

Vgf(x, ξ) =

∫
Rd
f(t)g(t− x)e−2πit·ξ dt

for all x, ξ ∈ Rd.

Recall that the translation Txf(t) = f(t − x) and modulation Mξf(t) =
e2πiξ·tf(t) satisfy

TxMξ = e−2πiξ·xMξTx.

With this in mind, the short-time Fourier transform can be rewritten as

Vgf(x, ξ) = (f · Txg) ̂(ξ)

= 〈f,MξTxg〉
= 〈f̂ , TξM−xĝ〉
= e−2πix·ξVĝf̂(ξ,−x).

(1.9)

The representation as an inner product makes it possible to generalize the
short-time Fourier transform beyond L2(Rd) via duality. Let S(Rd) denote the
Schwartz space, i.e., all smooth functions f ∈ C∞(Rd) such that the seminorms

‖f‖α,β := sup
x∈Rd
|xαDβf(x)|

are finite for all multi-indices α, β ∈ Nd, and S ′(Rd) its topological dual.
Then the short-time Fourier transform of f ∈ S ′(Rd) with respect to the

window function g ∈ S(Rd) is defined as

Vgf(x, ξ) := 〈f,MξTxg〉.

Definition 1.4.2. Let 1 ≤ p, q ≤ ∞ and g ∈ S(Rd) be a fixed non-zero window
function. Then the modulation space Mp,q(Rd) consists of all tempered distribu-
tions f ∈ S ′(Rd) whose modulation space norm

‖f‖Mp,q :=

(∫
Rd

(∫
Rd
|Vgf(x, ξ)|p dx

)q/p
dξ

)1/q

is finite with the usual modification for p, q =∞.
Furthermore, we write Mp(Rd) instead of Mp,p(Rd) when p = q.

We quickly state a few important properties of modulation spaces. For proofs
and an in-depth introduction to the theory, we refer to the Chapters 11–12 in
Gröchenig’s textbook [21].
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1. Basic Concepts of Time-Frequency Analysis

Most importantly, the definition is independent of the window function; in fact,
different non-zero windows g ∈ S(Rd) yield equivalent norms [21, Prop. 11.3.2].
If 1 ≤ p, q < ∞, then the Schwartz space S(Rd) is a dense in Mp,q(Rd) [21,
Prop. 11.3.4].

Modulation spaces are Banach spaces [21, Thm. 11.3.5], which are invariant
under time-frequency shifts (cf. Lemma 1.4.4). For p = q, they are also invariant
under the Fourier transform by (1.9).

A straight forward computation using Plancherel and Fubini yields M2(Rd) =
L2(Rd). Furthermore, one can show the inclusion M1(Rd) ⊆Mp(Rd) ⊆M∞(Rd)
[21, Cor. 12.1.10].

Since modulation spaces are defined via Lp-norms, the duality is exactly as
one would expect: For 1 ≤ p <∞ and 1

p
+ 1

q
= 1, we have (Mp(Rd))∗ = M q(Rd)

[21, Thm. 11.3.6].
With the duality and inclusion property for Mp(Rd), the short-time Fourier

transform can be further extended to windows and functions in dual modulation
spaces. Again, one can show that non-zero windows g ∈ M1(Rd) yield equiv-
alent norms on Mp(Rd) [21, Thm. 11.3.7]. Furthermore, the short-time Fourier
transform satisfies the following inversion formula.

Theorem 1.4.3 (Inversion Formula [21, Thm. 11.3.7]). Let g, γ ∈M1(Rd), then
we have for all f ∈Mp(Rd)

f =
1

〈γ, g〉

∫∫
R2d

Vgf(x, ξ)MξTxγ dξ dx, (1.10)

where the integral has to be understood in the weak sense, i.e.,

〈f, h〉 =
1

〈γ, g〉

∫∫
R2d

Vgf(x, ξ)Vγh(x, ξ) dξ dx (1.11)

for all h ∈ (Mp(Rd))∗.

In the following, we collect a few technical properties of the short-time Fourier
transform, which we will need in the subsequent chapters. Recall that π(z) =
Mz2Tz1 denotes the time-frequency shift with respect to z = (z1, z2) ∈ R2d.

Lemma 1.4.4 (Covariance Property). Let 1 ≤ p < ∞ and 1
p

+ 1
q

= 1. Suppose

g ∈Mp(Rd) and f ∈M q(Rd), then the following holds:

(a) For all x, ξ, y, η ∈ Rd we have

Vg(MηTyf)(x, ξ) = e−2πi(ξ−η)·yVgf(x− y, ξ − η).
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1.4. Modulation Spaces and the Short-Time Fourier Transform

(b) For all z, w ∈ R2d we have

Vπ(w)g(π(w)f)(z) = e2πiz·IwVgf(z), (1.12)

with I =

(
0 Id
−Id 0

)
where Id is the d-dimensional identity matrix.

Proof. (a) We use the definition of the short-time Fourier transform by means
of the (Mp,M q)-duality and apply the commutation relation (1.8):

Vg(MηTyf)(x, ξ) = 〈MηTyf,MξTxg〉
= 〈f, T−yMξ−ηTxg〉
= e−2πi(ξ−η)·y〈f,Mξ−ηTx−yg〉.

(b) Using (1.8), we obtain after a straight forward computation

π(w)∗π(z)π(w) = e−2πiz·Iwπ(z).

Now, identity (1.12) is just an exercise in rewriting:

Vπ(w)g(π(w)f)(z) = 〈f, π(w)∗π(z)π(w)g〉 = e2πiz·Iw〈f, π(z)g〉.

Lemma 1.4.5. Let 1 ≤ p, q ≤ ∞ with 1
p

+ 1
q

= 1. Suppose g, γ ∈ M1(Rd),

f ∈Mp(Rd) and h ∈M q(Rd), then we have for all z ∈ R2d(
Vgf · Vγh

)̂(z) =
(
Vhf · Vγg

)
(−Iz).

Proof. Observe that the product Vgf ·Vγh is in L1(R2d) by Hölder’s inequality for
Lp-spaces. Hence, the Fourier transform is defined as an integral and we obtain

(
Vgf · Vγh

)̂(z) =

∫
R2d

Vgf(w) · Vγh(w)e−2πi(w·z) dw

=

∫
R2d

Vgf(w) · Vπ(−Iz)γπ(−Iz)h(w) dw

= 〈f, π(−Iz)h〉〈g, π(−Iz)γ〉,

where we first used (1.12) in combination with the fact I2 = −I2d and then the
inversion formula (1.11) to separate the integral into two dual pairings.
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1. Basic Concepts of Time-Frequency Analysis

Proposition 1.4.6. If f, g ∈ S(Rd), then Vgf is a Schwartz function on R2d.

Proof. For this proof it is advantageous to view the short-time Fourier transform
in the following way:

Let (f ⊗ g)(x, t) := f(x)g(t) denote the tensor product and define the asym-
metric coordinate transform Ta for functions F : R2d → C by

TaF (x, t) = F (t, t− x)

and the partial Fourier transform F2 by

F2F (x, ξ) =

∫
Rd
F (x, t)e−2πit·ξ dt.

Then the short-time Fourier transform can be written as

Vgf = F2Ta(f ⊗ g).

Now observe that the tensor product f ⊗ g belongs to the Schwartz space
S(R2d) whenever f, g ∈ S(Rd). Since the operators Ta and F2 are isomorphisms
on S(R2d), we have Vgf = F2Ta(f ⊗ g) ∈ S(R2d).

In the following chapters, we need to check if Vgf belongs to certain modulation
spaces. This involves computing its short-time Fourier transform. To indicate the
different dimensions, we will denote the short-time Fourier transform of functions
F,G : R2d → C by VGF .

Lemma 1.4.7. Let ϕ ∈ S(Rd), then for all g ∈ M1(Rd) and f ∈ M∞(Rd) we
have

VVϕϕ(Vgf)(z, ζ) = e−2πiz2·ζ2Vϕg(−z1 − ζ2, ζ1)Vϕf(−ζ2, z2 + ζ1)

for all z = (z1, z2) ∈ R2d and ζ = (ζ1, ζ2) ∈ R2d.

We follow the proof of Cordero and Gröchenig [8].

Proof. First observe that Lemma 1.4.4 implies

Tz(Vϕϕ)(x, ξ) = Vϕϕ(x− z1, ξ − z2) = e2πi(ξ−z2)·z1Vϕ(Mz2Tz1ϕ)(x, ξ). (1.13)

Since Vϕϕ ∈ S(R2d) by Proposition 1.4.6 and Vgf ∈ L∞(R2d) by definition,
their short-time Fourier transform is well-defined and can be expressed as an
integral. Using (1.13) and Lemma 1.4.5 yields

VVϕϕ(Vgf)(z, ζ) =

∫∫
R2d

Vgf(x, ξ)Tz(Vϕϕ)(x, ξ)e−2πi(x·ζ1+ξ·ζ2) dx dξ
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=

∫∫
R2d

Vgf(x, ξ)Vϕ(Mz2Tz1ϕ)(x, ξ)e−2πi(ξ−z2)·z1e−2πi(x·ζ1+ξ·ζ2) dx dξ

= e2πiz2·z1(Vgf · Vϕ(Mz2Tz1ϕ)) ̂(ζ1, ζ2 + z1)

= e2πiz2·z1(V(Mz2Tz1ϕ)f · Vϕg)(−z1 − ζ2, ζ1)

= e2πiz2·z1〈f,Mζ1T(−z1−ζ2)Mz2Tz1ϕ〉Vϕg(−z1 − ζ2, ζ1)

= e−2πiz2·ζ2Vϕf(−ζ2, z2 + ζ1)Vϕg(−z1 − ζ2, ζ1),

where we used the commutation relation T(−z1−ζ2)Mz2 = e2πiz2·(z1+ζ2)Mz2T(−z1−ζ2)

to obtain the last line.

Lemma 1.4.8. Suppose g ∈ M1(Rd) and f ∈ Mp(Rd) for 1 ≤ p ≤ ∞, then
Vgf : R2d → C is continuous.

Proof. Fix an arbitrary w ∈ R2d. By assumption, f ∈ Mp(Rd) ⊆ M∞(Rd) and
therefore

|Vgf(w + z)− Vgf(w)| = |〈f, π(w + z)g − π(w)g〉|
≤ ‖f‖M∞‖e2πiw2·z1π(z)π(w)g − π(w)g‖M1

≤ ‖f‖M∞
(
|e2πiw2·z1 − 1| · ‖g̃‖M1 + ‖π(z)g̃ − g̃‖M1

)
for g̃ := π(w)g. Since w = (w1, w2) ∈ R2d is fixed, the first term can be made
sufficiently small as z → 0.

For the second term, fix a window ϕ ∈ S(Rd). Then

‖π(z)g̃ − g̃‖M1 = ‖Vϕ(π(z)g̃)− Vϕg̃‖L1 = ‖TzM(0,−z1)Vϕg̃ − Vϕg̃‖L1

by Lemma 1.4.4. Now the continuity follows from (1.7), i.e., the fact that (x, ξ) 7→
MξTx is continuous with respect to the strong operator topology on the space of
bounded operators on L1.

We conclude this section with the two most fundamental principles upon which
the subsequent chapters are based: Poisson’s Summation Formula and a conve-
nient sampling property in Wiener amalgam spaces W (L∞, Lp).

The Wiener amalgam space W (L∞, Lp) consists of all functions f ∈ L∞(Rd),
such that the Wiener amalgam norm

‖f‖W (L∞,Lp) :=
(∑
n∈Zd
‖f · Tnχ[0,1]d‖pL∞

)1/p

(1.14)

is finite, with χ[0,1]d the characteristic function of the d-dimensional unit cube.
Note that W (L∞, L∞) = L∞(Rd).

Furthermore, we denote by W (C, Lp) the space of all continuous functions in
W (L∞, Lp). The Wiener amalgam space W (Rd) := W (L∞, L1) is important
enough to warrant a distinct notation.
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1. Basic Concepts of Time-Frequency Analysis

The amalgam norm in (1.14) is taken with respect to the integer lattice Zd,
but different lattices Λ ⊆ Rd yield equivalent norms. This is easy to see as [0, 1]d

can be covered by finitely many lattice cells of Λ and conversely, the fundamental
domain of Λ can be covered by finitely many integer translates of the unit cube.

For a more comprehensive introduction to Wiener amalgam spaces we refer to
Heil’s excellent exposition [28].

Proposition 1.4.9 (Gröchenig [21, Prop. 12.1.4]). The modulation space M1(Rd)
is continuously embedded into W ∩ FW (Rd). In particular, all f ∈ M1(Rd) are
continuous and there exists a constant C > 0 such that

‖f‖W ≤ C‖f‖M1.

Since the coefficient operator Cg,Λ is nothing else than the short-time Fourier
transform Vg sampled along the lattice Λ ⊆ R2d, the following sampling property
will be frequently applied later on.

Proposition 1.4.10 (Sampling Property). Suppose f ∈ W (L∞, Lp) is continu-
ous, then for all lattices Λ ⊆ Rd the restriction f |Λ is in `p(Λ) and

‖f |Λ‖`p ≤ CΛ‖f‖W (L∞,Lp).

Proof. For all λ ∈ n+ [0, 1]d and n ∈ Zd, we have

|f(λ)| ≤ ‖f · Tnχ[0,1]d‖∞.

Let CΛ := maxk∈Zd #{λ ∈ Λ∩ n+ [0, 1]d} denote the maximal number of lattice
points over all integer translates of [0, 1]d. Clearly, this bounds the number of
lattice points in every translate of the unite cube, hence(∑

λ∈Λ

|f(λ)|p
)1/p

≤
(∑
n∈Zd

CΛ‖f · Tnχ[0,1]d‖p∞
)1/p

= C
1/p
Λ ‖f‖W (L∞,Lp).

Theorem 1.4.11 (Poisson Summation Formula). Suppose f ∈ W ∩ FW (Rd),
then ∑

n∈Zd
f(x+ n) =

∑
n∈Zd

f̂(n)e2πin·x (1.15)

holds pointwise and both sides converge absolutely for all x ∈ Rd.

Proof. Since f ∈ W ∩FW (Rd), both sides converge absolutely for every x ∈ Rd.
Furthermore f ∈ W (Rd) ⊆ L1(Rd), hence its periodization

ϕ(x) :=
∑
n∈Zd

f(x+ n)

20



1.4. Modulation Spaces and the Short-Time Fourier Transform

is in L1(Td) with Fourier coefficients

ϕ̂(k) =

∫
Td

∑
n∈Zd

f(x+ n)e−2πik·x dx =

∫
Rd
f(x)e−2πik·x dx = f̂(k).

Note that f is continuous by Riemann-Lebesgue, hence ϕ is also continuous
with an absolutely convergent Fourier series. Consequently, the Poisson Summa-
tion Formula (1.15) holds pointwise.

Since M1(Rd) ⊆ W ∩ FW (Rd) by Proposition 1.4.9, Theorem 1.4.11 and the
following generalization to arbitrary lattices also holds for all f ∈M1(Rd).

Recall that any lattice Λ ⊆ Rd is determined by Λ = AZd where A ∈ GL(Rd)
is an invertible matrix. Let vol(Λ) := | detA| denote the volume of the lattice
and Λ⊥ = (AT )−1Zd the dual lattice.

Corollary 1.4.12. Suppose f ∈ W ∩ FW (Rd) and Λ = AZd is a lattice, then∑
λ∈Λ

f(x+ λ) =
1

vol(Λ)

∑
µ∈Λ⊥

f̂(µ)e2πiµ·x

holds pointwise and both sides converge absolutely for all x ∈ Rd.

Proof. Note that f(x + λ) = f
(
A(A−1x + n)

)
for λ = An. We compute the

Fourier transform

(f ◦ A)̂(k) =

∫
Rd
f(Ax)e−2πix·k

=

∫
Rd
f(Ax)e−2πiAx·(A−1)T k

= | det(A)|−1

∫
Rd
f(x)e−2πix·(A−1)T k

= vol(Λ)−1f̂
(
(AT )−1k

)
.

Since amalgam norms with respect to different lattices yield equivalent norms,
the composition f ◦ A is also in W ∩ FW (Rd). Hence Theorem 1.4.11 applies
and we obtain ∑

λ∈Λ

f(x+ λ) =
∑
n∈Zd

f
(
A(A−1x+ n)

)
=

1

vol(Λ)

∑
n∈Zd

f̂
(
(AT )−1n

)
e2πin·A−1x

=
1

vol(Λ)

∑
µ∈Λ⊥

f̂(µ)e2πiµ·x.
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2. Characterizations for
Arbitrary Lattices

The duality theory for Gabor frames includes all characterizations of the frame
property for Gabor systems generated by an L2-window and an arbitrary time-
frequency lattice. It links the frame property of G(g,Λ) to the adjoint system
G(g,Λ◦) being a Riesz sequence, or equivalently, to the existence of a dual win-
dow.

The Fundamental Identity of Gabor Analysis will be our main tool for relating
G(g,Λ) to its adjoint system G(g,Λ◦). Another milestone is the Bessel duality,
which states that G(g,Λ) is a Bessel sequence if and only if G(g,Λ◦) is one. We
will need both to prove the duality theory in Section 2.4.

2.1. The Fundamental Identity of Gabor

Analysis

The duality theory of Gabor analysis relates properties of the Gabor system
G(g,Λ) to those of its dual system G(g,Λ◦) along the adjoint lattice. At the core
of its arguments always lies the Poisson Summation Formula∑

λ∈Λ

F (λ) = vol(Λ)−1
∑
µ∈Λ⊥

F̂ (µ) (2.1)

applied to a product of short-time Fourier transforms.
For the lattice Λ = AZ2d determined by the invertible matrix A ∈ GL(R2d),

the dual lattice is given by
Λ⊥ := (AT )−1Z2d

and the volume of the lattice is denoted by vol Λ := | det(A)|. The reciprocal
value δ(Λ) := vol(Λ)−1 is called the density or redundancy of the lattice.

We already computed the Fourier transform of a product of short-time Fourier
transforms in Lemma 1.4.5 and obtained(

Vgf · Vγh
)̂(z) =

(
Vhf · Vγg

)
(−Iz), (2.2)

where I =

(
0 Id
−Id 0

)
denotes the standard symplectic matrix.
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2. Characterizations for Arbitrary Lattices

The dual lattice on the right-hand side of (2.1) together with the resulting
symplectic twist of (2.2) motivates the definition of the adjoint lattice as

Λ◦ := I(AT )−1Z2d.

A straight forward computation reveals that the adjoint lattice is characterized
by the commutation relation

Λ◦ = {µ ∈ R2d : π(λ)π(µ) = π(µ)π(λ) ∀λ ∈ Λ}.

Theorem 2.1.1 (Fundamental Identity of Gabor Analysis). Let f, h ∈M1(Rd),
g, γ ∈ L2(Rd), and Λ = AZ2d be a lattice. Then∑

λ∈Λ

Vgf(λ)Vγh(λ) = vol(Λ)−1
∑
µ∈Λ◦

Vgγ(µ)Vfh(µ), (2.3)

with absolute convergence on both sides.

Note that due to Vgf(x, ξ) = e−2πix·ξ Vfg(−x,−ξ), the Fundamental Identity
of Gabor Analysis (2.3) also holds for f, h ∈ L2(Rd) and g, γ ∈M1(Rd).

We already outlined the idea of the proof. The technical difficulty lies in
showing that the product of short-time Fourier transforms Vgf · Vγh is in the
modulation space M1(R2d), such that the Poisson Summation Formula in the
form of Corollary 1.4.12 is applicable.

We follow Feichtinger and Luef [16] and resolve this technicality with three
lemmata, involving Hölder inequalities and estimates for the short-time Fourier
transform in Wiener amalgam spaces.

The Wiener amalgam space W (FL1, Lp) consists of all complex-valued func-
tions f : Rd → C, such that for a fixed window function g ∈ C∞c (Rd) the amalgam
norm

‖f‖W (FL1,Lp) :=

(∫
Rd
‖(f · Txg)̂‖pL1 dx

)1/p

is finite with the usual modification for p =∞.
Wiener amalgam spaces of this type are Fourier images of modulation spaces,

as the following short computation shows:

‖f‖W (FL1,Lp) =

(∫
Rd

(∫
Rd
| (f · Txg)̂(ξ)| dξ

)p
dx

)1/p

=

(∫
Rd

(∫
Rd
|Vgf(x, ξ)| dξ

)p
dx

)1/p

=

(∫
Rd

(∫
Rd
|Vĝf̂(ξ,−x)| dξ

)p
dx

)1/p

= ‖f̂‖M1,p
ĝ

(2.4)
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2.1. The Fundamental Identity of Gabor Analysis

Consequently, the Wiener amalgam space norm of f is equivalent to a modulation
space norm of f̂ . Since modulation space norms with respect to different windows
yield equivalent norms [21, Prop. 11.3.2], we have the same property for Wiener
amalgam spaces.

Furthermore, we have W (FL1, L1)(Rd) = M1(Rd) with equivalent norms,
which is evident from the first line of (2.4).

The first lemma is Hölder’s inequality for Wiener amalgam spaces. For conve-
nience, we will use a . b if there exists a constant C > 0 such that a ≤ Cb and
a � b if C−1a ≤ b ≤ Ca for some C > 0.

Lemma 2.1.2. Let 1 ≤ p, q ≤ ∞ with 1
p

+ 1
q

= 1. Suppose f ∈ W (FL1, Lp) and

h ∈ W (FL1, Lq), then f · h ∈ W (FL1, L1) with norm estimate

‖f · h‖W (FL1,L1) . ‖f‖W (FL1,Lp)‖h‖W (FL1,Lq).

Proof. As different windows yield equivalent norms, we may assume that the
window g ∈ C∞c (Rd) is real-valued. The trick is to express the Wiener amalgam
norm on the left-hand side with respect to the window g2. Then the claim follows
from a straight-forward computation using Young’s and Hölder’s inequality for
Lp-spaces:

‖f · h‖W (FL1,L1) �
∫
Rd
‖
(
f · h · Txg2

)̂‖L1 dx

=

∫
Rd
‖(f · Txg)̂ ∗ (h · Txg)̂‖L1 dx

≤
∫
Rd
‖(f · Txg)̂‖L1‖(h · Txg)̂‖L1 dx

≤ ‖f‖W (FL1,Lp)‖h‖W (FL1,Lq)

Lemma 2.1.3 (Cordero-Gröchenig [8]). Let 1 ≤ p ≤ ∞. Suppose f ∈ Mp(Rd)
and g ∈M1(Rd), then Vgf ∈ W (FL1, Lp)(R2d) with norm estimate

‖Vgf‖W (FL1,Lp) . ‖f‖Mp‖g‖M1.

In particular Vgf ∈M1(R2d) for f, g ∈M1(Rd).

Proof. Let ϕ ∈ S(Rd), then Vϕϕ ∈ S(R2d) by Proposition 1.4.6. As g ∈M1(Rd)
and f ∈Mp(Rd) ⊆M∞(Rd), the short-time Fourier transform Vgf is in L∞(R2d).
Hence VVϕϕ(Vgf) is well-defined and Lemma 1.4.7 implies

|VVϕϕ(Vgf)(x, ξ)| = |Vϕg(−x1 − ξ2, ξ1)||Vϕf(−ξ2, x2 + ξ1)| (2.5)

for all x = (x1, x2) and ξ = (ξ1, ξ2) in R2d.
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2. Characterizations for Arbitrary Lattices

For 1 ≤ p <∞, we take an equivalent modulation space norm with respect to
the window Vϕϕ ∈ S(R2d) and apply (2.5) to get

‖Vgf‖W (FL1,Lp) �
(∫

R2d

(∫
R2d

|VVϕϕ(Vgf)(x, ξ)| dξ
)p

dx

)1/p

=

(∫
R2d

(∫
R2d

|Vϕg(−x1 − ξ2, ξ1)||Vϕf(−ξ2, x2 + ξ1)| dξ1 dξ2

)p
dx1 dx2

)1/p

=

(∫
R2d

(∫
R2d

|Vϕg(−ξ2,−ξ1)||Vϕf(x1 − ξ2, x2 − ξ1)| dξ1 dξ2

)p
dx1 dx2

)1/p

=

(∫
R2d

(∫
R2d

|Vϕg(−w1,−w2)||Vϕf(x1 − w1, x2 − w2)| dw1 dw2

)p
dx1 dx2

)1/p

=

(∫
R2d

(
|Vϕg|∗ ∗ |Vϕf |(x1, x2)

)p
dx1 dx2

)1/p

= ‖ |Vϕg|∗ ∗ |Vϕf | ‖Lp

where f ∗(x) := f(−x) denotes the involution. Applying Young’s inequality yields
the desired estimate

‖ |Vϕg|∗ ∗ |Vϕf | ‖Lp ≤ ‖Vϕf‖Lp‖Vϕg‖L1 � ‖f‖Mp‖g‖M1 .

For p = ∞ the argument is analogous with the essential supremum replacing
the outer Lp-norm.

Lemma 2.1.4. Let g, γ ∈M1(Rd), f ∈Mp(Rd) and h ∈M q(Rd) with 1
p

+ 1
q

= 1.

Then Vgf · Vγh ∈M1(R2d) with norm estimate

‖Vgf · Vγh‖M1 . ‖g‖M1‖γ‖M1‖f‖Mp‖h‖Mq .

Proof. It is easy to see that W (FL1, Lp) is closed under complex conjugation.
Now the claim follows immediately from Lemma 2.1.2 and Lemma 2.1.3.

Now that we have dealt with the technical difficulties, we are ready to prove the
Fundamental Identity of Gabor Analysis. We restate and prove Theorem 2.1.1
in a slightly more general formulation.

With the appropriate modifications, the Fundamental Identity also holds for
weighted mixed-norm modulation spaces Mp,q

m (Rd). The proof is analogous and
can be found in the original article by Feichtinger and Luef [16].

Theorem 2.1.5 (Fundamental Identity of Gabor Analysis). Let g, γ ∈M1(Rd),
f ∈Mp(Rd), h ∈M q(Rd) with 1

p
+ 1

q
= 1 and Λ ⊆ R2d be a lattice. Then∑

λ∈Λ

Vgf(λ)Vγh(λ) = vol(Λ)−1
∑
µ∈Λ◦

Vgγ(µ)Vfh(µ),

with absolute convergence on both sides.
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2.2. Janssen’s Representation of the Frame Operator

Proof. By Lemma 2.1.4, the product of short-time Fourier transforms Vgf · Vγh
is in M1(R2d). Hence, the Poisson Summation Formula in the form of Corol-
lary 1.4.12 applies and we obtain∑

λ∈Λ

Vgf(λ)Vγh(λ) = vol(Λ)−1
∑
ν∈Λ⊥

(
Vgf · Vγh

)̂(ν)

= vol(Λ)−1
∑
ν∈Λ⊥

(
Vhf · Vγg

)
(−Iν)

= vol(Λ)−1
∑
µ∈Λ◦

Vhf(µ)Vγg(µ)

where we used Lemma 1.4.5 to rewrite the Fourier transform in the first line.
After using Vgf(x, ξ) = e−2πix·ξ Vfg(−x,−ξ) on both factors on the right-hand

side, we obtain the desired result.

2.2. Janssen’s Representation of the Frame

Operator

As we have seen in Chapter 1, many properties of the Gabor system G(g,Λ) can
be rephrased in terms of the corresponding frame operator and the reconstruction
formula is given by the mixed frame operator

Sg,γ =
∑
λ∈Λ

〈 . , π(λ)g〉π(λ)γ (2.6)

for a suitable γ ∈ L2(Rd). Evidently, the frame operator plays an important role
in time-frequency analysis and we devote this section to its further study.

The first point we want to clarify is unspectacular but important: When is
the frame operator well-defined and bounded? This will be answered in the first
two statements of this section.

The second and main point of investigation concerns Janssen’s representation
of the frame operator. This representation reformulates (2.6) as an infinite linear
combination of time-frequency shifts along the adjoint lattice.

Lemma 2.2.1. Let g ∈M1(Rd), f ∈ L2(Rd) and Λ ⊆ R2d be a lattice. Then∑
λ∈Λ

|〈f, π(λ)g〉|2 ≤ CΛ||g||2M1||f ||2L2 (2.7)

where the constant CΛ > 0 depends only on the lattice Λ.
In particular, the frame operator Sg,γ is bounded on L2(Rd) for all g, γ in

M1(Rd).
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2. Characterizations for Arbitrary Lattices

Proof. Lemma 2.1.4 implies that |Vgf |2 is in M1(R2d) for all g ∈M1(Rd) and all
f ∈ L2(Rd). Recall that M1(R2d) is continuously embedded into W ∩ FW (R2d)
by Proposition 1.4.9. Hence, Proposition 1.4.10 applies and we obtain∑

λ∈Λ

|Vgf(λ)|2 ≤ CΛ|| |Vgf |2 ||W ≤ CΛ|| |Vgf |2 ||M1 ≤ CΛ||g||2M1||f ||2L2

where CΛ > 0 depends only on the lattice Λ.

A different interpretation of Lemma 2.2.1 yields the following corollary.

Corollary 2.2.2. Let g ∈ L2(Rd) and Λ ⊆ R2d be a lattice. Then the coefficient
operator Cg,Λ is bounded from M1(Rd) to `2(Λ).

Consequently, the frame operator Sg,γ is bounded from M1(Rd) into M∞(Rd)
for all g, γ ∈ L2(Rd).

Proof. If g ∈ L2(Rd), then (2.7) implies that the coefficient operator Cg,Λ is
bounded from M1(Rd) to `2(Λ) since |Vgf(λ)| = |Vfg(−λ)|. Consequently, its
adjoint Dg,Λ is bounded from `2(Λ) to M∞(Rd).

Therefore, Sg,γ = Dγ,ΛCg,Λ : M1(Rd)→ M∞(Rd) is well-defined and bounded
for all g, γ ∈ L2(Rd).

Corollary 2.2.2 also implies that the frame operator Sg,γ : M1(Rd)→M∞(Rd)
has the expected series representation

Sg,γ =
∑
λ∈Λ

〈 . , π(λ)g〉π(λ)γ, (2.8)

with unconditional convergence in the weak operator topology, i.e., the locally
convex topology induced by the seminorms

T 7→ |〈Tf, h〉| ∀f, h ∈M1(Rd).

The series representation (2.8) is a superposition of the time-frequency shifted
window γ along the lattice Λ. Applying the Fundamental Identity of Gabor
Analysis yields a series of time-frequency shifts along the adjoint lattice called
Janssen’s representation of the frame operator.

Theorem 2.2.3. Let g, γ ∈ L2(Rd) and Λ ⊆ R2d be a lattice. Then the Gabor
frame operator Sg,γ : M1(Rd)→M∞(Rd) can be written as

Sg,γ = vol(Λ)−1
∑
µ∈Λ◦

〈γ, π(µ)g〉π(µ) (2.9)

with unconditional convergence in the weak operator topology.
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2.2. Janssen’s Representation of the Frame Operator

Proof. Using the Fundamental Identity of Gabor Analysis (2.3), we have for all
f, h ∈M1(Rd)

〈Sg,γf, h〉 =
∑
λ∈Λ

〈f, π(λ)g〉〈π(λ)γ, h〉

= vol(Λ)−1
∑
µ∈Λ◦

〈γ, π(µ)g〉〈π(µ)f, h〉
(2.10)

with absolute convergence of both sums. Consequently, the right-hand side of
(2.9) converges in the weak operator topology and its limit is precisely Sg,γ.

If both G(g,Λ) and G(γ,Λ) are Bessel sequences, the frame operator Sg,γ is
bounded on L2(Rd) and the series representation (2.8) converges in the L2-norm.
In this case, we would like Janssen’s representation to converge in a stronger
sense. But for this, the pair (g, γ) has to satisfy an additional property.

Definition 2.2.4. A pair of functions (g, γ) in L2(Rd) satisfies condition (A’)
with respect to the lattice Λ ⊆ R2d if∑

µ∈Λ◦

|〈γ, π(µ)g〉| <∞.

If γ = g, then g is said to satisfy condition (A).

Theorem 2.2.5. Let g, γ ∈ L2(Rd) satisfy condition (A’) for the lattice Λ ⊆ R2d

and G(g,Λ), G(γ,Λ) be Bessel sequences for L2(Rd). Then the Gabor frame
operator Sg,γ : L2(Rd)→ L2(Rd) can be written as

Sg,γ = vol(Λ)−1
∑
µ∈Λ◦

〈γ, π(µ)g〉π(µ) (2.11)

with absolute convergence in the operator norm.

Proof. As a consequence of condition (A’), the right-hand side of (2.11) converges
absolutely with respect to the operator norm and

S̃ := vol(Λ)−1
∑
µ∈Λ◦

〈γ, π(µ)g〉π(µ)

defines a bounded linear operator on L2(Rd).
Since G(g,Λ) and G(γ,Λ) are Bessel sequences, the Gabor frame operator Sg,γ

is also bounded on L2(Rd).
By equation (2.10), we have

〈Sg,γf, h〉 = 〈S̃f, h〉

for all f, h ∈M1(Rd). Therefore, the bounded linear operators S̃ and Sg,γ agree
on the dense subset M1(Rd) of L2(Rd), hence they agree on L2(Rd).
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2. Characterizations for Arbitrary Lattices

The following two statements concern the frame operator for γ = g. Antic-
ipating the Bessel duality of Theorem 2.3.1 in the next section, we find that
condition (A) already implies that G(g,Λ) constitutes a Bessel sequence. Conse-
quently, condition (A) alone is sufficient for Janssen’s representation to hold in
the strong sense.

Lemma 2.2.6. If g ∈ L2(Rd) satisfies condition (A) with respect to the lattice
Λ ⊆ R2d, then G(g,Λ◦) is a Bessel sequence.

Proof. This is an application of Schur’s test. If the Gramian operator G, defined
by the entries Gµ,ν = 〈π(ν)g, π(µ)g〉 for µ, ν ∈ Λ◦, satisfies

sup
µ∈Λ◦

∑
ν∈Λ◦

|Gµ,ν | ≤ K1,

sup
ν∈Λ◦

∑
µ∈Λ◦

|Gµ,ν | ≤ K2

for some constants K1, K2 > 0, then Schur’s test implies that G is bounded on
`2(Λ◦).

By taking absolute values in each entry of the Gramian, we gain a Toeplitz
structure since

|Gλ,µ| = |〈π(µ)g, π(λ)g〉| = |〈g, π(λ− µ)g〉|.

Consequently, all rows respective columns have the same sum, which is bounded
by condition (A). Therefore, the assumptions of Schur’s test are satisfied and G
is bounded on `2(Λ◦). Hence G(g,Λ◦) is a Bessel sequence.

Corollary 2.2.7. Assume that g ∈ L2(Rd) satisfies condition (A) with respect
to the lattice Λ ⊆ R2d. Then the Gabor frame operator Sg,Λ is a bounded linear
operator on L2(Rd) and can be written as

Sg,Λ = vol(Λ)−1
∑
µ∈Λ◦

〈g, π(µ)g〉π(µ)

with absolute convergence in the operator norm.

Proof. Combine Lemma 2.2.6, Theorem 2.2.5, and Theorem 2.3.1.

We conclude this section with Janssen’s representation for windows in the
modulation space M1(Rd). We will see that M1-functions are nice enough that no
additional assumptions are needed to obtain absolute convergence in the operator
norm.
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2.3. Bessel Duality

Lemma 2.2.8. Let g, γ ∈M1(Rd) and Λ ⊆ R2d be a lattice. Then∑
µ∈Λ◦

|〈γ, π(µ)g〉| ≤ CΛ||g||M1||γ||M1 <∞.

In particular, condition (A’) is always satisfied for g, γ ∈M1(Rd).

Proof. By Lemma 2.1.3, the short-time Fourier transform Vgγ is in M1(R2d).
Therefore, Proposition 1.4.10 applies and we obtain∑

µ∈Λ◦

|〈γ, π(µ)g〉| ≤ CΛ||Vgγ||W ≤ CΛ||g||M1||γ||M1 .

Since the Gabor system for M1-functions always constitutes a Bessel sequence,
we obtain the following corollary.

Corollary 2.2.9. Let g, γ ∈ M1(Rd) and Λ ⊆ R2d be a lattice. Then Janssen’s
representation of the Gabor frame operator (2.11) converges absolutely in the
operator norm.

Proof. Combine Lemma 2.2.1 and Lemma 2.2.8.

2.3. Bessel Duality

Theorem 2.3.1 (Bessel Duality). Let g ∈ L2(Rd) and Λ ⊆ R2d be a lattice.
Then G(g,Λ) is a Bessel sequence if and only if G(g,Λ◦) is a Bessel sequence.

For separable lattices, the Bessel duality principle was discovered indepen-
dently by Daubechies et al. [13], Janssen [33], and Ron-Shen [42]. Feichtinger
and Zimmermann [18] generalized this result to arbitrary lattices and recently,
Jakobsen and Lemvig [30] proved that the Bessel duality also holds for Gabor
systems over a closed subgroup of the time-frequency plane.

We follow the proof of Jakobsen and Lemvig [30], which modifies the idea of
Janssen in [33].

The idea is to transport the problem to the adjoint lattice, where we can use
the Bessel estimate for G(g,Λ◦). Unsurprisingly, Janssen’s representation of the
frame operator will play a central role in the proof.

Proof. Since (Λ◦)◦ = Λ, it suffices to prove only one direction. We assume that
G(g,Λ◦) is a Bessel sequence and show that all functions in M1(Rd) satisfy the
Bessel inequality with respect to G(g,Λ). As M1(Rd) is a dense subspace of
L2(Rd), this implies that G(g,Λ) is a Bessel sequence for L2(Rd) by a standard
density argument.
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2. Characterizations for Arbitrary Lattices

By Corollary 2.2.2, the operator Sg,Λ is bounded from M1(Rd) to M∞(Rd).
Taking h ∈M1(Rd) with normalization ‖h‖L2 = 1, the inversion formula for the
short-time Fourier transform (1.10) implies for all f ∈M1(Rd)

〈Sg,Λf, f〉 =

∫
R2d

Vhf(z)Vh(Sg,Λf)(z) dz

=

∫
R2d/Λ◦

∑
µ∈Λ◦

Vhf(z − µ)Vh(Sg,Λf)(z − µ) dz

=

∫
R2d/Λ◦

∑
µ∈Λ◦

〈π(µ)∗π(z)h, f〉〈Sg,Λf, π(µ)∗π(z)h〉 dz.

(2.12)

Observe that we used π(z−µ) = e2πi(µ2−z2)·µ1π(µ)∗π(z) twice and the resulting
phase factors cancel each other.

Set ϕz(µ) := 〈π(µ)∗π(z)h, f〉 = Vf (π(z)h)(µ). This yields a sequence indexed
by Λ◦ for every z ∈ R2d and every f in M1(Rd).

Using Theorem 2.2.3, i.e., the weak version of Janssen’s representation, the
integrand becomes∑

µ∈Λ◦

ϕz(µ)〈Sg,Λf, π(µ)∗π(z)h〉

= vol(Λ)−1
∑
µ∈Λ◦

ϕz(µ)
∑
ν∈Λ◦

〈g, π(ν)g〉〈π(ν)f, π(µ)∗π(z)h〉.

Finally, we replace ν by ν − µ in the inner sum and obtain∑
µ∈Λ◦

ϕz(µ)〈Sg,Λf, π(µ)∗π(z)h〉

= vol(Λ)−1
∑
µ∈Λ◦

ϕz(µ)
∑
ν∈Λ◦

〈g, π(µ)∗π(ν)g〉〈π(µ)∗π(ν)f, π(µ)∗π(z)h〉

= vol(Λ)−1
∑
µ∈Λ◦

ϕz(µ)
∑
ν∈Λ◦

〈π(µ)g, π(ν)g〉ϕz(ν)

= vol(Λ)−1

〈∑
µ∈Λ◦

ϕz(µ)π(µ)g,
∑
ν∈Λ◦

ϕz(ν)π(ν)g

〉
.

Note that interchanging the sums with the inner product is justified, as the
sums converge unconditionally in L2(Rd) since ϕz ∈ `2(Λ◦) by Lemma 2.2.1 and
G(g,Λ◦) is a Bessel sequence.

Recall that the synthesis operator for a Bessel sequence is bounded. Therefore,
we obtain the following estimate for all z ∈ R2d∑

µ∈Λ◦

ϕz(µ)〈Sg,Λf, π(µ)∗π(z)h〉 = vol(Λ)−1‖Dg,Λ◦ϕz‖2 ≤ B‖ϕz‖2
`2 ,
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where B := vol(Λ)−1BΛ◦ and BΛ◦ is the Bessel bound of G(g,Λ◦).
Using this estimate in (2.12) yields for all f ∈M1(Rd)

〈Sg,Λf, f〉 ≤ B

∫
R2d/Λ◦

∑
µ∈Λ◦

|〈π(µ− z)h, f〉|2 dz

= B

∫
R2d

|Vfh(z)|2 dz

= B〈f, f〉,

where we used the orthogonality relations (1.11) in the last line.
We have shown, that the Bessel inequality for G(g,Λ) holds on the dense

subspace M1(Rd), hence G(g,Λ) is a Bessel sequence for L2(Rd).

2.4. Duality Theory

While the characterizations for Gabor frames in Corollary 1.3.3 were just func-
tional analytic reinterpretations of the frame inequality, the duality theory goes
beyond such a superficial reformulation. The structures of G(g,Λ) and its dual
system G(g,Λ◦) are intimately related: A Gabor frame on one side corresponds
to a Riesz sequence on the other. Furthermore, dual windows of G(g,Λ) are
characterized by a biorthogonality condition along the adjoint lattice.

Theorem 2.4.1 (Duality Theory). Let g ∈ L2(Rd) and Λ ⊆ R2d be a lattice.
Then the following are equivalent:

(i) G(g,Λ) is a frame for L2(Rd).

(ii) G(g,Λ◦) is a Bessel sequence and there exists a dual window γ ∈ L2(Rd)
such that G(γ,Λ◦) is a Bessel sequence and

〈γ, π(µ)g〉 = vol(Λ)δµ,0 ∀µ ∈ Λ◦, (2.13)

where δµ,0 denotes the Kronecker delta.

(iii) G(g,Λ◦) is a Riesz sequence for L2(Rd).

The biorthogonality relation (2.13) were discovered by the engineers Wexler
and Raz [49] and characterize all possible dual windows (see Corollary 2.4.4).

Janssen [32, 33], Daubechies et al. [13] and Ron-Shen [42] made the results of
Wexler-Raz rigorous and further expanded upon them which became the duality
theory for separable lattices. The theory for general lattices is due to Feichtinger
and Kozek [15]. Recently, Jakobsen and Lemvig [30] formulated density and
duality theorems for Gabor frames along a closed subgroup of the time-frequency
plane.

We follow the proof sketch given in the survey article by Gröchenig [23].
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2. Characterizations for Arbitrary Lattices

Proof. (i)⇒(ii): Since G(g,Λ) is a Gabor frame, there exists a dual window
γ ∈ L2(Rd) such that G(γ,Λ) is a frame by Proposition 1.3.5. Furthermore, the
reconstruction formula

f =
∑
λ∈Λ

〈f, π(λ)g〉π(λ)γ

holds for all f ∈ L2(Rd) with unconditional L2-convergence. This justifies inter-
changing summation and inner product and we have

〈f, h〉 =
∑
λ∈Λ

〈f, π(λ)g〉〈π(λ)γ, h〉 =
∑
λ∈Λ

Vgf(λ)Vγh(λ)

for all f, h ∈ L2(Rd).
To apply the Fundamental Identity of Gabor Analysis (2.3) on the right-hand

side, we restrict ourselves to f, h ∈M1(Rd) and obtain

〈f, h〉 =
∑
λ∈Λ

Vgf(λ)Vγh(λ) = vol(Λ)−1
∑
µ∈Λ◦

Vgγ(µ)Vfh(µ). (2.14)

Replacing f , h by time-frequency shifted versions π(z)f , π(z)g in M1(Rd),
equation (2.14) becomes

〈f, h〉 = 〈π(z)f, π(z)h〉

= vol(Λ)−1
∑
µ∈Λ◦

Vgγ(µ)Vπ(z)f (π(z)h)(µ)

= vol(Λ)−1
∑
µ∈Λ◦

Vgγ(µ)Vfh(µ)e−2πiµ·Iz (2.15)

for all z ∈ R2d, where we used Lemma 1.4.4 in the last step. Observe that (2.15)
is a constant Fourier series, hence all its Fourier coefficients vanish except the
one corresponding to µ = 0. Explicitly, this means

vol(Λ)−1Vgγ(µ)Vfh(µ) = 〈f, h〉δµ,0 ∀µ ∈ Λ◦ (2.16)

for all f, h ∈M1(Rd).
If µ = 0, we have Vfh(0) = 〈f, h〉 and (2.16) implies

vol(Λ)−1Vgγ(0) = δ0,0. (2.17)

If µ 6= 0, then the right-hand side of (2.16) vanishes. Therefore, one of the
factors on the left must be zero. Since Vfh(µ) = 〈π(µ)f, h〉 cannot be zero for
all f, h ∈M1(Rd), we have

vol(Λ)−1Vgγ(µ) = 0 = δµ,0 ∀µ ∈ Λ◦ \ {0}. (2.18)
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2.4. Duality Theory

Combining (2.17) and (2.18) yields the biorthogonality relations (2.13). The
remaining assertions follow from Theorem 2.3.1.

(ii)⇒(i): By Theorem 2.3.1, the Gabor systems G(g,Λ) and G(γ,Λ) are Bessel
sequences. Therefore, it remains to show the lower frame inequality for G(g,Λ).

The biorthogonality relation (2.13) implies condition (A’), hence Janssen’s
representation of the frame operator, i.e., Theorem 2.2.5, yields

Sg,γf = vol(Λ)−1
∑
µ∈Λ◦

〈γ, π(µ)g〉π(µ)f = f (2.19)

for all f ∈ L2(Rd).
Using (2.19) and the fact that Dγ,Λ is bounded, we obtain

‖f‖2 = ‖Sg,γf‖2 = ‖Dγ,Λ(Cg,Λf)‖2 ≤ B
∑
λ∈Λ

|Vgf(λ)|2

for all f ∈ L2(Rd), which implies the lower frame inequality.
(ii)⇒(iii): By assumption, the Bessel sequences G(g,Λ◦) and G(γ,Λ◦) satisfy

the biorthogonal condition (2.13), thus

〈π(ν)γ, π(µ)g〉 = c〈γ, π(µ− ν)g〉 = c vol(Λ)δµ−ν,0 ∀µ, ν ∈ Λ◦ (2.20)

with phase factor c = e−2πi(µ2−ν2)·ν1 . Define γ̃ := vol(Λ)−1γ, then (2.20) implies
that G(γ̃,Λ◦) is a biorthogonal Bessel sequence for G(g,Λ◦). Therefore, G(g,Λ◦)
is a Riesz sequence by Lemma 1.2.8.

(iii)⇒(ii): By assumption G(g,Λ◦) is a Riesz sequence, i.e., a Riesz basis for
its closed linear span. Theorem 1.2.7 implies that there exists a Bessel sequence
{eν : ν ∈ Λ◦} in span{G(g,Λ◦)} such that

〈eν , π(µ)g〉 = δν,µ ∀µ, ν ∈ Λ◦.

This yields

Cg,Λ◦(π(ν)e0)(µ) = 〈π(ν)e0, π(µ)g〉
= e−2πi(µ2−ν2)·ν1〈e0, π(µ− ν)g〉
= δ0,µ−ν

= 〈eν , π(µ)g〉 = Cg,Λ◦(eν)(µ)

(2.21)

for all µ, ν ∈ Λ◦.
Recall that the coefficient operator of a Riesz basis is injective. Therefore,

the restriction of Cg,Λ◦ to span{G(g,Λ◦)} is injective. Since span{G(g,Λ◦)} is
closed under time-frequency shifts with respect to Λ◦, equation (2.21) implies
eν = π(ν)e0 for all ν ∈ Λ◦.

After the normalization γ := vol(Λ)−1e0, the Bessel sequence G(γ,Λ◦) =
{vol(Λ)−1eν : ν ∈ Λ◦} satisfies the biorthogonality relations (2.13).
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2. Characterizations for Arbitrary Lattices

Remark 2.4.2 (Frame Bounds and an Alternative Proof). An alternative way
to prove the equivalence (i)⇔(iii) can be seen in the proof of the Bessel duality,
i.e., Theorem 2.3.1, where we related the frame operator Sg,Λ to the Gramian
Gg,Λ◦ = Cg,Λ◦Dg,Λ◦ of the dual system.

Modifying the ideas of Janssen in [33] to suit general lattices, one can show
that

AIL2 ≤ Sg,Λ ≤ BIL2 ⇐⇒ AI`2 ≤ vol(Λ)−1Gg,Λ◦ ≤ BI`2 .

Hence, the family G(g,Λ) is a frame with frame bounds A,B > 0 if and only if
G(g,Λ◦) is a Riesz sequence with bounds vol(Λ)A, vol(Λ)B > 0 respectively.

As we have seen in Section 1.3, every Gabor frame G(g,Λ) has a canonical
dual window γ◦ = S−1

g,Λg that gives rise to the frame expansion

f =
∑
λ∈Λ

〈f, π(λ)γ◦〉π(λ)g =
∑
λ∈Λ

〈f, π(λ)g〉π(λ)γ◦ (2.22)

for all f ∈ L2(Rd).
In general, i.e., if G(g,Λ) is not a Riesz sequence, the coefficients in (2.22)

are not unique. Hence, there may be other windows γ ∈ L2(Rd) that satisfy
the reconstruction property Sg,γ = Sγ,g = IL2 . This motivates the following
definition.

Definition 2.4.3. Let g ∈ L2(Rd) and G(g,Λ) be a Bessel sequence. We call
γ ∈ L2(Rd) a dual window for G(g,Λ), if G(γ,Λ) is a Bessel sequence and the
reconstruction property Sg,γ = Sγ,g = IL2 is satisfied.

We isolate the following characterization for dual windows from the proof of
the equivalence (i)⇔(ii) in Theorem 2.4.1.

Corollary 2.4.4. Suppose g, γ ∈ L2(Rd) and Λ ⊆ R2d such that G(g,Λ) and
G(γ,Λ) are Bessel sequences. Then γ is a dual window for G(g,Λ) if and only if
the Wexler-Raz biorthogonality relations (2.13) are satisfied.

Proof. There is no need to prove anything new, we just put a different focus on
equivalence (i)⇔(ii) of Theorem 2.4.1.

Assume that γ ∈ L2(Rd) is a dual window for G(g,Λ), hence the reconstruction
property (2.22) is satisfied with L2-convergence since both G(g,Λ) and G(γ,Λ)
are Bessel sequences. If we continue as in (i)⇒(ii), we find that γ and g satisfy
the biorthogonality relations.

Conversely, let g and γ satisfy the biorthogonality relations. As in (ii)⇒(i), we
arrive at equation (2.19), which is equivalent to Sg,γ = IL2 . Since the assumptions
are symmetric, we also have Sγ,g = IL2 after interchanging the roles of g and
γ.
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2.5. Density Theorem

We conclude this section with a characterization for tight Gabor frames.

Corollary 2.4.5. A Gabor system G(g,Λ) is a tight frame if and only if G(g,Λ◦)
is an orthogonal system. In this case the frame bound satisfies A = vol(Λ)−1‖g‖2.

Proof. Assume G(g,Λ) is a tight frame, then Sg,Λ = AIL2 by Proposition 1.1.5.
Hence the canonical dual window is of the form γ = S−1

g,Λg = 1
A
g and satisfies the

Wexler-Raz biorthogonality relations (2.13) by Corollary 2.4.4. Thus G(g,Λ◦) is
an orthogonal system since

〈g, π(µ)g〉 = A〈γ, π(µ)g〉 = A vol(Λ)δµ,0 ∀µ ∈ Λ◦. (2.23)

Conversely, let G(g,Λ◦) be an orthogonal system, i.e.,

〈g, π(µ)g〉 = ‖g‖2δµ,0 ∀µ ∈ Λ◦.

Then g satisfies condition (A) and Janssen’s representation of the frame operator,
i.e., Theorem 2.2.6, yields

Sg,Λf = vol(Λ)−1
∑
µ∈Λ◦

〈g, π(µ)g〉π(µ)f = vol(Λ)−1‖g‖2f .

Consequently, the frame operator is a multiple of the identity operator on L2(Rd)
and thus G(g,Λ) a tight frame.

The claim regarding the frame bound follows immediately from (2.23).

2.5. Density Theorem

The duality theory has an insightful consequence for the density of the lattice:
If we sample too sparsely in the time-frequency plane, reconstruction will be
impossible regardless of the window function.

Theorem 2.5.1 (Density Theorem). Let g ∈ L2(Rd) and Λ ⊆ R2d be a lattice.
Then the following holds:

(a) If G(g,Λ) is a frame, then 0 < vol(Λ) ≤ 1.

(b) If G(g,Λ) is a Riesz sequence, then vol(Λ) ≥ 1.

(c) G(g,Λ) is a Riesz basis if and only if it is a frame and vol(Λ) = 1.

For a comprehensive historic account on the density theorem, we refer the
interested reader to the excellent survey article by Heil [29].
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2. Characterizations for Arbitrary Lattices

Proof. (a) Let G(g,Λ) be a frame and S := Sg,Λ be the corresponding frame
operator. Recall that the frame operator is a positive invertible operator, hence
S−1/2 is a well-defined positive operator on L2(Rd).

By Corollary 2.4.4, the canonical dual window γ := S−1g satisfies the Wexler-
Raz biorthogonality relation (2.13). This yields

vol(Λ) = 〈S−1g, g〉 = 〈S−1/2g, S−1/2g〉 = ‖S−1/2g‖2
L2 . (2.24)

Since G(S−1/2g,Λ) is a tight frame with frame bound A = B = 1 by Lemma 1.1.8,
we obtain

‖S−1/2g‖4
L2 = |〈S−1/2g, S−1/2g〉|2

≤
∑
λ∈Λ

|〈S−1/2g, π(λ)S−1/2g〉|2 = ‖S−1/2g‖2
L2 . (2.25)

Combining (2.24) and (2.25) yields

0 < vol(Λ) = ‖S−1/2g‖2
L2 ≤ 1.

(b) Observe that the volume of the adjoint lattice is vol(Λ◦) = vol(Λ)−1. There-
fore, the claim is equivalent to (a) by Theorem 2.4.1.

(c) Suppose G(g,Λ) is a frame with vol(Λ) = 1. Then G(S−1/2g,Λ) is again a
tight frame with frame bound A = B = 1 and equation (2.24) implies that the
window function has norm ‖S−1/2g‖2

L2 = vol(Λ) = 1.
Thus, Lemma 1.1.9 implies that G(S−1/2g,Λ) is an orthonormal basis. Conse-

quently, G(g,Λ) is the image of an orthonormal basis under the bounded invert-
ible operator S1/2, hence a Riesz basis by Proposition 1.2.7.

The converse follows from combining (a) and (b).

While the last 30 years has seen numerous results on sufficient conditions for
Gabor frames [6, 10, 14, 17, 42, 48], the gap between necessary and sufficient
conditions is still massive. For an arbitrary window function, we hardly know
which lattices generate a frame.

The only exception is the one-dimensional Gaussian ϕ(x) = e−πx
2
, where a

full characterization was obtained independently by Seip-Wallstén [44, 45] and
Lyubarskĭı [41], confirming a conjecture of Daubechies and Grossmann [11].

Theorem 2.5.2 (Seip-Wallstén [44, 45], Lyubarskĭı [41]). Consider the one-
dimensional Gaussian ϕ(x) = e−πx

2
and let Λ ⊆ R2 be a lattice. Then G(ϕ,Λ)

is a frame for L2(R) if and only if vol(Λ) < 1.

Theorem 2.5.2 reveals yet again the interdisciplinary nature of time-frequency
analysis. The proof relies on the fact that the short-time Fourier transform with
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2.5. Density Theorem

respect to the Gaussian is closely related to the Bargmann transform. This trans-
ports the frame inequality in L2(Rd) to a sampling problem in the Bargmann-
Fock space of holomorphic functions, where the sophisticated methods of complex
analysis apply.

Unfortunately, only the Gaussian possesses an analytic short-time Fourier
transform [1]. Hence the methods of complex analysis do not carry further,
which explains why this result has remained singular for 25 years.

Remark 2.5.3. Seip-Wallstén and Lyubarskĭı’s results are even stronger. They
considered Gabor systems G(ϕ,Λ) along uniformly discrete sets Λ ⊆ R2 and
proved that G(ϕ,Λ) is a frame if and only if the Beurling density D−(Λ) satisfies

D−(Λ) := lim inf
r→∞

1

r2
min

(x,ξ)∈R2
card{λ ∈ Λ : λ ∈ (x, ξ) + [0, r]2} > 1.

Remark 2.5.4. The extraordinary result of Seip-Wallstén and Lyubarskĭı holds
only for dimension d = 1. For the d-dimensional Gaussian ϕd(x) = e−π|x|

2
,

the system G(ϕd(x),Λ) need not be a frame if vol(Λ) < 1. Even for general
rectangular lattices of the form

Λ :=
d∏
j=1

αjZ×
d∏
j=1

βjZ with vol(Λ) = α1β1 · · ·αdβd < 1,

the Gabor system G(ϕd,Λ) might fail to be a frame:
Due to the tensor product structure of both the window and the lattice,
G(ϕd,Λ) is a frame for L2(Rd) if and only if G(ϕ, αjZ × βjZ) is a frame in
L2(R) for all j = 1, . . . , d. This is precisely the case if all αjβj < 1, but in
dimension d ≥ 2 the condition on the volume leaves enough freedom for at least
one αjβj ≥ 1.
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M1-Window Functions

Since the upper frame inequality is always satisfied by Lemma 2.2.1, only the
existence of a lower frame bound remains to be checked for Gabor families gen-
erated by an M1-function.

Gröchenig [22] listed fourteen equivalent conditions for the invertibility of the
frame operator on L2(Rd). All of them are expressed without any inequalities, but
as properties of the four canonical operators, i.e., the analysis, synthesis, frame
and Gramian operators. The key element is a version of Wiener’s Lemma [25]
which implies that for g ∈M1(Rd), the invertibility of Sg,Λ on L2(Rd) is equiva-
lent to the invertibility on all modulation spaces simultaneously.

But first, we need to clarify that the frame operator is well-defined and bound-
ed on modulation spaces.

3.1. Boundedness of the Frame Operator

In this section, we will show that frame operator Sg,Λ with respect to g ∈M1(Rd)
is bounded on all modulation spaces Mp(Rd) for 1 ≤ p ≤ ∞. This requires some
technical preparation.

Lemma 3.1.1. Let 1 ≤ p ≤ ∞. Suppose g, ϕ ∈M1(Rd) and f ∈Mp(Rd), then

|Vgf | ≤
1

|〈ϕ, ϕ〉|
|Vϕf | ∗ |Vgϕ|.

Proof. We use the inversion formula (1.10) and obtain for all z ∈ R2d

|〈f, π(z)g〉| ≤ 1

|〈ϕ, ϕ〉|

∫
R2d

|〈f, π(w)ϕ〉||〈π(w)ϕ, π(z)g〉| dw

=
1

|〈ϕ, ϕ〉|

∫
R2d

|〈f, π(w)ϕ〉||〈ϕ, π(z − w)g〉| dw

=
1

|〈ϕ, ϕ〉|
(|Vϕf | ∗ |Vgϕ|) (z).
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3. Characterizations for M1-Window Functions

The following proposition is Young’s inequality for Wiener amalgam spaces.

Proposition 3.1.2 (Gröchenig [21, Thm. 11.1.5]). Let 1 ≤ p ≤ ∞. Suppose
g ∈ W (L∞, L1) and f ∈ Lp(Rd), then

‖f ∗ g‖W (L∞,Lp) ≤ ‖f‖Lp‖g‖W (L∞,L1).

The proof is rather lengthy but uneventful and employs the usual estimations
for functions in Wiener amalgam spaces. We therefore omit the proof and refer
to Gröchenig’s textbook [21].

Lemma 3.1.3. Let 1 ≤ p ≤ ∞. Suppose g ∈ M1(Rd) and f ∈ Mp(Rd), then
Vgf ∈ W (L∞, Lp) with norm estimate

‖Vgf‖W (L∞,Lp) . ‖g‖M1‖f‖Mp.

Proof. Fix ϕ ∈M1(Rd) with ‖ϕ‖L2 = 1. We apply Young’s inequality for amal-
gam spaces, Proposition 3.1.2, to the pointwise estimate of Lemma 3.1.1. Fur-
thermore, the embedding of M1(Rd) into W (L∞, L1) is continuous by Proposi-
tion 1.4.9, hence

‖Vgf‖W (L∞,Lp) ≤ ‖ |Vϕf | ∗ |Vgϕ| ‖W (L∞,Lp) ≤ ‖Vϕf‖Lp‖Vgϕ‖W (L∞,L1)

. ‖f‖Mp‖Vgϕ‖M1 . ‖f‖Mp‖g‖M1‖ϕ‖M1 ,

where we used Lemma 2.1.3 in the last step.

Finally, we can prove the main result of this section, the boundedness of the
frame operator on modulation spaces.

Proposition 3.1.4. Let g ∈M1(Rd) and Λ ⊆ R2d be a lattice. Then there exits
a positive constant CΛ > 0 depending only on lattice Λ but not on 1 ≤ p ≤ ∞ or
g ∈M1(Rd), such that

(a) Cg,Λ : Mp(Rd)→ `p(Λ) is bounded with ‖Cg,Λf‖`p ≤ CΛ‖g‖M1‖f‖Mp;

(b) Dg,Λ : `p(Λ)→Mp(Rd) is bounded with ‖Dg,Λc‖Mp ≤ CΛ‖g‖M1‖c‖`p;

(c) Sg,Λ : Mp(Rd)→Mp(Rd) is bounded with ‖Sg,Λf‖Mp ≤ C2
Λ‖g‖2

M1‖f‖Mp;

(d) Gg,Λ : `p(Λ)→ `p(Λ) is bounded with ‖Gg,Λc‖`p ≤ C2
Λ‖g‖2

M1‖c‖`p.
Proof. It suffices to prove claim (a), then the rest follows by dualization and
composition.

(a) Let 1 ≤ p ≤ ∞, then Vgf is in W (L∞, Lp) by Lemma 3.1.3. Furthermore,
recall that Vgf is continuous by Lemma 1.4.8. Now, the sampling property of
Proposition 1.4.10 applies which yields

‖Cg,Λf‖`p = ‖Vgf |Λ‖`p ≤ CΛ‖Vgf‖W (L∞,Lp) ≤ CΛ‖g‖M1‖f‖Mp .
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3.2. Fourteen Characterizations without

Inequalities

The previous section concerned the boundedness of the canonical operators on
(respectively between) modulation spaces Mp(Rd) and `p-spaces for 1 ≤ p ≤ ∞.
With this technicality out of the way, we are now able to state the fourteen
equivalent formulations for the existence of a lower bound in the frame inequality.

We will closely follow Gröchenig’s original work [22] in this section.

Theorem 3.2.1 (Gröchenig [22]). Let g ∈ M1(Rd) and Λ ⊆ R2d be a lattice.
Then the following are equivalent:

(i) G(g,Λ) is a frame for L2(Rd), i.e., Sg,Λ is invertible on L2(Rd).

(ii) Sg,Λ is invertible on M1(Rd).

(iii) Sg,Λ is invertible on M∞(Rd).

(iv) Sg,Λ is injective on M∞(Rd).

(v) Cg,Λ is injective from M∞(Rd) to `∞(Λ).

(vi) Dg,Λ defined on `1(Λ) has dense range in M1(Rd).

(vii) Dg,Λ is surjective from `1(Λ) onto M1(Rd).

(viii) Dg,Λ◦ is injective from `∞(Λ◦) to M∞(Rd).

(ix) Cg,Λ◦ defined on M1(Rd) has dense range in `1(Λ◦).

(x) Cg,Λ◦ is surjective from M1(Rd) onto `1(Λ◦).

(xi) Gg,Λ◦ is invertible on `1(Λ◦).

(xii) Gg,Λ◦ is invertible on `∞(Λ◦).

(xiii) Gg,Λ◦ is injective on `∞(Λ◦).

(xiv) G(g,Λ◦) is a Riesz sequence in L2(Rd), i.e., Gg,Λ◦ is invertible on `2(Λ◦).

In most parts, the proof requires only some basic facts of functional analysis.
But the key element is Wiener’s Lemma in two versions. One links the invert-
ibility of the frame operator on L2(Rd) to its invertibility on modulation spaces.
The other, Wiener’s Lemma for the twisted convolution, links the invertibility of
the Gramian on `2(Λ◦) to the its invertibility on all `p(Λ◦) for 1 ≤ p ≤ ∞.
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The twisted convolution of two finite sequences a, c indexed with respect to
the lattice Λ ⊆ R2d is defined as

(c \ a)(λ) :=
∑
µ∈Λ

cµaλ−µe
−2πiσ(µ,λ−µ),

where σ(µ, λ) := µ1 · λ2 for µ = (µ1, µ2), λ = (λ1, λ2) ∈ Λ ⊆ R2d. By Young’s
inequality

‖c \ a‖`p ≤ ‖ |c| ∗ |a| ‖`p ≤ ‖a‖`1‖c‖`p ,

with |a|λ := |aλ|, the twisted convolution extends to `p-spaces.
In particular, the twisted convolution operator Ca with respect to a fixed se-

quence a ∈ `1(Λ), defined by
Cac := c \ a,

is well-defined and bounded on all `p(Λ) for 1 ≤ p ≤ ∞.
The Gramian operator G := Gg,Λ of a Gabor system G(g,Λ) is precisely such

a twisted convolution operator. Recall that its entries are given by

Gλ,µ = 〈π(µ)g, π(λ)g〉 = e−2πiσ(µ,λ−µ)〈g, π(λ− µ)g〉. (3.1)

Let us denote aλ := 〈g, π(λ)g〉, then the action of the Gramian is

(Gc)(λ) =
∑
µ∈Λ

Gλ,µcµ =
∑
µ∈Λ

cµaλ−µe
−2πiσ(µ,λ−µ) = (c \ a)(λ) = (Cac)(λ).

Since g ∈ M1(Rd), the sequence a is absolutely summable by Proposition 3.1.4,
hence Ca is well-defined and bounded on all `p(Λ) for 1 ≤ p ≤ ∞.

Now, we can state Wiener’s Lemma for the twisted convolution.

Theorem 3.2.2 (Gröchenig-Leinert [25]). Suppose that a ∈ `1(Λ) and that the
twisted convolution operator Cac = c \ a is invertible on `2(Λ). Then the inverse
is C−1

a = Cb for a unique b ∈ `1(Λ). Consequently, Ca is invertible simultaneously
on all `p(Λ) for 1 ≤ p ≤ ∞.

For a proof, we refer to Gröchenig and Leinert’s original work [25]. Alternative
proofs can be found in [3, 26].

We have already seen in (3.1), that the phase factor in the twisted convolution
relates to combining two time-frequency shifts. It is therefore unsurprising, al-
though it requires some work, that Wiener’s Lemma for the twisted convolution
can be transferred to operators of the form

∑
λ∈Λ aλπ(λ) with a ∈ `1(Λ), i.e.,

absolutely convergent sums of time-frequency shifts.

Theorem 3.2.3 (Gröchenig-Leinert [25]). Let S =
∑

λ∈Λ aλπ(λ). If a ∈ `1(Λ)
and S is invertible on L2(Rd), then S−1 is again an absolutely convergent series of
time-frequency shifts S−1 =

∑
λ∈Λ bλπ(λ) for a unique b ∈ `1(Λ). Consequently,

S is invertible simultaneously on all modulation spaces Mp for 1 ≤ p ≤ ∞.
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3.2. Fourteen Characterizations without Inequalities

The following two lemmata settle some small technical details in the proof of
Theorem 3.2.1. The first concerns the convergence of infinite linear combinations
of time-frequency shifts with coefficients in `∞(Λ), while the second states that
time-frequency shifts are linearly independent.

Lemma 3.2.4. If c ∈ `∞(Λ), then the operator
∑

λ∈Λ cλπ(λ) is bounded from
M1(Rd) to M∞(Rd) and the sum converges unconditionally in the weak operator
topology.

Proof. By Lemma 3.1.4, we have
∑

λ∈Λ cλπ(λ)f = Df,Λc ∈ M∞(Rd) for all
f ∈M1(Rd). Furthermore,∣∣∣∑

λ∈Λ

cλ〈π(λ)f, g〉
∣∣∣ ≤ ‖c‖`∞∑

λ∈Λ

|〈π(λ)f, g〉| ≤ CΛ‖c‖`∞‖f‖M1‖g‖M1 , (3.2)

which implies that the sum
∑

λ∈Λ cλπ(λ) converges unconditionally in the weak
operator topology. Since M∞(Rd) is the dual space of M1(Rd), inequality (3.2)
also implies ∥∥∥∑

λ∈Λ

cλπ(λ)f
∥∥∥
M∞
≤ CΛ‖c‖`∞‖f‖M1 .

Hence,
∑

λ∈Λ cλπ(λ) is a bounded operator from M1(Rd) to M∞(Rd).

Lemma 3.2.5. If
∑

λ∈Λ cλπ(λ) = 0 for some c ∈ `∞(Λ), then c = 0.

Proof. By Lemma 3.2.4, the sum
∑

λ∈Λ cλπ(λ) converges with respect to the
weak operator topology. Hence, we have for all g, h ∈M1(Rd)〈∑

λ∈Λ

cλπ(λ)π(z)g, π(z)h
〉

=
∑
λ∈Λ

cλ〈π(λ)π(z)g, π(z)h〉 = 0

by assumption.
Since π(z)∗π(λ)π(z) = e2πi(z1λ2−z2λ1)π(λ), we obtain∑

λ∈Λ

cλ〈π(λ)g, h〉e2πi(z1λ2−z2λ1) = 0,

an absolutely convergent Fourier series which vanishes everywhere.
Consequently,

cλ〈π(λ)g, h〉 = 0 ∀λ ∈ Λ

for all g, h ∈M1(Rd), which is only possible if c = 0.

Proof of Theorem 3.2.1. The structure or the proof is the following. We will
show three chains of implications starting at (i) and ending with (viii):

1. (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (vi) ⇒ (viii)
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3. Characterizations for M1-Window Functions

2. (i) ⇒ (ii) ⇒ (vii) ⇒ (viii)

3. (i) ⇒ (xiv) ⇒ (xi) ⇒ (xii) ⇒ (xiii) ⇒ (viii)

To complete the circle, we will then prove

4. (viii) ⇒ (ix) ⇒ (x) ⇒ (i) .

(i)⇒(ii): Janssen’s representation of the frame operator, Theorem 2.2.5, al-
lows us to write Sg,Λ as

Sg,Λ = vol(Λ)−1
∑
µ∈Λ◦

〈g, π(µ)g〉π(µ),

where aµ := vol(Λ)−1〈g, π(µ)g〉 is absolutely summable by Lemma 2.2.8.
By assumption, the frame operator is invertible on L2(Rd). Hence, Wiener’s

Lemma, Theorem 3.2.3, implies that Sg,Λ is invertible on all modulation spaces
Mp(Rd) for 1 ≤ p ≤ ∞.

(ii)⇔(iii): A bounded linear operator between Banach spaces is invertible if
and only if its adjoint is invertible. Since the adjoint of Sg,Λ : M1(Rd)→M1(Rd)
is Sg,Λ : M∞(Rd)→M∞(Rd), equivalence (ii)⇔(iii) follows immediately.

(iii)⇒(iv): Obviously, an invertible operator must be injective.
(iv)⇒(v): If Sg,Λ = Dg,ΛCg,Λ is injective on M∞(Rd), then in particular Cg,Λ

must be injective from M∞(Rd) to `∞(Λ).
(v)⇒(vi): A bounded linear operator between Banach spaces has dense range

if and only if its adjoint is injective. Since Cg,Λ : M∞(Rd)→ `∞(Λ) is the adjoint
operator of Dg,Λ : `1(Λ)→M1(Rd), this implies the claim.

(vi),(vii)⇒(viii): By assumption, Dg,Λ(`1(Λ)) is dense in M1(Rd) (or equal to
M1(Rd)). Since finite sequences are dense in `1(Λ) and Dg,Λ : `1(Λ) → M1(Rd)
is bounded by Proposition 3.1.4, finite linear combinations of the form

f =
∑
λ∈F

aλπ(λ)g, (3.3)

where F is a finite subset of Λ, are also dense in M1(Rd).
Now assume

Dg,Λ◦c =
∑
µ∈Λ◦

cµπ(µ)g = 0

for some c ∈ `∞(Λ◦).
The goal is to show that the operator

∑
µ∈Λ◦ cµπ(µ) vanishes on M1(Rd), then

c = 0 since time-frequency shifts are independent by Lemma 3.2.5. Note that
the sum converges unconditionally with respect to the weak operator topology
and maps M1-functions to M∞-distributions by Lemma 3.2.4.
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3.2. Fourteen Characterizations without Inequalities

Take an arbitrary f ∈ M1(Rd) of the form (3.3), then for all h ∈ M1(Rd) we
have 〈 ∑

µ∈Λ◦

cµπ(µ)f, h
〉

=
∑
µ∈Λ◦

∑
λ∈F

〈aλcµπ(µ)π(λ)g, h〉

=
∑
λ∈F

aλ
∑
µ∈Λ◦

〈cµπ(µ)g, π(λ)∗h〉

=
∑
λ∈F

aλ

〈 ∑
µ∈Λ◦

cµπ(µ)g, π(λ)∗h
〉

= 0,

where we used the fact that time-frequency shifts with respect to Λ commute
with time-frequency shifts of the adjoint lattice Λ◦.

Consequently, ∑
µ∈Λ◦

cµπ(µ) = 0

on a dense subset of M1(Rd). As
∑

µ∈Λ◦ cµπ(µ) is bounded from M1(Rd) to

M∞(Rd), the operator vanishes on all of M1(Rd).
Now, Lemma 3.2.5 implies that c = 0 and therefore Dg,Λ◦ is injective.
This concludes the first chain of implications. For the second, we only need to

prove the following.
(ii)⇒(vii): If Sg,Λ = Dg,ΛCg,Λ is bijective on M1(Rd), then Dg,Λ must be

surjective from `1(Λ) onto M1(Rd).
We continue with the third chain:
(i)⇔(xiv): This is Theorem 2.4.1.
(xiv)⇒(xi),(xii): Recall that the Gramian operator Gg,Λ◦ can be interpreted as

a twisted convolution operator Ca for aµ := 〈g, π(µ)g〉 ∈ `1(Λ◦). ThenGg,Λ◦ = Ca
is invertible on `2(Λ◦) by assumption, hence invertible on all `p(Λ◦) for 1 ≤ p ≤ ∞
by Theorem 3.2.2.

(xi)⇔(xii): Again, the operator Gg,Λ◦ : `1(Λ◦) → `1(Λ◦) is invertible if and
only if its adjoint Gg,Λ◦ : `∞(Λ◦)→ `∞(Λ◦) is invertible.

(xii)⇒(xiii): Obviously, an invertible operator must be injective.
(xiii)⇒(viii): If the Gramian Gg,Λ◦ = Cg,Λ◦Dg,Λ◦ is bijective on `∞(Λ◦), then

Dg,Λ◦ must be injective from `∞(Λ◦) to M∞(Rd)
This concludes the third chain of implications. It remains to show the last

chain from (viii) to (i).
(viii)⇔(ix): Again, the operator Cg,Λ◦ : M1(Rd)→ `1(Λ◦) has dense range, if

and only if its adjoint Dg,Λ◦ : `∞(Λ◦)→M∞(Rd) is injective.
(ix)⇒(x): By assumption Cg,Λ◦(M

1(Rd)) is dense in `1(Λ◦). Hence for every
1 > ε > 0, there exists a ϕ ∈M1(Rd) such that

‖Cg,Λ◦ϕ− e0‖`1 < ε
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3. Characterizations for M1-Window Functions

where e0(µ) := δµ,0. Explicitly, this means∑
µ∈Λ◦

|〈ϕ, π(µ)g〉 − δµ,0| = |〈ϕ, g〉 − 1|+
∑

µ∈Λ◦\{0}

|〈ϕ, π(µ)g〉| < ε.

We define the cross-Gramian Φ by

Φµ,ν := 〈π(ν)ϕ, π(µ)g〉

for µ, ν ∈ Λ◦, then

‖Φ− I`1‖`1→`1 ≤ sup
ν∈Λ◦

∑
µ∈Λ◦

|Φµ,ν − δµ,ν |

= |〈ϕ, g〉 − 1|+ sup
ν∈Λ◦

∑
µ∈Λ◦\{ν}

|〈π(ν)ϕ, π(µ)g〉|

= |〈ϕ, g〉 − 1|+
∑

µ∈Λ◦\{0}

|〈ϕ, π(µ)g〉| < ε < 1.

Consequently, the cross-Gramian is invertible on `1(Λ◦). (Its inverse is given
by the Neumann series Φ−1 =

∑∞
k=0(I`1 − Φ)k.)

Now, let a ∈ `1(Λ◦) be arbitrary. Since Φ is invertible on `1(Λ◦), there exists
a sequence c ∈ `1(Λ◦) such that Φc = a. Set

f :=
∑
ν∈Λ◦

cνπ(ν)ϕ = Dϕ,Λ◦c,

then f ∈ M1(Rd) by Proposition 3.1.4 since ϕ ∈ M1(Rd) and c ∈ `1(Λ◦). More-
over, we have

(Cg,Λ◦f)(µ) = 〈f, π(µ)g〉 = 〈Dϕ,Λ◦c, π(µ)g〉

= 〈c, Cϕ,Λ◦(π(µ)g)〉 =
∑
ν∈Λ◦

cν〈π(µ)g, π(ν)ϕ〉 = (Φc)(ν) = aν .

Hence, Cg,Λ◦ is surjective from M1(Rd) to `1(Λ◦).
(x)⇒(i): Since Cg,Λ is surjective from M1(Rd) to `1(Λ◦), there exists a function

γ ∈ M1(Rd) such that Cg,Λ◦γ = e0 where e0 is defined as e0(µ) := vol(Λ)δµ,0 for
all µ ∈ Λ◦. In other words, the biorthogonality relations

Cg,Λ◦γ(µ) = 〈γ, π(µ)g〉 = vol(Λ)δµ,0 ∀µ ∈ Λ◦

are satisfied.
Since both g and γ are in M1(Rd), their respective Gabor systems are Bessel

sequences by Lemma 2.2.1. Now, the duality theory (Theorem 2.4.1) implies
that G(g,Λ) is a frame for L2(Rd).
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4. Characterizations for
Separable Lattices

The duality theory of Chapter 2 is a fascinating result that reveals the deep
structural connection between the Gabor system G(g,Λ) and its adjoint system
G(g,Λ◦). In combination with the additional structure of a separable lattice, this
yields numerous characterizations, which have seen several applications.

Among them is the well-known criterion of Ron and Shen [42], which follows
from the duality theory by an application of Plancherel’s theorem. A modified
version of Ron-Shen featuring the Zak transform is used extensively in Janssen’s
work [34, 35].

For rational lattices, i.e., a rectangular lattices with rational redundancy, the
criterion of Ron and Shen can be further periodized. After an application of
Plancherel’s theorem, this yields the characterizations for Gabor frames of Zeevi
and Zibulski [51, 50] via a family of finite-dimensional matrices.

4.1. The Criterion of Ron and Shen

In this and the following section, we consider separable lattices of the form Λ =
αZd × βZd for α, β > 0. Observe that the adjoint of such a rectangular lattice is

Λ◦ = I
(

1
α
Id 0
0 1

β
Id

)
Z2d =

1

β
Zd × 1

α
Zd,

i.e., again a rectangular lattice.
For convenience, we denote G(g, α, β) := G(g, αZd×βZd) and analogously the

corresponding frame operators by Sg,α,β, Cg,α,β, Dg,α,β.

Definition 4.1.1. Let g ∈ L2(Rd) and Λ = αZd × βZd with α, β > 0 be a
separable lattice. The pre-Gramian matrix P (x) is defined by

P (x)j,k = g
(
x+ αj − k

β

)
∀j, k ∈ Zd

and the Ron-Shen matrix R(x) := P (x)∗P (x) has the entries

R(x)k,l =
∑
j∈Zd

g
(
x+ αj − k

β

)
g
(
x+ αj − l

β

)
∀k, l ∈ Zd.
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4. Characterizations for Separable Lattices

Theorem 4.1.2. Let g ∈ L2(Rd) and Λ = αZd×βZd with α, β > 0 be a separable
lattice. Then the following are equivalent:

(i) G(g, α, β) is a frame for L2(Rd).

(ii) G(g, α, β) is a Bessel sequence and there exists a dual window γ ∈ L2(Rd)
such that G(γ, α, β) is a Bessel sequence and

〈γ,M l
α
T k
β
g〉 = (αβ)dδk,0δl,0 ∀k, l ∈ Zd, (4.1)

where δk,0 denotes the Kronecker delta.

(iii) G(g, 1
β
, 1
α

) is a Riesz sequence for L2(Rd).

(iv) There exist positive constants A,B > 0, such that for all c ∈ `2(Zd) and
almost all x ∈ Rd

A‖c‖2
`2 ≤

∑
j∈Zd

∣∣∣ ∑
k∈Zd

ckg
(
x+ αj − k

β

)∣∣∣2 ≤ B‖c‖2
`2. (4.2)

(v) There exist positive constants A,B > 0, such that the spectrum of almost
every Ron-Shen matrix is contained in the interval [A,B]. This means

σ(R(x)) ⊆ [A,B] for a.e. x ∈ Rd.

(vi) The set of pre-Gramians {P (x)} is uniformly bounded on `2(Zd) and has a
set of uniformly bounded left-inverses. This means that there exist Γ(x) for
almost all x ∈ Rd, such that

Γ(x)P (x) = I`2(Zd) for a.e. x ∈ Rd,

‖Γ(x)‖ ≤ C for a.e. x ∈ Rd,

where I`2(Zd) denotes the identity on `2(Zd).

The first three characterizations is just a special case of Theorem 2.4.1. The
conditions (iv) and (v) were discovered by Ron and Shen in their fundamental
work [42]. The last criterion is due to Gröchenig and Stöckler [27].

Remark 4.1.3. The results of Ron and Shen in [42] are more general. They
considered separable lattices of the form PZd × QZd with invertible matrices
P,Q ∈ GL(Rd). In this setting, the results of Theorem 4.1 hold with the ap-
propriate modifications. This means replacing the scalar-multiplication with
α, β, 1/α, 1/β by the matrix-vector multiplication with P,Q, P−1, Q−1 respec-
tively.

The proofs remain identical, but the resulting Fourier series are now periodic
on the fundamental domain of the lattice PZd instead of Qα = [0, α]d.
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4.1. The Criterion of Ron and Shen

The proof of the equivalences (iii) ⇔ (iv) ⇔ (v) follows Gröchenig’s survey
article [23]. The proof of the last criterion is the original by Gröchenig and
Stöckler [27].

Proof of Theorem 4.1.2. (i)⇔ (ii)⇔ (iii): This is Theorem 2.4.1.
(iv)⇔(v): For all sequences c ∈ `2(Zd), we have

∑
j∈Zd

∣∣∣ ∑
k∈Zd

ckg
(
x+ αj − k

β

)∣∣∣2 = 〈P (x)c, P (x)c〉 = 〈R(x)c, c〉.

Hence, inequality (4.2) becomes

A‖c‖2
`2 ≤ 〈R(x)c, c〉 ≤ B‖c‖2

`2 ∀c ∈ `2(Zd),

for almost all x ∈ Rd, which is equivalent to σ(R(x)) ⊆ [A,B] for almost all
x ∈ Rd.

(iv)⇒(iii): We need to show that Dg, 1
β
, 1
α

: `2(Z2d)→ L2(Rd) is bounded from

above and below.
Due to the separable structure of the lattice, we can rewrite the synthesis

operator as

(Dg, 1
β
, 1
α
c)(x) =

∑
k,l∈Zd

ck,lM l
α
T k
β
g(x) =

∑
k∈Zd

(∑
l∈Zd

ck,le
2πi l

α
·x
)
T k
β
g(x),

where pk(x) :=
∑

l∈Zd ck,le
2πi l

α
·x is a periodic Fourier series on Qα := [0, α]d with

square-summable coefficients (ck,l)l∈Zd . Consequently, the Fourier series pk is in
L2(Qα) and we have ∫

Qα

|pk(x)|2 dx = αd
∑
l∈Zd
|ck,l|2

by Plancherel’s theorem.
We periodize the L2-norm of the synthesis operator with respect to Qα as

follows:

‖Dg, 1
β
, 1
α
c‖2
L2 =

∥∥∥∑
k∈Zd

pk · T k
β
g
∥∥∥2

L2

=

∫
Rd

∣∣∣ ∑
k∈Zd

pk(x)g
(
x− k

β

)∣∣∣2 dx

=

∫
Qα

∑
j∈Zd

∣∣∣ ∑
k∈Zd

pk(x)g
(
x+ αj − k

β

)∣∣∣2 dx.

51



4. Characterizations for Separable Lattices

Observe that
(
pk(x)

)
k∈Zd is in `2(Zd) for almost all x ∈ Rd since∫

Qα

∑
k∈Zd
|pk(x)|2 dx =

∑
k∈Zd

∫
Qα

|pk(x)|2 dx = αd
∑
k,l∈Zd

|ck,l|2 <∞.

Hence, we can use assumption (4.2) with respect to the sequence
(
pk(x)

)
and

obtain for the lower bound

‖Dg, 1
β
, 1
α
c‖2
L2 ≥

∫
Qα

A
∑
k∈Zd
|pk(x)|2 dx

= A
∑
k∈Zd

∫
Qα

|pk(x)|2 dx

= αdA
∑
k,l∈Zd

|ck,l|2 = αdA‖c‖2
`2

for all c ∈ `2(Z2d). The upper bound follows analogously.
(iii)⇒(iv): By assumption, the synthesis operator Dg, 1

β
, 1
α

is bounded from

above and below. This means we have

A‖c‖2
`2 ≤ ‖Dg, 1

β
, 1
α
c‖2
L2 ≤ B‖c‖2

`2 .

for all c ∈ `2(Z2d).
For a, b ∈ `2(Zd), define the sequence c by ck,l := akbl. Then c ∈ `2(Z2d) since

‖c‖2
`2(Z2d) =

∑
k,l∈Zd

|ck,l|2 =
∑
k,l∈Zd

|ak|2|bl|2 = ‖a‖2
`2(Zd)‖b‖

2
`2(Zd).

Every p ∈ L2(Qα) can be written as Fourier series p(x) =
∑

l∈Zd ble
2πil· x

α with
coefficients b ∈ `2(Zd). Hence we obtain for arbitrary a ∈ `2(Zd) and p ∈ L2(Qα)

A

αd
‖a‖2

`2(Zd)

∫
Qα

|p(x)|2 dx = A‖a‖2
`2(Zd)‖b‖

2
`2(Zd) = A‖c‖2

`2(Z2d)

≤ ‖Dg, 1
β
, 1
α
c‖2
L2 =

∥∥∥ ∑
k,l∈Zd

akblM l
α
T k
β
g
∥∥∥2

L2

=

∫
Rd

∣∣∣ ∑
k∈Zd

ak
∑
l∈Zd

ble
2πil· x

α g
(
x− k

β

)∣∣∣2 dx

=

∫
Rd
|p(x)|2

∣∣∣ ∑
k∈Zd

akg
(
x− k

β

)∣∣∣2 dx (4.3)

=

∫
Qα

∑
j∈Zd
|p(x+ αj)|2

∣∣∣ ∑
k∈Zd

akg
(
x+ αj − k

β

)∣∣∣2 dx
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4.1. The Criterion of Ron and Shen

=

∫
Qα

|p(x)|2
∑
j∈Zd

∣∣∣ ∑
k∈Zd

akg
(
x+ αj − k

β

)∣∣∣2 dx.

Since L2(Qα) contains all characteristic functions of measurable subsets in Qα,
(4.3) implies

A

αd
‖a‖2

`2 ≤
∑
j∈Zd

∣∣∣ ∑
k∈Zd

akg
(
x+ αj − k

β

)∣∣∣2 for a.e. x ∈ Rd

for all a ∈ `2(Zd). The upper bound follows analogously.
(v)⇒(vi): Suppose that the spectrum of almost all R(x) is contained in the in-

terval [A,B] for some positive constants A,B > 0. Then the set of pre-Gramians

is uniformly bounded by B
1
2 since R(x) = P (x)∗P (x).

As R(x) is invertible, we may define Γ(x) := R(x)−1P (x)∗. Then

Γ(x)P (x) = I`2(Zd)

and
‖Γ(x)‖ ≤ ‖R(x)−1‖‖P (x)‖ ≤ A−1B

1
2 .

(vi)⇒(iv): By assumption, P (x) possesses a uniformly bounded left inverse
for almost all x ∈ Rd. This implies

‖c‖2
`2 = ‖Γ(x)P (x)c‖2

`2 ≤ ‖Γ(x)‖2‖P (x)c‖2
`2

≤ C2〈R(x)c, c〉 ≤ C2‖P (x)‖2‖c‖2
`2

(4.4)

for all c ∈ `2(Z2d) and almost all x ∈ Rd. Since P (x) is also uniformly bounded for
almost all x ∈ Rd, inequality (4.4) is equivalent to the Ron-Shen criterion (4.2).

Remark 4.1.4 (Frame Bounds). Remark 2.4.2 indicates, how the frame bounds
of G(g, α, β) are related to the Riesz bounds of the dual system G(g, 1

β
, 1
α

). Fur-
thermore, the proof of Theorem 4.1.2 showed how those are connected to the
bounds of the Ron-Shen criterion (4.2).

In summary, the following statements concerning the frame, Riesz, and Ron-
Shen bounds are equivalent:

(i) G(g, α, β) is a frame for L2(Rd) with frame bounds A,B > 0.

(ii) G(g, 1
β
, 1
α

) is a Riesz sequence for L2(Rd) with bounds (αβ)dA, (αβ)dB > 0.

(iii) The Ron-Shen criterion (4.2) is satisfied with respect to βdA, βdB > 0.

We isolate the following Ron-Shen characterization for Bessel sequences from
Theorem 4.1.2.
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Lemma 4.1.5. Let g ∈ L2(Rd) and Λ = αZd× βZd with α, β > 0 be a separable
lattice. Then G(g, α, β) is a Bessel sequence if and only if the upper inequality of
(4.2) holds.

Proof. The proof of this claim is implicit in the proof of equivalence (iii)⇔(iv)
in Theorem 4.1.2.

At first glance, the Ron-Shen criterion (4.2) does not look like a big improve-
ment to the frame inequality. In both cases, the difficulty lies with the lower
inequality, which corresponds the invertibility of the related operator.

However, there are instances where the Ron-Shen criterion is fairly easy to
check. If the window has compact support, the Ron-Shen matrices R(x) are
sparse, which improves inequality (4.2) considerably.

In the setting of Daubechies, Landau and Landau’s “painless non-orthonormal
expansions” [12], the Ron-Shen matrix is even of diagonal form and yields the
following characterization for Gabor frames.

Theorem 4.1.6 (Painless Non-Orthonormal Expansions). Suppose g ∈ L∞(Rd)
with supp g ⊆ [0, L]d. If α ≤ L and β ≤ 1

L
, then G(g, α, β) is a frame if and only

if

0 < ess inf
x∈Rd

∑
k∈Zd
|g(x− αk)|2.

We follow the proof given in Gröchenig’s survey article [23].

Proof. By assumption, we have 1
β
≤ L and therefore, the common support of

T k
β
g and T l

β
g is at most a null set for k 6= l. Since the values on a set of measure

zero is negligible for L2-functions, we may assume without loss of generality that
the supports are disjoint. Consequently,

R(x)k,l =
∑
j∈Zd

g
(
x+ jα− k

β

)
g
(
x+ jα− l

β

)
=
∑
j∈Zd

∣∣∣g(x+ jα− k

β

)∣∣∣2 δk,l.
This diagonal form implies that the operator norm of R(x) is uniformly bound-

ed for almost all x ∈ Rd by

B := ess sup
x∈Rd

∑
j∈Zd
|g(x− αj)|2 ≤

⌈
L

α

⌉d
‖g‖L∞ ,

where
⌈
L
α

⌉
denotes the closest integer greater or equal to L

α
.
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If A := ess infx∈Rd
∑

j∈Zd |g(x− αj)|2 > 0, then

〈R(x)c, c〉 ≥ A‖c‖2
`2

for all c ∈ `2(Zd) and almost all x ∈ Rd. Hence, the spectrum of almost all R(x)
is contained in [A,B] and therefore, G(g, α, β) is a frame by Theorem 4.1.2 (v).

Conversely, if G(g, α, β) is a frame, then the spectrum of almost all R(x) is
contained in [A,B] for some A,B > 0. Due to the diagonal form of R(x), we
find that

ess inf
x∈Rd

∑
j∈Zd
|g(x− αj)|2 ≥ A > 0.

Remark 4.1.7. Under the assumptions of Theorem 4.1.6, one can show that
the frame operator is the multiplication operator

Sg,α,βf(x) =
(
β−d

∑
k∈Zd
|g(x− αk)|2

)
f(x)

via Janssen’s representation of the frame operator (2.9).

Evidently, the canonical dual window is therefore

γ(x) = βd
(∑
k∈Zd
|g(x− αk)|2

)−1

g(x)

with the same smoothness and support as g.

The following result by Gröchenig and Janssen [24] states that for “nice” win-
dows and irrational lattices it suffices to check the invertibility of the Ron-Shen
matrix at just one point. Recall that Qα := [0, α]d denotes the d-dimensional
cube of side length α > 0.

Theorem 4.1.8 (Gröchenig-Janssen [24]). Assume that g ∈ W (C, L1) and Λ =
αZd× βZd is a separable lattice with αβ /∈ Q. Then the following are equivalent:

(i) G(g, α, β) is a frame for L2(Rd).

(ii) There exists a single x0 ∈ Qα such that the Ron-Shen matrix R(x0) is
invertible on `2(Zd).

We only give a sketch of the proof. For the full proof, we refer to the original
article by Gröchenig and Janssen [24].
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4. Characterizations for Separable Lattices

Proof (Sketch). Since g ∈ W (C, L1), the upper bound of inequality (4.2) is always
satisfied by Lemma 4.1.5 and [21, Proposition 6.2.2].

The invertibility at a fixed point x0 ∈ Qα implies the operator inequality

AI`2 ≤ R(x0) ≤ BI`2

for suitable constants A,B > 0.
From the definition of the Ron-Shen matrix it is evident that a time-shift of

the Ron-Shen matrix by n
β

results in an index shift by n:

R
(
x0−

n

β

)
k,l

=
∑
j∈Zd

g
(
x0−

n

β
+αj − k

β

)
g
(
x0−

n

β
+αj − l

β

)
= R(x0)k+n,l+n.

Clearly, this symmetric index shift does not change the spectrum. Hence,

AI`2 ≤ R
(
x− n

β

)
≤ BI`2 ∀n ∈ Zd. (4.5)

Since αβ is irrational, the set {x = x0 − n
β

(mod α) : n ∈ Zd} is dense in

Qα = [0, α]d by Kronecker’s theorem [38]. Consequently, the Ron-Shen inequality
holds on a dense subset of Qα.

By a continuity argument, inequality (4.5) can be extended all of Qα. For this,
one needs to show that the map x 7→ R(x) is uniformly continuous with respect
to the operator norm on `2(Zd). (see Gröchenig and Janssen [24, Lemma 2])

We return to general rectangular lattices Λ = αZd × βZd with α, β > 0. The
goal of the remainder of this section is to expand Theorem 4.1.2 by an additional
characterization involving the Zak transform.

The Zak transform with respect to the parameter α > 0 is defined by

Zαf(x, ξ) :=
∑
k∈Zd

f(x− αk)e2πiαk·ξ.

We start with proving a few basic properties of the Zak transform.

Lemma 4.1.9 (Quasiperiodicity of the Zak transform). Let α > 0, then for
n ∈ Zd we have for all x, ξ ∈ Rd

Zαf
(
x, ξ +

n

α

)
= Zαf(x, ξ)

and
Zαf(x+ αn, ξ) = e2πiαn·ξZαf(x, ξ).

In particular, the Zak transform Zαf is completely determined by its values on
Qα ×Q 1

α
⊆ R2d.
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4.1. The Criterion of Ron and Shen

Proof. Both claims follow from a straight forward index shift in the summation
of the Zak transform.

Lemma 4.1.10. Let α > 0, then the following holds:

(a) If f ∈ L2(Rd), then Zαf is defined almost everywhere on R2d. Furthermore,
Zαf(x, . ) ∈ L2(Q 1

α
, dξ) for almost every x ∈ Rd.

(b) If f ∈ W (L∞, L1), then Zαf ∈ L∞(R2d).

(c) If f ∈ W (C, L1), then Zαf is continuous on R2d.

Proof. (a) The periodization of the L2-norm of f yields∫
Qα

∑
k∈Zd
|f(x− αk)|2 dx =

∫
Rd
|f(x)|2 <∞.

This implies that the sequences (f(x−αk))k∈Zd are in `2(Zd) for almost all x ∈ Rd.
Consequently, Zαf(x, . ) is a Fourier series with square-summable coefficients and
therefore in L2(Q 1

α
, dξ). In particular, Zαf is defined almost everywhere on R2d.

(b) This claim follows from a straight forward estimate:

‖Zαf‖L∞ ≤ ess sup
x∈Qα

∑
k∈Zd
|f(x− αk)| ≤

∑
k∈Zd

ess sup
x∈Qα

|f(x− αk)|

=
∑
k∈Zd
‖f · TαkχQα‖L∞ . ‖f‖W (L∞,L1).

(c) Let (x, ξ) ∈ R2d and (xn, ξn)n∈N ∈ R2d be a sequence converging to (x, ξ),
where w.l.o.g. the x-coordinates are already sufficiently close, i.e., xn ∈ x +[
−α

2
, α

2

]d
for all n ∈ N.

Then for all k ∈ Zd and for all n ∈ N, we have

|f(xn − αk)e2πiαk·ξn| ≤ ‖f · Tαkχx+[−α
2
,α
2

]d‖L∞ =: g(k).

Since f ∈ W (L∞, L1), the sequence (g(k))k∈Zd is an absolute summable majoriz-
ing sequence. Now, the continuity in (x, ξ) follows from Lebesgue’s dominated
convergence theorem for the point measure the continuity of f .

With the help of the Zak transform, we expand Theorem 4.1.2 by an additional
characterization. We denote the d-dimensional torus by Td := [0, 1]d.
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Theorem 4.1.11. Let g ∈ L2(Rd) and Λ = αZd × βZd with α, β > 0 be a
separable lattice. Then the following are equivalent:

(i) G(g, α, β) is a frame for L2(Rd).

(vii) {Z 1
β
g(x + αj, β . ) : j ∈ Zd} is a frame for L2(Td) for almost all x ∈ Rd

with frame bounds independent of x.

Proof. By Theorem 4.1.2, G(g, α, β) is a Gabor frame if and only if there exist
positive constants A,B > 0, such that

A‖c‖2
`2 ≤

∑
j∈Zd

∣∣∣ ∑
k∈Zd

ckg
(
x+ αj − k

β

)∣∣∣2 ≤ B‖c‖2
`2

for all c ∈ `2(Zd) and almost all x ∈ Rd.
We interpret the sum over k ∈ Zd as an inner product of sequences. By

periodization of the L2-norm, it is easy to see that the sequences

gj :=

(
g
(
x+ αj − k

β

))
k∈Zd

are in `2(Zd) for all j ∈ Zd and for almost all x ∈ Rd. Hence, the corresponding
Fourier series

f(ξ) :=
∑
k∈Zd

cke
2πik·ξ,

Z 1
β
g(x+ αj, βξ) =

∑
k∈Zd

g
(
x+ αj − k

β

)
e2πik·ξ

are in L2(Td, dξ) and Parseval’s formula yields∑
j∈Zd

∣∣∣ ∑
k∈Zd

ckg
(
x+ αj − k

β

)∣∣∣2 =
∑
j∈Zd

∣∣∣ ∫
Td
f(ξ)Z 1

β
g(x+ αj, βξ) dξ

∣∣∣2
=
∑
j∈Zd

∣∣∣〈f, Z 1
β
g(x+ αj, β . )〉L2(Td)

∣∣∣2.

Consequently, G(g, α, β) is a Gabor frame if and only if the frame inequality

A‖f‖2
L2(Td) ≤

∑
j∈Zd

∣∣∣〈f, Z 1
β
g(x+ αj, β . )〉L2(Td)

∣∣∣2 ≤ B‖f‖2
L2(Td)

holds for all f ∈ L2(Td) and almost all x ∈ Rd.
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4.2. Applications

One major goal in time-frequency analysis is to determine whether G(g, α, β)
constitutes a frame. This may be done by applying one of the characterizations
of the previous section. Depending on the function and lattice parameters, some
characterizations may be more advantageous then others.

Ideally, one would like to determine the (reduced) frame set to a given window
function g ∈ L2(Rd)

F(g) := {(α, β) ∈ R2
+ : G(g, α, β) is a frame},

i.e., all pairs of lattice parameters that generate a frame with respect to the
window g. The last thirty years have shown that this is a hard problem. Even for
the characteristic function of an interval, a rather simple function, this proved to
be extremely difficult. The frame set of χ[0,1] is highly complicated and Janssen’s
investigation [36] left open several blank spots. Only recently, Dai and Sun [9]
devised an algorithm to determine when G(χ[0,1], α, β) is a frame.

Previous to the result of Gröchenig and Stöckler [27] for totally positive func-
tions, we knew the frame set for only six functions (not counting trivial mod-
ifications such as scaling, dilation and time-frequency shifts). Those functions
were the Gaussian ϕ(x) = e−πx

2
, the one-side exponential g(x) = e−xχR+(x), its

Fourier transform g(x) = (1 + 2πix)−1, the symmetric exponential g(x) = e−|x|,
its Fourier transform g(x) = (1 + 4π2x2)−1, and the hyperbolic secant g(x) =
2(ex + e−x)−1 = (coshx)−1.

The results of Seip-Wallstén [44, 45] and Lyubarskĭı [41] characterize all time-
frequency lattices which generate a Gabor frame for the one-dimensional Gaus-
sian (cf. Theorem 2.5.2). The Gaussian marks the only function, where the full
frame set is known, i.e., the set of all time-frequency lattices that generate a
frame.

The results of the remaining five functions are due to Janssen [34, 35] respec-
tively Janssen and Strohmer [37] and employ the methods of section 4.1.

Proposition 4.2.1 (Janssen [34]). Let g(x) = e−xχR+(x) or g(x) = (1+2πix)−1.
Then G(g, α, β) is a frame if and only if αβ ≤ 1.

Proof. If g(x) = e−xχR+(x), then its Fourier transform is ĝ(ξ) = (1 + 2πiξ)−1.
Therefore, it suffices to prove the claim for the one-sided exponential, since
G(g, α, β) is a Gabor frame if and only if G(ĝ, β, α) is a Gabor frame by Propo-
sition 1.3.2.

By the Theorem 2.5.1, the condition αβ ≤ 1 is necessary for G(g, α, β) to be
a frame. On the other hand, it is easy to see that

γ(x) := β ex
(
χ[0,α)(x)− χ[−α,0)(x)

)
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4. Characterizations for Separable Lattices

and g(x) = e−xχR+(x) satisfy the biorthogonality relations (4.1) for αβ ≤ 1.
Note that g, γ ∈ W (L∞, L1), hence both G(g, α, β) and G(γ, α, β) are Bessel

sequences for all α, β > 0 by [21, Proposition 6.2.2]. Consequently, G(g, α, β) is
a frame for all αβ ≤ 1 by Theorem 4.1.2 (ii).

Theorem 4.2.2 (Janssen [35], Janssen-Strohmer [37]). Let g(x) = e−|x|, g(x) =
(1 + 4π2x2)−1 or g(x) = 2(ex + e−x)−1 = (coshx)−1. Then G(g, α, β) is a frame
if and only if αβ < 1.

Observe that all three functions are in the Wiener amalgam space W (C, L1).
Consequently, the upper frame inequality is again always satisfied by [21, Propo-
sition 6.2.2]. On the other hand, the amalgam Balian-Low theorem [4, 10, 39]
restricts the necessary density condition even further to αβ < 1. In this light,
Theorem 4.2.2 states that the necessary conditions on the lattice are already
sufficient.

The result for the symmetric exponential g(x) = e−|x| is due to Janssen [35].
Janssen’s proof uses the Ron-Shen criterion reformulated by means of the Zak
transform (cf. Theorem 4.1.11) and shows the lower inequality directly by long
winded computation and case distinctions. This also covers the result for the
Poisson kernel g(x) = (1 + 4π2x2)−1 as the Fourier transform of the symmetric
exponential.

Janssen and Strohmer [37] proved the result for the hyperbolic secant g(x) =
2(ex + e−x)−1 = (coshx)−1 by relating its Zak transform to that of the Gaussian
ϕ(x) = e−πx

2
.

We turn to Gröchenig and Stöckler’s result [27] for totally positive functions
of finite type. The showed that that the density condition αβ < 1 is necessary
and sufficient for finite type M ≥ 2 by constructing an explicit dual window.

Definition 4.2.3. A real-valued function g : R → R in L1(R) is called totally
positive of finite type M, if its Fourier transform admits a factorization of the
form

ĝ(ξ) = Ce2πiδξ

M∏
j=1

(1 + 2πiδjξ)
−1, (4.6)

where C > 0, M ∈ N, δ ∈ R and δj ∈ R \ {0}.

Lemma 4.2.4. Let g be a totally positive function of finite type M ≥ 2, then
g ∈M1(R).

Proof. If g is a totally positive function of finite type M ≥ 2, then its Fourier
transform satisfies at least |ĝ(ξ)| . (1 + |ξ|)−2. Clearly, ĝ is smooth and all its
derivatives are in L1(R) since they have similar decay. Consequently, g decays
faster than any polynomial.

The decay of g and ĝ is enough such that the embedding estimates of [20] are
satisfied, which guarantees g ∈M1(R).
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There are two important consequences of Lemma 4.2.4: First, the upper frame
bound is always satisfied for totally positive functions of finite type M ≥ 2 by
Lemma 2.2.1.

Second, M1-windows cannot generate a frame at critical density by the Amal-
gam Balian-Low theorem [4, 10, 39]. This implies the necessary density condition
αβ < 1 for totally positive functions of type M ≥ 2.

Gröchenig and Stöckler’s [27] result states that this necessary condition is
already sufficient.

Theorem 4.2.5 (Gröchenig-Stöckler [27]). Let g ∈ L2(Rd) be a totally positive
function of finite type M ≥ 2. Then G(g, α, β) is a frame if and only if αβ < 1.

Note that Theorem 4.2.5 does not hold for totally positive functions of type
M = 1. Clearly, the one-sided exponential is of this type but generates a frame
at critical density by Proposition 4.2.1.

The proof of Theorem 4.2.5 is highly technical and involves constructing a dual
window by means of the following lemma.

Lemma 4.2.6 (Gröchenig-Stöckler [27]). Assume that there exists a (Lebesgue
measurable) vector-valued function σ(x) from Rd to `2(Zd) with period α, such
that ∑

j∈Zd
σj(x)g

(
x+ αj − k

β

)
= δk,0 for a.e. x ∈ Rd.

If G(g, α, β) is a Bessel sequence and
∑

j∈Zd ‖σj‖L∞(Qα) < ∞, then G(g, α, β)
is a frame. Moreover, a dual window is given by

γ(x) = βd
∑
j∈Zd

σj(x)χQα(x− αj) ∀x ∈ Rd,

where χQα denotes the characteristic function of the set Qα := [0, α]d.

Proof. Since
∑

j∈Zd ‖σj‖L∞(Qα) < ∞, the dual window γ is in the Wiener space

W (L∞, L1). Hence, G(γ, α, β) is a Bessel sequence by [21, Proposition 6.2.2].
We verify that g and γ satisfy the Wexler-Raz biorthogonality conditions (4.1):

〈γ,M l
α
T k
β
g〉 =

∫
Rd
γ(x)g

(
x− k

β

)
e−2πi l

α
·x dx

=

∫
Qα

∑
j∈Zd

γ(x+ αj)g
(
x+ αj − k

β

)
e−2πi l

α
·x dx

= βd
∫
Qα

∑
j∈Zd

σj(x)g
(
x+ αj − k

β

)
e−2πi l

α
·x dx

= βd
∫
Qα

δk,0 e
−2πi l

α
·x dx
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= (αβ)dδk,0δl,0.

Hence G(g, α, β) is a Bessel sequence with biorthogonal Bessel sequence G(γ, α, β)
and therefore a frame by Theorem 4.1.2.

Since totally positive functions of finite type are defined via their Fourier trans-
form, we obtain the following corollary of Theorem 4.2.5.

Corollary 4.2.7. Let g ∈ L2(Rd) be a finite product of the form (4.6) with
M ≥ 2. Then G(g, α, β) is a frame if and only if αβ < 1.

Proof. Combine Theorem 4.2.5 and the fact that G(g, α, β) is a frame if and only
if G(ĝ, β, α) is a frame by Proposition 1.3.2.

4.3. The Criteria of Zeevi and Zibulski

The Ron-Shen criterion of Theorem 4.1.2 states that G(g, α, β) is a Gabor frame
if and only if the inequality

A‖c‖2
`2 ≤

∑
j∈Zd

∣∣∣ ∑
k∈Zd

ckg
(
x+ αj − k

β

)∣∣∣2 ≤ B‖c‖2
`2

is satisfied for all c ∈ `2(Zd) and almost all x ∈ Rd. In Section 4.1, we interpreted
the sum over k ∈ Zd as an inner product of sequences and used Parseval’s formula
to derive a characterization of Gabor frames involving the Zak transform.

With the additional structure of a rational lattice, i.e., a rectangular lattice
where αβ ∈ Q, we may interpret the sum over k ∈ Zd as a convolution after a
suitable periodization and apply Plancherel’s theorem on the outer `2-norm. This
yields characterizations of Zeevi and Zibulski [51, 50], where only the spectral
properties of a family of finite dimensional matrices need to be checked.

Recall that the Zak transform for the parameter α > 0 is defined as

Zαf(x, ξ) =
∑
k∈Zd

f(x− αk)e2πiαk·ξ

and quasi-periodic on Qα × Q 1
α

by Lemma 4.1.9. Furthermore for f ∈ L2(Rd),

the Zak transform is defined almost everywhere on R2d by Lemma 4.1.10.

Definition 4.3.1. We define the matrix P(x, ξ) by its entries

P(x, ξ)r,s := Zαqg
(
x+ αr − s

β
, ξ
)

,

where r ∈ Eq := {0, 1, . . . , q − 1}d and s ∈ Ep := {0, 1, . . . , p− 1}d.
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The matrix R(x, ξ) := P(x, ξ)∗P(x, ξ) has the entries

R(x, ξ)s,t =
∑
r∈Eq

Zαqg
(
x+ αr − s

β
, ξ
)
Zαqg

(
x+ αr − t

β
, ξ
)

,

where s, t ∈ Ep := {0, 1, . . . , p− 1}d.

In the following, let (L2(Q 1
αq

))Ep denote all vector-valued functions f :=

(fs)s∈Ep , where all components fs are in L2(Q 1
αq

).

Lemma 4.3.2. Let g ∈ L2(Rd) and Λ = αZd× βZd with αβ = p
q
∈ Q. Then for

all c ∈ `2(Zd) and all x ∈ Rd, we have∑
j∈Zd

∣∣∣ ∑
k∈Zd

ckg
(
x+ αj − k

β

)∣∣∣2 (4.7)

= (αq)d
∫

Q 1
αq

∑
r∈Eq

∣∣∣ ∑
s∈Ep

fs(ξ) · Zαqg
(
x+ αr − s

β
, ξ
)∣∣∣2 dξ (4.8)

= (αq)d
∫

Q 1
αq

〈R(x, ξ)f(ξ), f(ξ)〉`2(Ep) dξ

where fs(ξ) :=
∑

k∈Zd cpk+se
2πiαqk·ξ and f := (fs)s∈Ep ∈ (L2(Q 1

αq
))Ep.

Proof. We start with (4.7) and periodize both sums. In the outer sum we replace
j by qj + r with j ∈ Zd and r ∈ Eq. We periodize the inner sum modulo Ep,
hence k becomes pk + s where k runs through Zd and s through Ep.

Since 1
β

= αp
q

, this yields

∑
j∈Zd

∣∣∣ ∑
k∈Zd

ckg
(
x+ αj − k

β

)∣∣∣2
=
∑
r∈Eq

∑
j∈Zd

∣∣∣ ∑
s∈Ep

∑
k∈Zd

cpk+s g
(
x+ αr − s

β
+ αq(j − k)

)
︸ ︷︷ ︸

=:gr,s(j−k)

∣∣∣2

=
∑
r∈Eq

∑
j∈Zd

∣∣∣ ∑
s∈Ep

(cp .+s ∗ gr,s)(j)
∣∣∣2.

We use Plancherel’s theorem with respect to the domain Q 1
αq

and obtain

∑
r∈Eq

∑
j∈Zd

∣∣∣ ∑
s∈Ep

(cp .+s ∗ gr,s)(j)
∣∣∣2
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= (αq)d
∑
r∈Eq

∫
Q 1
αq

∣∣∣ ∑
s∈Ep

(cp .+s ∗ gr,s)
̂

(ξ)
∣∣∣2 dξ

= (αq)d
∑
r∈Eq

∫
Q 1
αq

∣∣∣ ∑
s∈Ep

(cp .+s)
̂

(ξ) · (gr,s)
̂

(ξ)
∣∣∣2 dξ.

Now write

fs(ξ) : = (cp .+s)
̂

(ξ) =
∑
k∈Zd

cpk+se
2πiαqk·ξ,

(gr,s)
̂

(ξ) =
∑
k∈Zd

g
(
x+ αr − s

β
+ αqk

)
e2πiαqk·ξ

=
∑
k∈Zd

g
(
x+ αr − s

β
+ αqk

)
e−2πiαqk·ξ

= Zαqg
(
x+ αr − s

β
, ξ
)

,

then ∑
j∈Zd

∣∣∣ ∑
k∈Zd

ckg
(
x+ αj − k

β

)∣∣∣2
= (αq)d

∫
Q 1
αq

∑
r∈Eq

∣∣∣ ∑
s∈Ep

fs(ξ)Zαqg
(
x+ αr − s

β
, ξ
)∣∣∣2 dξ

= (αq)d
∫

Q 1
αq

∑
r∈Eq

∣∣∣[P(x, ξ)f(ξ)
]
r

∣∣∣2 dξ

= (αq)d
∫

Q 1
αq

〈P(x, ξ)f(ξ),P(x, ξ)f(ξ)〉`2(Eq) dξ

= (αq)d
∫

Q 1
αq

〈R(x, ξ)f(ξ), f(ξ)〉`2(Ep) dξ,

where [f ]r := fr denotes the r-th component of the vector (ft)t∈Eq .

Corollary 4.3.3. Let g ∈ L2(Rd) and Λ = αZd × βZd with αβ = p
q
∈ Q. Then

the following are equivalent:

(i) G(g, α, β) is a frame for L2(Rd).

(ii) There exist positive constants A,B > 0, such that for all c ∈ `2(Zd) and
almost all x ∈ Rd

A‖c‖2
`2 ≤

∑
j∈Zd

∣∣∣ ∑
k∈Zd

ckg
(
x+ αj − k

β

)∣∣∣2 ≤ B‖c‖2
`2. (4.9)
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(iii) There exist positive constants A,B > 0, such that for all f := (fs)s∈Ep ∈
(L2(Q 1

αq
))Ep and almost all x ∈ Qα∫

Q 1
αq

A‖f(ξ)‖2
`2(Ep) dξ ≤

∫
Q 1
αq

〈R(x, ξ)f(ξ), f(ξ)〉`2(Ep) dξ ≤
∫

Q 1
αq

B‖f(ξ)‖2
`2(Ep) dξ (4.10)

Furthermore, the constants A,B > 0 in (4.9) and (4.10) are equal.

Proof. Since

‖c‖2
`2(Zd) =

∑
s∈Ep

∑
k∈Zd
|cpk+s|2

=
∑
s∈Ep

(αq)d
∫

Q 1
αq

|fs(ξ)|2 dξ

= (αq)d
∫

Q 1
αq

‖f(ξ)‖2
`2(Ep) dξ,

the equivalence follows from Lemma 4.3.2.

It is easy to see that (L2(Q 1
αq

))Ep is a Hilbert space with respect to the inner

product

〈f, g〉(L2)Ep :=

∫
Q 1
αq

〈f(ξ), g(ξ)〉`2(Ep) dξ.

In this light, condition (iii) states that the spectra of R(x, . ) : (L2(Q 1
αq

))Ep →
(L2(Q 1

αq
))Ep are contained in the interval [A,B] for almost all x ∈ Qα.

In the following, we relate the spectral bounds of R(x, . ) to those of the
individual matrices R(x, ξ). This will yield the classical results of Zeevi and
Zibulski [51, 50] for the matrix R(x, ξ).

Definition 4.3.4. Let λRmax(x, ξ) and λRmin(x, ξ) denote the maximal respective
minimal eigenvalue of R(x, ξ) and define

λRmax : = ess sup{λRmax(x, ξ) : (x, ξ) ∈ Qα ×Q 1
αq
},

λRmin : = ess inf{λRmin(x, ξ) : (x, ξ) ∈ Qα ×Q 1
αq
}.
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Theorem 4.3.5. Let g ∈ L2(Rd) and Λ = αZd × βZd with αβ = p
q
∈ Q. Then

the following are equivalent:

(i) G(g, α, β) is a frame for L2(Rd).

(ii) 0 < λRmin ≤ λRmax <∞.

The proof requires some elementary results of measure theory in linear algebra
which can be found in Appendix A.1.

Proof. (ii)⇒(i): By the definition of λRmax and λRmin, we have

0 < λRmin ≤ λRmin(x, ξ) ≤ λRmax(x, ξ) ≤ λRmax <∞

for almost all (x, ξ) ∈ Qα ×Q 1
αq

. Since

λRmin〈f(ξ), f(ξ)〉 ≤ 〈R(x, ξ)f(ξ), f(ξ)〉 ≤ λRmax〈f(ξ), f(ξ)〉

holds for all f ∈ (L2(Q 1
αq

))Ep almost everywhere, inequality (4.10) follows by

integration over Q 1
αq

.

(i)⇒(ii): By assumption, the Gabor system G(g, α, β) is a frame. Hence,
inequality (4.10) holds by Corollary 4.3.3.

Diagonalization of R(x, ξ) as in Corollary A.1.4 yields measurable functions
ψU , ψD : R2d →MEp(C) such that

R(x, ξ) = ψU(x, ξ)ψD(x, ξ)ψ∗U(x, ξ) ∀(x, ξ) ∈ Qα ×Q 1
αq

,

where ψU(x, ξ) is a unitary Ep × Ep-matrix and ψD(x, ξ) is of diagonal form at
every point.

It is easy to see that ψU(x, . ) is a unitary operator on (L2(Q 1
αq

))Ep , hence

inequality (4.10) becomes∫
Q 1
αq

A‖f(ξ)‖2
`2(Ep) dξ ≤

∫
Q 1
αq

〈ψD(x, ξ)f(ξ), f(ξ)〉`2(Ep) dξ ≤
∫

Q 1
αq

B‖f(ξ)‖2
`2(Ep) dξ (4.11)

for all f ∈ (L2(Q 1
αq

))Ep .

Now suppose λRmin = 0, then for every N ∈ N there exists an ΩN ⊆ Qα ×Q 1
αq

with |ΩN | > 0, i.e., of positive (Lebesgue-)measure, such that

λRmin(x, ξ) <
1

N
∀(x, ξ) ∈ ΩN .

Define ΩN,x := {ξ ∈ Q 1
αq

: (x, ξ) ∈ ΩN} for x ∈ Qα. Observe that the sections

ΩN,x are measurable for all x ∈ Qα since ΩN is measurable. Furthermore, the
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collection Ω+
N := {x ∈ Qα : |ΩN,x| > 0} cannot be a null set as this would imply

that ΩN is a null set by Fubini.
Now fix an arbitrary x ∈ Ω+

N . Clearly, the diagonal entries of ψD(x, ξ) consist of
all eigenvalues of R(x, ξ) and by assumption, they fall below 1/N on ΩN,x. Since
Ep is finite, there must already exist a coordinate s0 ∈ Ep and a set Ω̃N,x ⊆ ΩN,x

of positive measure such that the s0-th diagonal entry of ψD(x, ξ) is less than
1/N on Ω̃N,x.

Now define fx := (fxs )s∈Ep by

fxs (ξ) :=

{
χΩ̃N,x

(ξ) s = s0

0 s 6= s0

.

Then all fxs are measurable and fx ∈ (L2(Q 1
αq

))Ep . Furthermore, we have∫
Q 1
αq

〈ψD(x, ξ)fx(ξ), fx(ξ)〉`2(Ep) dξ <
1

N
‖fx(ξ)‖2

`2(Ep). (4.12)

We have shown that for every N ∈ N, we find a set of positive measure Ω+
N

and corresponding fx ∈ (L2(Q 1
αq

))Ep for all x ∈ Ω+
N such that (4.12) holds. But

this contradicts the lower inequality of (4.11).
If the upper bound for the eigenvalues is violated, an analogous argument

yields a contradiction to the upper inequality of (4.11).

We immediately obtain the following results for integer redundancy αβ = 1
N

respectively at critical density αβ = 1.

Corollary 4.3.6. Let g ∈ L2(Rd) and Λ = αZd × βZd with αβ = 1
N

for N ∈ N.
Then G(g, α, β) is a Gabor frame for L2(Rd) if and only if there exist positive
constants A,B > 0 such that

A ≤
∑
r∈EN

|Z 1
β
g(x+ αr, ξ)|2 ≤ B for a.e. (x, ξ) ∈ Qα ×Q 1

αN

where EN := {1, . . . , N − 1}d.

Proof. Since αβ = 1
N

, the operation of R(x, ξ) is just a scalar-multiplication by

R(x, ξ) =
∑
r∈Eq

ZαNg
(
x+αr− 1

β
, ξ
)
ZαNg

(
x+αr− 1

β
, ξ
)

=
∑
r∈EN

|Z 1
β
g(x+αr, ξ)|2,

where we used the quasi-periodicity of the Zak transform (Lemma 4.1.9). Now,
the claim follows from Theorem 4.3.5.
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Corollary 4.3.7. Let g ∈ L2(Rd) and Λ = αZd × βZd with αβ = 1. Then
G(g, α, β) is a Gabor frame for L2(Rd) if and only if there exist positive constants
A,B > 0 such that

A ≤ |Zαg(x, ξ)|2 ≤ B for a.e. (x, ξ) ∈ Qα ×Q 1
α

.

Proof. This follows immediately from Corollary 4.3.6 by setting N = 1.

We return again to rational lattices for αβ = p
q
∈ Q. Unfortunately, computing

the eigenvalues of a matrix is costly. In the following, we want to replace the
condition on the eigenvalues by a condition on the determinants det(R(x, ξ)).

The first result is a characterization for Bessel sequences.

Lemma 4.3.8. Let g ∈ L2(Rd) and Λ = αZd× βZd with αβ = p
q
∈ Q. Then the

following are equivalent:

(i) G(g, α, β) is a Bessel sequence in L2(Rd).

(ii) λRmax <∞.

(iii) Zαqg ∈ L∞(Qα ×Q 1
αq

).

Proof. Recall Lemma 4.1.5, which states that G(g, α, β) is a Bessel sequence
if and only if the upper Ron-Shen criterion holds. By Lemma 4.3.2, this is
equivalent to the upper inequality of (4.10). Hence, equivalence (i)⇔(ii) is
implicit in the proof of Theorem 4.3.5.

For the remaining implications, we consider the upper inequality of (4.10) in
a slightly different version: Due to identity (4.8), G(g, α, β) is a Bessel sequence
if and only if∫
Q 1
αq

∑
r∈Eq

∣∣∣ ∑
s∈Ep

fs(ξ) · Zαqg
(
x+ αr − s

β
, ξ
)∣∣∣2 dξ ≤ B

∫
Q 1
αq

‖f(ξ)‖2
`2(Ep) dξ (4.13)

holds for all f := (fs)s∈Ep ∈ (L2(Q 1
αq

))Ep and almost all x ∈ Qα.

(iii)⇒(i): If Zαqg ∈ L∞(Qα ×Q 1
αq

), then

∑
r∈Eq

∫
Q 1
αq

∣∣∣ ∑
s∈Ep

fs(ξ) · Zαqg
(
x+ αr − s

β
, ξ
)∣∣∣2 dξ

≤
∑
r∈Eq

‖Zαqg‖2
L∞

∫
Q 1
αq

(∑
s∈Ep

|fs(ξ)|
)2

dξ
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≤ qdp2d‖Zαqg‖2
L∞

∫
Q 1
αq

∑
s∈Ep

|fs(ξ)|2 dξ

≤ B

∫
Q 1
αq

‖f(ξ)‖2
`2(Ep) dξ,

where we used the standard trick(∑
s∈Ep

|fs(ξ)|
)2

≤
(∑
s∈Ep

max
s∈Ep
{|fs(ξ)|}

)2

= p2d max
s∈Ep
{|fs(ξ)|2} ≤ p2d

∑
s∈Ep

|fs(ξ)|2.

(i)⇒(iii): Suppose that Zαqg /∈ L∞(Qα × Q 1
αq

). This means that for every

N ∈ N there exists sets with positive measure ΩN ⊆ Qα ×Q 1
αq

, such that∣∣∣Zαqg(x+ αr − s

β

)∣∣∣ > N ∀(x, ξ) ∈ ΩN .

As in the proof of Theorem 4.3.5, let ΩN,x := {ξ ∈ Q 1
αq

: (x, ξ) ∈ ΩN} denote

the measurable sections of ΩN and Ω+
N := {x ∈ Qα : |ΩN,x| > 0}. Recall that

Ω+
N must be of positive measure by Fubini.
For x ∈ Ω+

N , define for all s ∈ Ep

fxs (ξ) :=

sgn
(
Zαqg

(
x+ αr − s

β

))
ξ ∈ ΩN,x

0 ξ /∈ ΩN,x

,

where

sgn(z) :=

{
z
|z| z 6= 0

0 z = 0

denotes the signum function.
Clearly, all fxs are measurable and we obtain∫
Q 1
αq

‖fx(ξ)‖2
`2(Ep) dξ =

∫
Q 1
αq

∑
s∈Ep

|fxs (ξ)|2 dξ =
∑
s∈Ep

‖fxs ‖2
L2(Q 1

αq
) ≤ pd |ΩN,x|.

Consequently, fx := (fxs )s∈Ep is in (L2(Q 1
αq

))Ep but∫
Q 1
αq

∑
r∈Eq

∣∣∣ ∑
s∈Ep

fxs (ξ) · Zαqg
(
x+ αr − s

β
, ξ
)∣∣∣2 dξ
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≥
∫

ΩN,x

∑
r∈Eq

∣∣∣ ∑
s∈Ep

fxs (ξ) · Zαqg
(
x+ αr − s

β
, ξ
)

︸ ︷︷ ︸
=|Zαqg(x+αr− s

β
,ξ)|>N

∣∣∣2 dξ

>

∫
ΩN,x

∑
r∈Eq

∣∣∣ ∑
s∈Ep

N
∣∣∣2 dξ

= qdp2dN2|ΩN,x|

≥ (qp)dN2

∫
Q 1
αq

‖fx(ξ)‖2
`2(Ep) dξ

for all x ∈ Ω+
N . Clearly, this yields a contradiction to (4.13).

Theorem 4.3.9. Let g ∈ L2(Rd) and Λ = αZd×βZd with αβ = p
q
∈ Q. Suppose

G(g, α, β) is a Bessel sequence, then the following are equivalent:

(i) G(g, α, β) is a frame for L2(Rd).

(ii) The determinant is uniformly bounded away from zero for almost all ma-
trices R(x, ξ). This means that there exists a constant C > 0, such that

det(R(x, ξ)) ≥ C > 0 for a.e. (x, ξ) ∈ Qα ×Q 1
αq

.

Proof. In the following, let λj(x, ξ) for j ∈ Ep denote all eigenvalues (including
multiples) of R(x, ξ). Recall that all R(x, ξ) are positive semi-definite, hence
their eigenvalues are non-negative.

(i)⇒(ii): By Theorem 4.3.5, the eigenvalues of almost all R(x, ξ) satisfy

0 < λRmin ≤ λRmin(x, ξ) ≤ λRmax(x, ξ) ≤ λRmax <∞.

Since the determinant of a matrix is equal to the product of its eigenvalues, we
have

det(R(x, ξ)) =
∏
j∈Ep

λj(x, ξ) ≥ (λRmin)q
d

> 0

for almost all (x, ξ) ∈ Qα ×Q 1
αq

.

(ii)⇒(i): By assumption, we have

0 < C ≤ det(R(x, ξ)) =
∏
j∈Ep

λj(x, ξ)

for almost all (x, ξ) ∈ Qα ×Q 1
αq

.

Since G(g, α, β) is a Bessel sequence, Lemma 4.3.8 implies that the eigenvalues
of almost all R(x, ξ) are uniformly bounded by λRmax <∞.
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This implies

0 <
C

(λRmax)qd−1
≤ C∏

j 6=min λj(x, ξ)
≤ λRmin(x, ξ)

almost everywhere on Qα×Q 1
αq

and therefore λRmin > 0. Consequently, G(g, α, β)

is a frame by Theorem 4.3.5.

We obtain the following corollary for window functions whose Zak transform
is continuous. Recall that by Lemma 4.1.10, all functions in W (C, L1) have a
continuous Zak transform. In particular, Corollary 4.3.10 holds for all windows
g ∈M1(Rd).

Corollary 4.3.10. Let g ∈ L2(Rd) and Λ = αZd × βZd with αβ = p
q
∈ Q.

Suppose that Zαqg is continuous on Qα×Q 1
αq

, then the following are equivalent:

(i) G(g, α, β) is a frame for L2(Rd).

(ii) det(R(x, ξ)) 6= 0 for all (x, ξ) ∈ Qα ×Q 1
αq

.

(iii) rank(P(x, ξ)) = pd for all (x, ξ) ∈ Qα ×Q 1
αq

.

Proof. Since Zαqg is continuous, it is in particular bounded on Qα×Q 1
αq

. There-

fore, G(g, α, β) is a Bessel sequence by Lemma 4.3.8.

(i)⇔(ii): By Theorem 4.3.9, G(g, α, β) is a frame if and only if

det(R(x, ξ)) ≥ C > 0 for a.e. (x, ξ) ∈ Qα ×Q 1
αq

. (4.14)

If Zαqg is continuous, then det(R(x, ξ)) is continuous as a polynomial of con-
tinuous functions. Consequently, (4.14) is equivalent to

det(R(x, ξ)) 6= 0 ∀(x, ξ) ∈ Qα ×Q 1
αq

,

since by definition, R(x, ξ) is a positive semi-definite matrix.

(ii)⇔(iii): Since R(x, ξ) = P(x, ξ)∗P(x, ξ), this equivalence follows from well-
known facts from linear algebra.

While det(R(x, ξ)) 6= 0, respectively rank(P(x, ξ)) = pd, almost everywhere
is not sufficient for a Gabor frame, Zeevi and Zibulski [51, 50] proved that it
characterizes completeness of Gabor systems in L2(Rd).
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Theorem 4.3.11 (Zeevi-Zibulski [51, 50]). Let g ∈ L2(Rd) and Λ = αZd × βZd
with αβ = p

q
∈ Q. Then the following are equivalent:

(i) G(g, α, β) is complete in L2(Rd).

(ii) det(R(x, ξ)) 6= 0 for almost all (x, ξ) ∈ Qα ×Q 1
αq

.

(iii) rank(P(x, ξ)) = pd for almost all (x, ξ) ∈ Qα ×Q 1
αq

.

For a proof, we refer to original work of Zeevi and Zibulski [51, 50]. Even
though they considered slightly different matrices, Theorem 4.3.11 still holds for
R(x, ξ),P(x, ξ) due to the results of Section 4.4.

We conclude this section with the important example of the one-dimensional
Gaussian. It is now a well-known fact, that the time-frequency shifts of the
standard Gaussian ϕ(x) = e−πx

2
along the integer lattice Λ = Z2 are complete

but do not generate a frame. We verify this in the following examples via the
characterizations of Zeevi and Zibulski.

Example 4.3.12. Consider the one-dimensional Gaussian ϕ(x) = e−πx
2
. At

critical density α = β = 1, the operator R(x, . ) is just pointwise multiplication
with |Z1ϕ(x, . )|2 (cf. Corollary 4.3.7). Since

Z1ϕ(1
2
, 1

2
) =

∑
k∈Z

e−π( 1
2
−k)2(−1)k = 0,

Corollary 4.3.10 implies that G(ϕ, 1, 1) is not a frame.
Note that |Z1ϕ|2 > 0 holds almost everywhere. In fact, Z1ϕ has only finitely

many zeroes in [0, 1]2: The Zak transform of the Gaussian is

Z1ϕ(x, ξ) =
∑
k∈Z

e−π(x−k)2e2πiαkξ

= e−πx
2
∑
k∈Z

e−πk
2

e2πiαk(ξ−ix)

= e−πx
2

Θ(α(ξ − ix), i)

where
Θ(z, τ) :=

∑
k∈Z

eπik
2τe2πikz

denotes the Jacobi-Theta function for z ∈ C and τ ∈ H := {z ∈ C : Im(z) > 0}.
For fixed τ ∈ H, the series converges uniform on compact subsets of C. Therefore,
the Jacobi-Theta function is an entire function in the first variable.

Suppose Z1ϕ(x, ξ) = 0 on a countably infinite set Ω in [0, 1]2, then Θ(z, i)
vanishes on a set with accumulation point. Since Θ(z, i) is holomorphic, it must
therefore be identically zero on the whole complex plane. Clearly, this is not the
case (take z = 0), hence Z1ϕ has only finitely many zeroes.

Consequently, the Gabor system G(ϕ, 1, 1) is complete by Theorem 4.3.11.

72



4.4. The Classical Zeevi-Zibulski Matrices

4.4. The Classical Zeevi-Zibulski Matrices

In the previous section, we derived the well-known results of Zeevi and Zibulski
for the matrices R(x, ξ) defined as

R(x, ξ)s,t :=
∑
r∈Eq

Zαqg
(
x+ αr − s

β
, ξ
)
Zαqg

(
x+ αr − t

β
, ξ
)

for (x, ξ) ∈ Q 1
α
×Q 1

αq
and s, t ∈ Ep := {0, 1, . . . , p− 1}d.

These matrices are different from the matrices appearing in Zeevi and Zibul-
ski’s original work [51, 50] or Gröchenig’s textbook [21]. In this section, we will
derive classical Zeevi-Zibulski matrices from the modified Ron-Shen criterion of
Theorem 4.1.11 and show how the matrices in [21] are related to R(x, ξ).

Definition 4.4.1. Let g ∈ L2(Rd) and define the matrix G(x, ξ) by its entries

G(x, ξ)r,s := Z 1
β
g
(
x+ αr, βξ − βs

p

)
,

for r ∈ Eq := {0, 1, . . . , q − 1}d and s ∈ Ep := {0, 1, . . . , p− 1}d.
Furthermore, the matrix S(x, ξ) := G(x, ξ)∗G(x, ξ) has the entries

S(x, ξ)s,t :=
∑
r∈Eq

Z 1
β
g
(
x+ αr, βξ − βs

p

)
Z 1
β
g
(
x+ αr, βξ − βt

p

)
for s, t ∈ Ep = {0, 1, . . . , p− 1}d.

Proposition 4.4.2. Let g ∈ L2(Rd) and Λ = αZd × βZd with αβ = p
q
∈ Q.

Then the following are equivalent:

(i) G(g, α, β) is a frame for L2(Rd) with frame bounds A,B > 0.

(ii) There exist positive constants A,B > 0, such that for all f := (fs)s∈Ep ∈
(L2(Q 1

p
))Ep and almost all x ∈ Qα∫

Q 1
p

(pβ)dA‖f(ξ)‖2
`2(Ep) dξ ≤

∫
Q 1
p

〈S(x, ξ)f(ξ), f(ξ)〉`2(Ep) dξ ≤
∫
Q 1
p

(pβ)dB‖f(ξ)‖2
`2(Ep) dξ.

Furthermore, the constants A,B > 0 in (i) and (ii) are the same.
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The following proof is based on notes by Karlheinz Gröchenig.

Proof. Recall Theorem 4.1.11 which states that the Ron-Shen criterion is equiv-
alent to

βdA‖f‖2
L2(Td) ≤

∑
j∈Zd

∣∣∣〈f, Z 1
β
g(x+ αj, β . )〉L2(Td)

∣∣∣2 ≤ βdB‖f‖2
L2(Td) (4.15)

where A,B > 0 are the frame bounds of G(g, α, β) (see Remark 4.1.4) and
Td := [0, 1]d denotes the d-dimensional torus.

Now, we periodize the sum over j ∈ Zd and write j = ql + r with r ∈ Eq and
l ∈ Zd. Since α = p

βq
, we have

αj =
p

β
l + αr

and thus

Z 1
β
g(x+ αj, βξ) = Z 1

β
g
(
x+

p

β
l + αr, βξ

)
= e2πi p

β
l·ξZ 1

β
g(x+ αr, βξ)

by the quasi-periodicity of the Zak transform (see Lemma 4.1.9).
This yields∑

j∈Zd

∣∣∣〈f, Z 1
β
g(x+ αj, β . )〉L2(Td)

∣∣∣2 =
∑
r∈Eq

∑
l∈Zd

∣∣∣〈f, e2πi p
β
l .Z 1

β
g(x+ αr, β . )〉L2(Td)

∣∣∣2

=
∑
r∈Eq

∑
l∈Zd

∣∣∣(f ·Z 1
β
g(x+ αr, β . ))̂(pl)

∣∣∣2. (4.16)

Suppose f ∈ L2(Td) is periodically extended to Rd, then∑
s∈Ep

f
(
x− s

p

)
is periodic on Q 1

p
and its Fourier coefficients are(∑

s∈Ep

f
(
. − s

p

))̂(l) =

∫
Q 1
p

∑
s∈Ep

f
(
x− s

p

)
e−2πipl·x dx

=

∫
Td
f(x)e−2πipl·x dx = f̂(pl).

Hence, its Fourier series is∑
s∈Ep

f
(
x− s

p

)
= pd

∑
l∈Zd

(∑
s∈Ep

f
(
. − s

p

))̂(l)e2πipl·x
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= pd
∑
l∈Zd

f̂(pl)e2πipl·x.

By Plancherel’s theorem, we have∑
l∈Zd
|f̂(pl)|2 =

∑
l∈Zd

∣∣∣(∑
s∈Ep

f
(
. − βs

p

))̂(l)
∣∣∣2 =

1

pd

∫
Q 1
p

∣∣∣ ∑
s∈Ep

f
(
x− s

p

)∣∣∣2 dx.

We continue with (4.16) and obtain∑
r∈Eq

∑
l∈Zd

∣∣∣(f ·Z 1
β
g(x+ αr, β . ))̂(pl)

∣∣∣2
=

1

pd

∑
r∈Eq

∫
Q 1
p

∣∣∣ ∑
s∈Ep

f
(
ξ − s

p

)
· Z 1

β
g
(
x+ αr, βξ − βs

p

)∣∣∣2 dξ.

Now write
f̃ := (T s

p
f)s∈Ep ∈ (L2(Q 1

p
))Ep

and let [f̃ ]r denote the r-th component of the vector f̃ ∈ (L2(Q 1
p
))Ep . Then∑

j∈Zd

∣∣∣〈f, Z 1
β
g(x+ αj, β . )〉L2(Td)

∣∣∣2
=

1

pd

∑
r∈Eq

∫
Q 1
p

∣∣∣ ∑
s∈Ep

f
(
ξ − s

p

)
· Z 1

β
g
(
x+ αr, βξ − βs

p

)∣∣∣2 dξ

=
1

pd

∫
Q 1
p

∑
r∈Eq

∣∣∣[G(x, ξ)f̃(ξ)
]
r

∣∣∣2 dξ

=
1

pd

∫
Q 1
p

〈G(x, ξ)f̃(ξ),G(x, ξ)f̃(ξ)〉`2(Eq) dξ

=
1

pd

∫
Q 1
p

〈S(x, ξ)f̃(ξ), f̃(ξ)〉`2(Ep) dξ.

Consequently, inequality (4.15) becomes∫
Q 1
p

(pβ)dA‖f(ξ)‖2
`2(Ep) dξ ≤

∫
Q 1
p

〈S(x, ξ)f(ξ), f(ξ)〉`2(Ep) dξ ≤
∫
Q 1
p

(pβ)dB‖f(ξ)‖2
`2(Ep) dξ

where f ∈ (L2(Q 1
p
))Ep and A,B > 0 are the frame bounds of G(g, α, β).

Proceeding as in section 4.3 shows that all results for R(x, ξ),P(x, ξ) also hold
for S(x, ξ),G(x, ξ) respectively. By Theorem 4.3.5, the spectral bounds

λSmax : = ess sup{λSmax(x, ξ) : (x, ξ) ∈ Q 1
β
×Q 1

p
},
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λSmin : = ess inf{λSmin(x, ξ) : (x, ξ) ∈ Q 1
β
×Q 1

p
}

satisfy
λSmax = (pβ)dBopt

λSmin = (pβ)dAopt

(4.17)

where Aopt, Bopt > 0 are the optimal frame bounds.

Remark 4.4.3. Despite appearing slightly different, the matrix (pβ)−dS(x, ξ) is
precisely the matrix Zeevi and Zibulski considered in their original work [51, 50].
The apparent difference stems from the fact that they defined the Zak transform
as

Z̃αf(x, ξ) := αd/2
∑
k∈Zd

f(α(x− k))e2πik·ξ,

which is quasi-periodic on Td × Td.
The original Zeevi-Zibulski matrix is defined for x̃ ∈ Td and ξ ∈ Q 1

p
by

S̃(x̃, ξ)s,t :=
1

pd

∑
r∈Eq

Z̃ 1
β
g
(
x̃+

p

q
r, ξ − s

p

)
Z̃ 1
β
g
(
x̃+

p

q
r, ξ − t

p

)
where s, t ∈ Ep := {0, 1, . . . , p− 1}.

Since

Z̃ 1
β
g
(
x̃+

p

q
r, ξ − s

p

)
= β−d/2

∑
k∈Zd

f
( 1

β

(
x̃+

p

q
r − k

))
e2πik·(ξ− s

p
)

= β−d/2 Z 1
β
g
( x̃
β

+ αr, βξ − βs

p

)
= β−d/2 G(x, ξ)r,s

for x := x̃
β
∈ Q 1

β
, we have S̃(x̃, ξ) = (pβ)−dS(x, ξ). In particular, the spectral

bounds of S̃ are precisely the optimal frame bounds by (4.17).

Now, we turn to the Zeevi-Zibulski matrices appearing in Gröchenig’s text-
book [21].

Definition 4.4.4. Let g ∈ L2(Rd) and define the matrix Q(x, ξ) by

Q(x, ξ)r,s := Zαg
(
x+

αs

p
, ξ − βr

)
e−2πir·s/q

for r ∈ Eq := {0, 1, . . . , q − 1}d and s ∈ Ep := {0, 1, . . . , p− 1}d.
Furthermore, the matrix A(x, ξ) := αd

pd
Q(x, ξ)∗Q(x, ξ) has the entries

A(x, ξ)s,t :=
αd

pd

∑
r∈Eq

Zαg
(
x+

αs

p
, ξ − βr

)
Zαg

(
x+

αt

p
, ξ − βr

)
e2πir·(s−t)/q

for s, t ∈ Ep = {0, 1, . . . , p− 1}d.
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Note the additional factor 1/pd in the definition of the matrix A(x, ξ) which
is missing in Gröchenig’s textbook [21].

The following connection between the matrices Q(x, ξ) and P̃(x, ξ) is due to
Lyubarskĭı and Nes [40].

Proposition 4.4.5. Let g ∈ L2(Rd) and αβ = p
q

with p, q ∈ N relative prime.
Then

Q(x, ξ) = W diag
(
e2πiαt·ξ)

t∈Eq
P̃(x, ξ) diag

(
e−2πiαξ· s+qms

p
)
s∈Ep

,

where ms ∈ Ep denotes the unique element in Ep such that s ≡ −qms(mod p)
and the matrices W, P̃(x, ξ) are defined by its entries

P̃(x, ξ)t,s := Zαqg
(
x+ αt− ms

β
, ξ
)

and
Wr,t := e−2πi p

q
r·t

for r, t ∈ Eq := {0, 1, . . . , q − 1}d and s ∈ Ep := {0, 1, . . . , p− 1}d.

Proof. Since p, q ∈ N are relatively prime, there exist ms ∈ Ep and ks ∈ Zd such
that

s = pks − qms (4.18)

by the Euclidean algorithm. It is easy to check that there is a one-to-one corre-
spondence between s ∈ Ep and ms ∈ Ep.

Substituting (4.18) into the definition of Q(x, ξ) yields

Q(x, ξ)r,s =
∑
k∈Zd

g
(
x+

αs

p
− αk

)
e−2πiαk·(ξ−βr)e−2πir·s/q

=
∑
k∈Zd

g
(
x− ms

β
− α(k − ks)

)
e−2πiαk·ξe2πi p

q
k·re−2πi p

q
r·ks

= e−2πiαks·ξ
∑
k′∈Zd

g
(
x− ms

β
− αk′

)
e−2πiαk′·ξe2πi p

q
r·k′

after the index shift k′ := k − ks.
Now, we periodize the sum over k′ ∈ Zd with respect to Eq. This means, we

write k′ = qm− t with t ∈ Eq and m ∈ Zd and obtain

Q(x, ξ)r,s = e−2πiαks·ξ
∑
t∈Eq

∑
m∈Zd

g
(
x− ms

β
+ αt− αqm

)
e−2πiαqm·ξe2πiαt·ξe−2πi p

q
r·t

= e−2πiαξ· s+qms
p

∑
t∈Eq

Zαqg
(
x− ms

β
+ αt, ξ

)
e2πiαt·ξe−2πi p

q
r·t,
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since ks = (s+ qms)/p. As a matrix multiplication, this is precisely

Q(x, ξ) = W diag
(
e2πiαt·ξ)

t∈Eq
P̃(x, ξ) diag

(
e−2πiαξ· s+qms

p
)
s∈Ep

.

Due to the one-to-one correspondence between s ∈ Ep and ms ∈ Ep, the matrix
P̃(x, ξ) differs only by a permutation of columns from P(x, ξ). Furthermore,
W ∗W = qdIEq and the remaining diagonal matrices are unitary. Consequently,
all results of section 4.3 also hold for the matrices A(x, ξ) and Q(x, ξ) instead of
R(x, ξ) and P(x, ξ) respectively.

Recall that by Theorem 4.3.5, the spectral bounds ofR(x, ξ) = P(x, ξ)∗P(x, ξ)
satisfy

λRmax = βdBopt

λRmin = βdAopt

where Aopt, Bopt > 0 denote the optimal frame bounds of G(g, α, β).

Let U := diag
(
e−2πiαξ· s+qms

p
)
s∈Ep

, then

A(x, ξ) =
αd

pd
Q(x, ξ)∗Q(x, ξ) =

(αq)d

pd
U∗P̃(x, ξ)∗P̃(x, ξ)U ,

where U∗P̃(x, ξ)∗P̃(x, ξ)U has the same spectral bounds as R(x, ξ). This implies
that the spectral bounds of A(x, ξ) are precisely the optimal frame bounds since
(αq/p)d = βd.
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A. Appendix

A.1. Measurability in Linear Algebra

Let Mn denote all complex-valued n × n-matrices and Hn all n × n Hermitian
matrices. We equip Mn with the usual (product) topology along with the induced
Borel σ-algebra.

Furthermore, let πj :
∏N

k=1 Xk → Xj denote the natural projection upon the
j-th coordinate.

Theorem A.1.1 (Azoff [2]). Let X and Y be complete separable metric spaces
and E a closed σ-compact subset of X × Y . Then π1(E) is a Borel set in X and
there exists a Borel-measurable function ϕ : π1(E)→ Y whose graph is contained
in E.

Proof. An elementary proof can be found in Azoff’s original paper [2].

Corollary A.1.2. There exist Borel-measurable functions ψU , ψD : Hn → Mn

associating with each Hermitian matrix A a unitary matrix ψU(A) and a diagonal
matrix ψD(A) such that ψU(A)∗AψU(A) = ψD(A).

Proof. This follows immediately from the proof of Corollary 2 in [2].

Lemma A.1.3. Let A(x) =
(
fkl(x)

)n
k,l=1

for all x ∈ Rd denote a matrix-valued

function on Rd. If all fkl : Rd → C are (Lebesgue-Borel) measurable, then
A : Rd →Mn is (Lebesgue-Borel) measurable.

Proof. Since every open set in Mn can be written as a countable union of sets of
the form

B :=
n∏

k,l=1

(akl, bkl),

it suffices to show that the pre-image of those sets under A are measurable.
Let B be such a product of arbitrary open intervals. Then clearly, the pre-

image is

A−1(B) = {x ∈ Rd : akl < fkl(x) < bkl ∀k, l = 1, . . . , n}

=
n⋂

k,l=1

f−1
kl

(
(akl, bkl)

)
and hence measurable.
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A. Appendix

Corollary A.1.4. Let A(x) =
(
fkl(x)

)n
k,l=1

for all x ∈ Rd denote a matrix-

valued function on Rd where all fkl : Rd → C are (Lebesgue-Borel) measurable.
Furthermore, suppose A(x) is Hermitian for all x ∈ Rd. Then there exit ex-
ist (Lebesgue-Borel) measurable functions ψU , ψD : Rd → Mn associating to
each x ∈ Rd a unitary matrix ψU(x) and a diagonal matrix ψD(x) such that
ψU(x)∗A(x)ψU(x) = ψD(x).

Proof. Combine Lemma A.1.3 with Corollary A.1.2.
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[20] K. Gröchenig. An uncertainty principle related to the Poisson summation
formula. Studia Math., 121(1):87–104, 1996.
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[26] K. Gröchenig and M. Leinert. Symmetry and inverse-closedness of matrix
algebras and functional calculus for infinite matrices. Trans. Amer. Math.
Soc., 358(6):2695–2711, 2006.

82



BIBLIOGRAPHY
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adjoint lattice, 24
analysis operator, 4, 13

Bessel duality, 31
Bessel sequence, 4
Beurling density, 39
biorthogonal sequence, 9

Wexler-Raz biorthogonality, 33

canonical dual window, 14
coefficient operator, 4, 13
condition (A) resp. (A’), 29
criterion of Ron-Shen, 50

density of a lattice, 23
density theorem, 37
dilation operator, 12
dual lattice, 21
dual window, 14, 36, 61

canonical, 14
duality theory, 33

Fourier transform, 11
frame, 3

bounds, 3, 36, 53
dual, 5
Gabor, 12
inequality, 3, 12
tight, 3, 37

frame expansion, 14
frame bounds, 3, 36, 53

optimal, 3
frame expansion, 5
frame inequality, 3, 12
frame operator, 4, 13

frame set, 59
full, 59
reduced, 59

Fundamental Identity of Gabor Analy-
sis, 24, 26

Gabor frame, 12
Gabor frame expansion, 14
Gabor frame operator, 13
Gabor system, 11
Gaussian

d-dimensional, 39
one-dimensional, 38, 59, 72

Gramian operator, 4, 13, 44

inversion formula for STFT, 16

Janssen’s representation, 28
convergence in operator norm, 29
convergence in WOT, 28
for M1-windows, 30

lattice, 12
adjoint, 24
density, 23
dual, 21
rectangular, 49
redundancy, 23
separable, 50
volume, 21, 23

modulation operator, 11, 15
modulation space, 15

optimal frame bounds, 3

painless non-orthon. expansions, 54
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Plancherel’s theorem, 11
Poisson Summation Formula, 20

for general lattices, 21
pre-Gramian matrix, 49

reconstruction operator, 4, 13
rectangular lattice, 49
reduced frame set, 59
redundancy of a lattice, 23
Riesz

basis, 7
inequality, 7
sequence, 7

Ron-Shen criterion, 50
Ron-Shen matrix, 49

sampling property in W (C, Lp), 20
Schwartz space, 15
separable lattice, 50
short-time Fourier transform, 15

covariance property, 16
inversion formula, 16

synthesis operator, 4, 13

Theorem of Seip-Wallstén, 38
tight frame, 3, 37
time-frequency lattice, see lattice
time-frequency shift, 11
totally positive of finite type, 60
translation operator, 11, 15
twisted convolution, 44

operator, 44

volume of a lattice, 21, 23

Wexler-Raz biorthogonality relation, 33
Wiener amalgam space

W (L∞, Lp), 19
W (C, Lp), 19
W (FL1, Lp), 24
W (Rd), 19

Wiener’s Lemma, 44

Zak transform, 56, 62
Zeevi-Zibulski matrices, 62, 73, 76
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Zusammenfassung

Gaborframes liefern stabile, diskrete Zeit-Frequenz-Darstellungen in L2(Rd). Es
ist daher von großem Interesse, Paare (g,Λ), bestehend aus einer L2-Funktion g
und einem Zeit-Frequenz-Gitter Λ, zu bestimmen, die einen Frame erzeugen.

Die Fortschritte der Gaboranalysis der letzten dreißig Jahre lieferten zahlrei-
che Charakterisierungen der Frameungleichung für Gaborsysteme. Wir geben
eine vollständige Darstellung bekannter Resultate. Die Neuheit liegt in der sys-
tematischen Herangehensweise: Das zentrale Resultat ist die Dualitätstheorie für
Gaborframes über beliebige Gitter. Wir entwickeln daher die Dualitätstheorie
zuerst und erhalten dann daraus alle Charakterisierungen für separable Git-
ter als einfache Folgerungen. Das wohlbekannte Kriterium von Ron und Shen
folgt durch ein einfaches Fourierreihenargument. Im Fall eines rationalen Gitters
liefert eine weitere Periodisierung die Resultate von Zeevi und Zibulski, in denen
die Frameeigenschaft mit den Spektraleigenschaften einer Familie von endlichdi-
mensionalen Matrizen verknüpft wird.

Für M1-Fenster liefert die Kombination der Dualitätstheorie mit Wieners
Lemma ein Dutzend zusätzliche Charakterisierungen ohne Ungleichungen, das
heißt als Eigenschaften der zum Gaborsystem gehörenden kanonischen Opera-
toren.
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