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Abstract

Ultrafast intersystem crossing in organic molecules is an intriguing phenome-
non. Its experimental observation contradicts the long-hold belief that inter-
system crossing can occur on an ultrafast time scale solely through large spin-
orbit couplings of the size only found in the presence of heavy atoms such
as metal complexes. Ultrafast intersystem crossing is the key to the efficient
population of electronic triplet states for certain molecules such as nitro po-
lycyclic aromatic hydrocarbons, where it unlocks the phototoxic potential in
these widespread environmental pollutants. Thus, the photodynamics of three
nitronaphthalene derivatives, i.e., 2-nitronaphthalene, 1-nitronaphthalene, and
2-methyl-1-nitronaphthalene, were investigated in this work using the SHARC
method in order to gain insights on the ultrafast nature of their intersystem
crossing. In these molecules, intersystem crossing proceeds mainly via two elec-
tronic pathways. The electronic transition in the most important pathway can
be described simply by a single-electron π → n transition corresponding to a
small charge redistribution which is completely localized at the nitro group. Due
to this localization, the π → n transition will be influenced only weakly by the
aromatic ring system so that the corresponding intersystem crossing channel
can be a common feature that is present also in the excited-state dynamics of
other nitro aromatic compounds, which may explain the ultrafast character of
intersystem crossing observed in these compounds.

Further work of this thesis comprised two additional topics related to the stu-
dy of excited states of organic molecules in general. One dealt with vibrational
sampling of molecular conformations and its effects on the description of and dy-
namics in electronically excited states of nitroaromatic molecules. For nitroben-
zene, it was found that neglecting vibrational sampling leads to an erroneous in-
terpretation of its absorption spectrum. For 2-nitronaphthalene, the performan-
ce of different common vibrational sampling approaches, i.e., zero-temperature
Wigner sampling or thermal molecular-dynamics-based sampling, was evalua-
ted. Neither of these approaches provides the correct energy which molecules
possesses under experimental conditions. The correct energy can be accounted
for by simply extending the Wigner sampling to the finite-temperature forma-
lism. In the excited-state dynamics simulations, using initial conditions from
different vibrational sampling approaches had a significant effect on the reac-
tion rates and contributions from the different intersystem crossing channels,
thus, highlighting the importance of appropriate vibrational sampling. Finally,
the performance of the CASPT2 method in the description of the excited states
of organic molecules was investigated. The CASPT2 method is frequently ap-
plied in its IPEA-modified version, however, extended benchmark calculations
could demonstrate that at least for excited states of organic molecules this mo-
dification deteriorates the performance of CASPT2 and should be abandoned.
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Zusammenfassung

Ultraschnelle Interkombination in organischen Molekülen ist ein faszinieren-
des Phänomen. Ihre experiementelle Beobachtung steht der lange vertretenen
Überzeugung entgegen, dass Interkombination nur mit Spin-Bahn-Kopplungen
von einer Größenordnung, die nur in der Gegenwart von schweren Atomen,
z.B. in Metallkomplexen, gefunden werden, auf dieser ultraschnellen Zeitska-
la möglich ist. Ultraschnelle Interkombination ist der Schlüssel zur effizienten
Besetzung elektronischer Triplettzustände in bestimmten Molekülen wie etwa
den polyzyklischen nitroaromatischen Kohlenwasserstoffen, was das phototo-
xische Potenzial dieser weit verbreiteten Umweltschadstoffe verwirklicht. Aus
diesem Grund wurden die Photodynamiken der drei Nitronaphthalin-Derivate
2-Nitronaphthalin, 1-Nitronaphthalin und 2-Methyl-1-Nitronaphthalin in die-
ser Arbeit mit Hilfe der SHARC-Methode untersucht, um Einblicke in die
ultraschnelle Natur ihrer Interkombination zu erlangen. In den untersuchten
Molekülen findet Interkombination hauptsächlich in zwei Kanälen statt, wo-
bei die elektronischen Übergänge im wichtigsten Kanal einfach durch einen
Einelektronen-π → n-Übergang beschrieben werden können, der einer Ladungs-
umverteilung entspricht, die vollständig in der Nitrogruppe der Moleküle loka-
lisiert ist. Aufgrund dieser Lokalisierung ist der π → n-Übergang weitgehend
unabhängig vom Rest des aromatischen Ringsystems. Daher ist es möglich,
dass auch die Dynamiken angeregter Zustände der anderen Nitro-Verbindungen
diesen Interkombinations-Kanal aufweisen können, was das Auftreten der ul-
traschnellen Interkombination in diesen Verbindungen erklären kann.

Die weiteren Arbeiten dieser Dissertation beschäftigen sich mit zwei der Stu-
die von angeregten Zuständen organischer Moleküle verwandten Themen. Einer
dieser Teile betrachtet das schwingungsbasierte Sampling von Molekülkonforma-
tionen und dessen Einfluss auf die Beschreibung von und die Dynamik in
elektronisch angeregten Zuständen. So wurde herausgefunden, dass die Inter-
pretation des Absorptionsspektrums von Nitrobenzol fehlerhaft ist, wenn kein
schwingungsbasiertes Sampling verwendet wird. Für 2-Nitronaphthalin wurde
das Verhalten von den gebräuchlichen schwingungsbasierten Null-Temperatur-
Wigner-Sampling und thermischem Sampling basierend auf Moleküldynamiken
untersucht. Keine dieser Method beschreibt die Energie, die Moleküle unter
experimentellen Bedingungen besitzen, korrekt. Dieses Verhalten kann jedoch
einfach erzielt werden, wenn das Wigner-Sampling auf endliche Temperaturen
erweitert wird. Für die Verwendung von Anfangsbedingungen in Dynamiksimu-
lation angeregter Zustände aus verschiedenen schwingungsbasierten Sampling-
Methoden wurde ein beträchtlicher Effekt auf die Reaktionsgeschwindigkeiten
und die Beiträge der verschiedenen Interkombinations-Kanälen festgestellt, was
die Bedeutung, eine angemessene Sampling-Methode zu benutzen, hervorhebt.
Im letzten Teil dieser Dissertation wurde der Verhalten der CASPT2-Methode
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bei der Beschreibung von angeregten Zuständen von organischen Molekülen
untersucht. Die CASPT2-Methode wird oft in ihrer IPEA-modifizierten Vari-
ante benutzt. Es konnte jedoch durch umfassenden Vergleichsrechnungen ge-
zeigt werden, dass diese Modifikation zumindest für angeregete Zustände von
organischen Molekülen zu schlechteren Ergebnissen führt und daher aufgegeben
werden sollte.
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Frequently Used Acronyms

1NN 1-nitronaphthalene

2NN 2-nitronaphthalene

2M1NN 2-methyl-1-nitronaphthalene

AIMD ab initio molecular dynamics

BOA Born-Oppenheimer approximation

CASPT2 complete-active-space second order perturbation theory

CASSCF complete-active-space self-consistent field

CI conical intersection

COSMO conductor-like screening model

CT charge-transfer

DE delocalized-excitation

DFT density-functional theory

F fluorescence

FC Franck-Condon

FCI full configuration interaction

HF Hartree-Fock

IC internal conversion

IPEA ionization-potential electron-affinity

ISC intersystem crossing

KS Kohn-Sham

LE localized-excitation

MCH molecular Coulomb Hamiltonian

MD molecular dynamics

MeCN acetonitrile
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MeOH methanol

MM molecular mechanics

MSEE mean signed error of excitation energies

MSET meas signed error of total energies

MUEE mean unsigned error of excitation energies

NAC non-adiabatic couplings

NMA normal-mode analysis

NN nitronaphthalene

NPAH nitro polycyclic aromatic hydrocarbons

NTO natural-transition orbitals

P phosphorescence

PCM polarizable continuum model

PES potential-energy surface

QM quantum mechanics

QM/MM quantum mechanics/molecular mechanics

RMSD root-mean-square displacement

SHARC surface hopping including arbitrary couplings

s-MM/QM sequential molecular mechanics/quantum mechanics

SOC spin-orbit coupling

TDA Tamm-Dancoff approximation

TDDFT time-dependent density-functional theory

UV ultra-violet

ZPE zero-point energy
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1 Introduction

1.1 The Ultrafast Intersystem Crossing Controversy

When a molecule absorbs ultraviolet (UV) or visible light, it is usually trans-
ferred into an excited electronic state. Through this absorption, the molecule
receives additional energy, making the excited electronic state unstable, and it
is forced to leave the excited state to return to the stable electronic ground
state again. To achieve this, it can emit light through stochastic processes, but
at the same time the molecule also moves in the potential of the electronically
excited states. While moving, the molecule can visit different electronic states
which can lead it back to the electronic ground state. These dynamical relax-
ation processes, involving the motion of the nuclei of the molecule, compete
with the process of light emission. The winner of this competition is decided
simply by which process is faster, but the rate at which either process occurs
depends intimately on the electronic structure of the molecule itself as well as
the energy of the absorbed light. Using ultrafast time-resolved spectroscopy
techniques, it was observed that the dynamical electronic relaxation processes
can occur on the (ultrafast) time scale of femtoseconds which is as fast as the
nuclear motion of the molecule itself.

In organic molecules, the ultrafast relaxation dynamics observed usually con-
nect only electronic states of the same spin multiplicity through a process
called internal conversion (IC). Over time, however, a growing number of or-
ganic molecules was reported that exhibited a different relaxation process at the
same ultrafast time scale as IC. This process, called intersystem crossing (ISC),
connects electronic states of different spin multiplicity. ISC can occur when
the states of different spin multiplicits experience so-called spin-orbit coupling
(SOC), which is a relativistic effect that scales with the charge Z of the nuclei of
the molecule. Accordingly, molecules with heavy atoms carrying large nuclear
charges Z such as metal complexes exhibit large SOCs and ISC can proceed
effectively on a femtosecond time scale. Contrary, for organic molecules com-
posed solely of light nuclei, i.e., nuclei with small Z, SOCs are small and ISC
was assumed to be slow. This made the observation of ultrafast ISC in organic
molecules very unexpected and difficult to rationalize.

An illustrative example of unexpectedly ultrafast ISC is given by a study
from 1986 of Warren and Bernstein that represented one of the first examples
indicating that ISC indeed can take place on a femtosecond timescale in organic
molecules.1 The authors investigated the excited-state dynamics of jet-cooled
acetophenone starting in the S2 electronic state, and found that the relaxation
dynamics from the S2 state occurred with a time constant of τ = 260 fs. Af-
ter ruling out IC, the unfortunate Warren and Bernstein were “forced to con-
clude, with trepidation,” that the ultrafast decay represented ISC to a triplet
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Molecules That Exhibit Ultrafast Intersystem Crossing in Experiment

Figure 1.1: Molecules that exhibit ultrafast intersystem crossing in experiment.

state. Nowadays, however, a considerable number of organic molecules are
known to exhibit ultrafast ISC. These molecules comprise aromatic nitro com-
pounds,2–27aromatic carbonyl compounds,1,28–46 and few simple aromatic hy-
drocarbons such toluene47, xylene47,48, and possibly benzene.49–51 Additionally,
ultrafast ISC has been observed, e.g., in a number of thiosubstituted nucle-
obases.52–58 However, for these molecules ultrafast ISC has been attributed to
the presence of the sulfur as a heavy atom, inducing large SOCs.59–61

1.2 Nitro Polycyclic Aromatic Hydrocarbons

The increasing number of organic molecules where ultrafast ISC has been ob-
served (see Figure 1.1) raises the question whether ultrafast ISC may be a com-
monly overlooked phenomenon in certain classes of organic molecules. Thus,
this work set out to study excited-state dynamics of one the these classes, the
aromatic nitro compounds, in order to understand the factors that make ul-
trafast ISC possible in organic molecules. These aromatic nitro compounds
comprise nitro polycyclic aromatic hydrocarbons (NPAHs) and nitrobenzene
derivatives, and the choice to study this class of compounds was motivated by
the biological relevance of NPAHs.

NPAHs are widespread environmental pollutants that are suspected to induce
carcinogenesis and mutagenesis.62,63 For example, dermal exposure to NPAHs
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Phototoxicity of NPAHs

1NPAH 1NPAH∗ 3NPAH ROS Cell Damage
hν ISC O2 Cell

Figure 1.2: Phototoxicity of NPAHs exerted by production of reactive oxygen
species (ROS).

increases the risk of skin cancer, and inhalation leads to increased risk of lung
and bladder cancer.64 NPAHs are produced mainly from incomplete combus-
tion of organic materials, such as the burning of fossil fuels, but are also emit-
ted to the atmosphere naturally, e.g., through volcanic eruptions. Because of
their ubiquitous presence in the environment, many of these compounds rep-
resent a health risk to humans. NPAHs themselves are biologically inert and
require either metabolic activation or photoactivation to exert their toxicity.63

Upon UVA irradation, they have been shown to induce DNA cleavage63 and
lipid peroxidation mediated by reactive intermediates including reactive oxy-
gen species.65 Radical oxygen speciies can be produced through the reaction of
compounds in electronic triplet states with molecular oxygen, and since NPAHs
can undergo ISC efficiently, they can effectively produce radical oxygen species
after photoexcitation (see Figure 1.2). Thus, a key factor in understanding the
phototoxicity of NPAHs is to understand the reasons that enable ISC to take
place on an ultrafast time scale making it so efficient for these molecules.

1.3 Understanding Excited-State Dynamics

The systematic study of ultrafast electronic relaxation processes has became
possible only a few decades ago with both, the advent of spectroscopic methods
possessing femtosecond resolution66 and developments in the field of compu-
tational chemistry allowing for an accurate quantum chemical treatment of
molecules comprising more than a few atoms.67 Time-resolved spectroscopic
methods such as transient absorption or photoelectron spectroscopy can nowa-
days provide a real-time monitoring of selected electronic-state properties, and,
thus, can give indirect access on what is happening during the ultrafast reaction
dynamics. However, establishing reaction mechanisms of these dynamics solely
based on interpretation of experimental results is no trivial task. Thus, spec-
troscopic studies of excited-state dynamics are routinely supported by quantum
chemical calculations. These calculations focus mainly on static excited-state
properties such as excited-state energies or transition probabilities at selected
nuclear conformations, which are assumed to be critical in the description of
the excited-state dynamics mechanism.

Still, a complete picture of the relaxation processes after photoexcitation
can only be obtained when the molecular excited-state dynamics are simulated
explicitely. Such simulations can become very time consuming when reliable,
accurate computational methods are employed. Thus, they are still the excep-
tion in studies of excited-state dynamics, especially when investigating ISC pro-
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cesses that require the inclusion of spin-orbit couplings. One particular useful
computational method for simulating the dynamical processes in the electroni-
cally excited states of a molecule is the surface-hopping approach.68–70 Surface
hopping has been applied routinely in studies of IC processes before, but only
recently a generalized surface-hopping formalism, named SHARC, has been im-
plemented.71,72 This method is able to describe ISC on the same footing as IC,
thus opening the door to the study of general excited-state processes.

1.4 The Challenges Tackled in This Work

Equipped with the recently developed SHARC approach, this thesis set out in
2014 to study the excited states of nitro aromatic compounds to gain insight
into the nature of their ultrafast ISC dynamics. In particular, the excited-state
dynamics of three nitronaphthalene derivatives were simulated in this thesis.
The simulations allowed to propose new mechanisms that could describe in
detail the photorelaxation of the nitronaphthalene derivatives and these insights
may also extend to other NPAHs. The knowledge gained in these simulations,
however, are only one of the three main advancements achieved in this work.

Similar to chemical reactions, scientific studies are often presented in a clean,
linear way, describing only the direct pathways that lead from the discovery
of one key aspect of the study to the discovery of the next. However, like the
real dynamics in chemical systems, the work flow in scientific studies is non-
linear and rich of obstacles and barriers. Two of these unforeseen challenges
represented the realization of the importance of vibrational sampling on the
description of electronically excited states, and the problems of the CASPT2
method in describing electronic states. Through much effort, these challenges
turned into valuable learning experiences, and the insights gained on vibrational
sampling and the CASPT2 method represent the other two main advancements
achieved in this work.

The rest of this thesis is structured as follows. Chapter 2 gives an overview of
the theories, methods, and approximations used in the calculations conducted
in this work. Chapter 3 presents the studies of the absorption spectra of ni-
trobenzene and 2-nitronaphthalene. It highlights the importance of vibrational
sampling on the correct description of electronically excited states and discusses
different vibrational sampling methods. Chapter 4 explains in more detail the
theory of the CASPT2 method and discusses its performance in describing elec-
tronically excited states of a large number of organic molecules. Chapter 5 then
returns to the original topic of this thesis, presenting the results of the excited-
state dynamics simulations of the nitronaphthalene derivatives. The order of
the topics in Chapters 3-5 roughly follows the timeline in which the topics were
studied durint this thesis. However, the topics are also presented in this or-
der as each part of this work built up on the insights gained in the previous
parts, i.e., making the work in the latter chapters easier accessible after having
understood the former chapters. Each of the Chapters 3-5 contains a short
concluding section on its corresponding topic, while Chapter 6 closes this thesis
with a complete summary of all results.
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2 Theory, Methods, and
Approximations

This chapter presents an overview of the theories, methods, and approxima-
tions employed in this work. Starting from the time-dependent Schrödinger
equation, the Born-Oppenheimer approximation will be introduced, which de-
couples the motion of the electrons and nuclei in a molecule. Several methods
treating the electronic part of the Schrödinger equation are presented and the
principal transitions between different electronic states are described. At last,
the surface-hopping method, an approach to describe the nuclear motion in
different electronic states, is explained.

2.1 The Schrödinger Equation

The fundamental equation-of-motion for a non-relativistic quantum mechanical
system is the time-dependent Schrödinger equation. In atomic units (h̄ = e =
me = 4πε0 = 1), it reads

Ĥ(x, t) |Ψ(x, t)〉 = i
∂ |Ψ(x, t)〉

∂t
, (2.1)

where Ĥ and |Ψ〉 are the Hamiltonian and wave function of the system, re-
spectively. x denotes the coordinates of all the particles in the system. All
information about the quantum-mechanical state of the system is encoded in
the wave function Ψ, and it is the central aim of quantum chemistry to calcu-
late Ψ as accurately as possible. The Hamiltonian Ĥ is the operator describing
the energies and interactions between all particles of the system. When the
Hamiltonian does not depend on time t, then the wave function can be written
as a product of a time-independent part and a time-dependent phase factor

|Ψ(x, t)〉 = |Ψ(x)〉 · e−iEt, (2.2)

Inserting this ansatz in eq. (2.1) and multiplying the result by the complex
number eiEt yields the time-independent form of the Schrödinger equation

Ĥ(x) |Ψ(x)〉 = E · |Ψ(x)〉 , (2.3)

where E is the total energy of the system.

For a molecule containing N electrons at coordinates ri and K nuclei of
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charges ZA and masses MA at coordinates RA, the Hamiltonian Ĥ reads

Ĥ(r,R) = −
N∑
i

1
2
∇2
i︸ ︷︷ ︸

T̂ el

+
N∑
i<j

1
|ri − rj |︸ ︷︷ ︸
V̂ee

−
N∑
i

K∑
A

ZA
|ri −RA|︸ ︷︷ ︸
V̂ne

−
K∑
A

1
2MA

∇2
A︸ ︷︷ ︸

T̂ n

+
K∑

A<B

ZAZB
|RA −RB|︸ ︷︷ ︸
V̂nn

. (2.4)

The Hamiltonian Ĥ is the sum of the kinetic energies of the electrons (T̂ el) and
nuclei (T̂ n), and the Coulomb interactions among the electrons (V̂ee), among
the nuclei (V̂nn), and between both types of particles (V̂ne). As the Hamil-
tonian depends on the coordinates of all electrons and nuclei as in eq. (2.4),
so does the wave function, i.e., |Ψ〉 = |Ψ(r,R)〉, which makes eq. (2.3) very
difficult to solve. For this reason, subsequently a hierarchy of approximations is
introduced. These approximations take away complexity from the task of solv-
ing the Schrödinger equation, however, they also can introduce unknown errors
in the solutions obtained in this way. Since the actual calculations involved in
solving the Schrödinger equation are performed on computers nowadays, it is
the responsibility and main task of the theoretical chemist to know when and
know how to apply these approximations when performing theoretical studies.

2.2 The Born-Oppenheimer Approximation

The most fundamental approximation in quantum chemistry is the Born-Oppen-
heimer approximation (BOA).73 It decouples the motion of the electrons from
the motion of the nuclei, which allows one to solve the electronic part of the
Schrödinger equation separately from the nuclear part. In the BOA, one con-
siders that the motion of the electrons is much faster than that of the heavier
atomic nuclei, and extends this observation to the limit where the nuclei are
assumed static in the context of the motion of the electrons. Then, the posi-
tions of the nuclei R are fixed, the Coulomb interaction between them becomes
constant, and their kinetic energy becomes T̂ n = 0. For this case, only the
electronic part of the Schrödinger equation

Ĥel
∣∣∣Ψel(r; R)

〉
= Eel(R) ·

∣∣∣Ψel(r; R)
〉
, (2.5)

where Ĥel = Ĥ−T̂ n, remains to be solved. Solution of the electronic Schrödinger
equation yields the electronic wave functions

∣∣Ψel(r; R)
〉

and electronic energies
Eel(R). Both,

∣∣Ψel(r; R)
〉

and Eel(R) depend parametrically on the nuclear
coordinates R. Eel(R) is a multidimensional function that is usually called
potential-energy surface (PES), and is lateron used to model the motion of the
nuclei.

Formally, the BOA can be derived by writing the total wave function as a
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linear combination of electronic wave functions

|Ψ(r,R)〉 =
∑
i

∣∣∣Ψel
i (r; R)

〉
· |Θn

i (R)〉 . (2.6)

Inserting this form of the total wave function into eq. (2.3) and projection onto
a specific electronic state

〈
Ψel
j (r; R)

∣∣∣ yields(
T̂ n + Eelj

) ∣∣Θn
j (R)

〉
+
∑
i

T̂ NACij |Θn
i (R)〉 = E · ∣∣Θn

j (R)
〉
, (2.7)

where the expansion coefficients |Θn
i 〉 of eq. (2.6) take the role of the nuclear

wave functions. The operator

T̂ NACij = −
∑
A

1
2MA

[ 〈
Ψel
j

∣∣∣∇2
A

∣∣∣Ψel
i

〉
+
〈

Ψel
j

∣∣∣∇A ∣∣∣Ψel
i

〉
∇A
]

(2.8)

contains the so-called nonadiabatic couplings (NACs) that couple the electronic
wave functions with the nuclear motion. In the BOA, one simply neglects the
NACs, which simplyfies eq. (2.7) to the nuclear Schrödinger equation for a single
electronic PES: (

T̂ n + Eelj

) ∣∣Θn
j (R)

〉
= E · |Θj(R)〉 . (2.9)

Therefore, the BOA is an adequate approximation, if the NACs between the
different electronic states are small. This is often the case when the electronic
states are far away in energy. In practice, the BOA is, thus, often a good approx-
imation when one deals only with the lowest-energy electronic state (electronic
ground state) as it is often well separated in energy from the excited electronic
states. In general, however, when two electronic states come close in energy,
their NACs increase, becoming no longer negligible, and the BOA breaks down.
This scenario is frequently encountered when the nuclei move in the potential
of electronically excited states, and it is mandatory, then, to include the NACs
when describing the nuclear motion of a molecule.

2.3 Electronic Structure Theory

In the framework of the BOA, one is left with the problem to solve the electronic
Schrödinger equation [eq. (2.5)], which in itself is a difficult task for atoms
and molecules with more than a few electrons. For this task, there exist two
families of methods: wave-function based methods and (electron) density based
methods; both will be introduced briefly in the following. Since this section
deals only with the electronic part of the Schrödinger equation, the superscript
“el” will be dropped hereafter.

2.3.1 The Hartree-Fock Approximation

The starting point of wave-function based methods is usually the Hartree-Fock
(HF) approximation74, which is based on the variational principle of quantum
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mechanics. The variational principle states that for any test function
∣∣Ψtest

〉
that is used as an approximation of the exact solution of the Schrödinger equa-
tion (

∣∣Ψexact
〉
), its energy expectation value will be

〈Etest〉 =

〈
Ψtest

∣∣∣ Ĥ ∣∣∣Ψtest
〉

〈Ψtest |Ψtest〉 ≥
〈

Ψexact
∣∣∣ Ĥ ∣∣∣Ψexact

〉
〈Ψexact |Ψexact〉 = Eexact, (2.10)

where the equation only holds in the case of
∣∣Ψtest

〉
=
∣∣Ψexact

〉
. Following

the variational principle, one can choose a test function of a certain form and
systematically vary its parameters to minimize the energy, arriving at the best
approximation to the exact wave function when the energy is minimized.

In the HF approximation, one uses a so-called Slater determinant to describe
an N -electron wave function, i.e.,

∣∣Ψtest
〉

= |ψHF〉 =
1√
N !

∣∣∣∣∣∣∣∣∣
ϕ1(r1) ϕ1(r2) · · · ϕ1(rN )
ϕ2(r1) ϕ2(r2) · · · ϕ2(rN )

...
...

. . .
...

ϕN (r1) ϕN (r2) · · · ϕN (rN )

∣∣∣∣∣∣∣∣∣ , (2.11)

|ψHF〉 is a product of N single-electron wave functions ϕi, so-called orbitals.
The determinant form of the wave function follows from the Pauli principle,
which states that the total wave function |ψHF〉 has to change its sign when the
coordinates of the electrons, say ri and rj , are interchanged. Inserting |ψHF〉
into the electronic Schrödinger equation and applying the variational principle
yields the HF equations,

F̂ |ϕi(ri)〉 = εi |ϕi(ri)〉 , (2.12)

which determine the HF orbitals |ϕi(ri)〉. F̂ is the Fock operator which is
an effective one-electron operator, i.e., it acts only on the coordinates of one
electron. In this form, the difficult task of solving an N -dimensional problem is
transformed into the much easier task of solving N one-dimensional problems.
The Fock operator F̂ contains the kinetic energy of the electron, the interaction
to the nuclei, and the averaged interaction to all other electrons. Through the
latter term, the Fock operator F̂ depends on the orbitals |ϕi(ri)〉, i.e., its own
eigenfunctions. Therefore, eq. (2.12) has to be solved iteratively until self-
consistency is achieved, i.e., until eq. (2.12) holds.

To apply the HF approximation in practice, one still needs to choose an
explicit form for the orbitals |ϕi(ri)〉. In general, this is done by writing the or-
bitals |ϕi(ri)〉 in terms of a linear combination of atomic basis functions |χa(ri)〉,
i.e.,

|ϕi(ri)〉 =
∑
a

cia |χa(ri)〉 . (2.13)

For practical applications, there exist a large number of sets of pre-determined
atomic basis functions |χa(ri)〉, so-called basis sets, to choose from. These basis
sets vary, e.g., in size –through the number of functions they contain for each
element – and different quantum chemical methods display a different depen-
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dence of their performance when varying the basis set. Therefore, choosing
an appropriate basis set generally depends on the molecule and property that
is to be investigated. However, in every case, using a larger basis set will re-
sult in longer computing times, increasing the so-called computational cost of
a calculation.

Even in the limit of an infinetly large basis set, the HF wave function will
differ from the exact wave function and, thus, its energy will be larger than the
exact energy. The difference between the HF energy and the exact energy is
called correlation energy,

Ecorr = EHF − Eexact. (2.14)

This difference is due to the fact that in the HF approximation, each electron
only experiences an averaged interaction with the other electrons; no explicit
interaction between the individual electrons is taken into account. Ecorr is
usually only a small fraction of the exact energy, however, it is the fraction that
varies the most when comparing different isomers or different electronic states
of a molecule. As, in practice, one is usually interested more in relative than
in total energies, the HF approximation, thus, is rarely applied on its own.
Rather, it is used as a starting point in combination with so-called post-HF
methods, which aim at calculating the correlation energy which is missing in
the HF approximation.

2.3.2 Multi-Configurational Methods

The basic assumption in the HF approximation consists of using a single Slater
determinant for the wave function of the system. The Slater determinant is
built from orbitals that are either occupied by an electron or not, establishing
a specific electronic configuration. Thus, the natural extension in all post-HF
methods is to consider more than one configuration for the wave function, e.g.,

|Ψ〉 = |ψHF〉+
∑
r

Cr |ψr〉 (2.15)

The additional configurations |ψr〉, called excited configurations, can be con-
structed by replacing one or more orbitals that are occupied (ϕi) in the HF
wave function with orbitals that are unoccupied (ϕa). The coefficients Cr in
the expansion are determined either by applying the variational principle or by
using perturbation theory.

In principle, one can construct a wave function including all possible con-
figurations from the available orbitals, i.e., all singly-excited configurations,
doubly-excited configurations, . . ., up to N -times excited configurations. This
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(a) Full Configuration Interaction

E

ϕ1

ϕ2

ϕ3

ϕ∗1
ϕ∗2
ϕ∗3

ΨHF Ψa1
i1

· · ·

Ψa1a2
i1i2

· · · · · ·

Ψ
a1···aN
i1···iN

(b) Complete Active Space

E

Active
Space

All Possible Configurations Within Active Space

Figure 2.1: Pictorial representation of all configurations considered in (a) full
configuration interaction and (b) complete-active-space method.

full configuration interaction (FCI) wave function [see Figure 2.1(a)]

|ΨFCI〉 = |ψHF〉+
∑
i1,a1

Ca1
i1

∣∣ψa1
i1

〉
+

∑
i1i2,a1a2

Ca1a2
i1i2

∣∣ψa1a2
i1i2

〉
+ . . .

. . .+
∑

i1...iN ,a1...aN

Ca1...aN
i1...iN

∣∣∣ψa1...aN
i1...iN

〉
(2.16)

gives the exact solution of the electronic Schrödinger equation in the repre-
sentation of the basis set that is used. However, due to the large number of
configurations, calculation of |ΨFCI〉 usually comes with prohibitively large com-
putational costs, so that FCI calculations are limited to small molecules and
the usage of small basis sets, e.g., systems with no more than 10 electrons and
30 basis functions.

In practical applications, the number of configurations has to be restricted.
One popular approach to include only the most important configurations in the
expansion of the wave function is the complete-active-space (CAS) method. In
CAS, a small number of orbitals are selected and a FCI calculation is performed
only in the subspace of these orbitals –the active space –while all other orbitals
are either occupied or unoccupied [see Figure 2.1(b)]. The orbitals in the ac-
tive space have to be chosen manually. For certain classes of molecules and
problems that are regularly studied, there exist a number of guidelines on how
to properly select these orbitals. However, in general finding an appropriate
active space is an intricate problem that is normally only solved by trial and
error –aided by “chemical intuition”, i.e., experience.75 As CAS is a variational
method, in principle, the CAS wave function can be improved systematically by
enlarging the active space. However, since the number of configurations scales
factorially with the number of orbitals and electrons included in the active
space, calculations are usually restricted, e.g., to 18 orbitals and 18 electrons.
In practice, typically the self-consistent field CAS variant (CASSCF) is used76,
where not only the coefficents of the configurations Cr from eq. (2.15) but also
the coeffients of the orbitals cr from eq. (2.13) are determined variationally.

While CASSCF usually gives a qualitatively correct description of electronic
states that require a multi-configurational wave function, its relative energies are
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typically not very accurate. One way to improve the CASSCF results is to use
perturbation theory and employ the CASSCF wave function as the zeroth-order
reference wave function. In perturbation theory, the Hamiltonian is partitioned
into a part Ĥ0 with a known solution (

∣∣∣Ψ(0)
i

〉
), and a part Ĥ′ that acts as a

perturbation on
∣∣∣Ψ(0)

i

〉
, i.e.,(
Ĥ0 + λĤ′

)
|Ψi〉 = Ei |Ψi〉 (2.17)

Ĥ0

∣∣∣Ψ(0)
i

〉
= E

(0)
i

∣∣∣Ψ(0)
i

〉
(2.18)

By expanding both the wave function |Ψi〉 and the energy Ei in powers of a
parameter λ

|Ψi〉 =
∣∣∣Ψ(0)

i

〉
+ λ

∣∣∣Ψ(1)
i

〉
+ λ2

∣∣∣Ψ(2)
i

〉
+ . . . (2.19)

Ei = E
(0)
i + λE

(1)
i + λ2E

(2)
i + . . . (2.20)

and insertion in eq. (2.17), one arrives at a system of equations that allows the
determination of the contributions

∣∣∣Ψ(n)
i

〉
and E

(n)
i order by order.

λ0 : Ĥ0

∣∣∣Ψ(0)
i

〉
= E

(0)
i

∣∣∣Ψ(0)
i

〉
(2.21)

λ1 : Ĥ0

∣∣∣Ψ(1)
i

〉
+ Ĥ′

∣∣∣Ψ(0)
i

〉
= E

(0)
i

∣∣∣Ψ(1)
i

〉
+ E

(1)
i

∣∣∣Ψ(0)
i

〉
(2.22)

. . .

λn : Ĥ0

∣∣∣Ψ(n)
i

〉
+ Ĥ′

∣∣∣Ψ(n−1)
i

〉
=

n∑
m=0

E
(n)
i

∣∣∣Ψ(n−m)
i

〉
(2.23)

The energy contribution up to second-order can be computed by knowledge of
the eigenfunctions

∣∣∣Ψ(0)
j

〉
of the zeroth-order Hamiltonian Ĥ0 alone, i.e.,

E
(0)
i =

〈
Ψ(0)
i

∣∣∣ Ĥ0

∣∣∣Ψ(0)
i

〉
(2.24)

E
(1)
i =

〈
Ψ(0)
i

∣∣∣ Ĥ′ ∣∣∣Ψ(0)
i

〉
(2.25)

E
(2)
i = −

∑
j 6=i

∣∣∣〈Ψ(0)
i

∣∣∣ Ĥ′ ∣∣∣Ψ(0)
j

〉∣∣∣2
E

(0)
j − E(0)

i

. (2.26)

There exist different approaches on how to define the zeroth-order Hamilto-
nian Ĥ0 when using a CASSCF wave function as the reference function

∣∣Ψ(0)
〉
.

The most popular formulation is probably the second-order treatment called
CASPT277,78, where a combination of projection operators P̂i and an effective
one-electron operator, the generalized Fock operator F̂ , is used in the zeroth-
order Hamiltonian

Ĥ0 = P̂0F̂P̂0 + P̂KF̂P̂K + P̂SDF̂P̂SD. (2.27)
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The projection operators project on the CASSCF reference wave function (P̂0)
and all single and double excitations inside (P̂K) as well as outside (P̂SD) of
the active space. In matrix form, F̂ possesses the elements

fpq = hpq +
∑
rs

Nrs

[〈
ϕpϕr

∣∣∣∣ 1
r12

∣∣∣∣ϕqϕs〉− 1
2

〈
ϕpϕq

∣∣∣∣ 1
r12

∣∣∣∣ϕrϕs〉] (2.28)

where hpq collects all one-electron terms and Nrs denotes the matrix elements
of the one-electron density matrix. The generalized Fock matrix f consists of
3× 3 blocks corresponding to the three orbital subspaces of inactive (Npp = 2),
active (0 ≤ Npp ≤ 2), and secondary (Npp = 0) orbitals. The coupling between
the inactive and secondary blocks is zero according to the generalized Brillouin
theorem. The inactive-inactive, active-active, and secondary-secondary blocks
may be diagonalized; in general, however, f is non-diagonal.

As an extension to CASPT2, there exist also CASSCF-based perturbation
theory methods such as the second-order n-electron valence state perturba-
tion theory (NEVPT2), where two-electron terms are included in the refer-
ence Hamiltonian.79–81 In principle, NEVPT2 should be more accurate than
CASPT2. However, due to the increased computational costs that come with
evaluating the two-electron parts of the Hamiltonian, in practice one uses
smaller, contracted sets of configurations in NEVPT2 compared to CASPT2,
thus, loosing the advantage in accuracy that non-contracted NEVPT2 has over
CASPT2. Further features of CASPT2 will be discussed later on in Chapter 4.

2.3.3 Density-Functional Theory

A complementary approach to wave-function-based electron-structure theory is
given by density-functional theory (DFT).82 DFT uses the fact that a quantum
system can be described entirely by its electron density ρ(r). Therefore, the
central idea of DFT is to determine the electron density instead of the wave
function of the system. For an N -electron system, the electron density can be
written in terms of the wave function as

ρ(r) = N ·
∫

dr2 · · · drN
∣∣Ψ(r, r2, . . . , rN )

∣∣2. (2.29)

Thus, through their dependence on the wave function, the energy can be ex-
pressed as a functional of the density

E = E[ρ] = T [ρ] + Vne[ρ] + Vee[ρ], (2.30)

where T [ρ] is the kinetic energy of the electrons, Vne[ρ] is the interaction between
the electrons and the nuclei, and Vee[ρ] describes the interaction between the
electrons.

The theoretical foundations of DFT lie in the two Hohenberg-Kohn theorems.
The first Hohenberg-Kohn theorem states that the ground-state electron den-
sity ρ(r) uniquely determines the Hamiltonian of the system, and, therefore also
the ground-state energy E0. The second Hohenberg-Kohn theorem states that
the density obeys the variational principle, i.e., assuming a specific functional
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form one can systematically optimize the density by minimizing its energy. In
practice, this variational procedure is usually done in the Kohn-Sham (KS) for-
malism. In this approach, one assumes a fictitous system of non-interacting
electrons with a density ρ̃(r) that is the same as the density ρ(r) of the real sys-
tem of interacting electrons. For the non-interacting system, the Hamiltonian
Ĥni is a sum of one-particle operators accounting for the kinetic energy of the
non-interacting electrons and their repulsion to the nuclei, i.e., Ĥni = T̂ ni+V̂ne.
The eigenfunction of this Hamiltonian is just a single Slater determinant com-
posed of orbitals |ϕi〉 [eq. (2.11)], so that the densities of both the real and the
fictitous system can be expressed as

ρ(r) = ρ̃(r) =
N∑
i=1

〈ϕi |ϕi〉 . (2.31)

Using this expression for density, the energy for the real system of interacting
electrons is given by

E[ρ(r)] = −
N∑
i=1

〈
ϕi

∣∣∣∣ ∇2
i

2

∣∣∣∣ϕi〉︸ ︷︷ ︸
Tni

−
N∑
i=1

K∑
A=1

〈
ϕi

∣∣∣∣ ZA
|ri −RA|

∣∣∣∣ϕi〉︸ ︷︷ ︸
V ne

+
N∑
i=1

〈
ϕi

∣∣∣∣ 1
2

∫
dr′

ρ(r′)
|ri − r′|

∣∣∣∣ϕi〉︸ ︷︷ ︸
J

+ Exc[ρ], (2.32)

where r′ is a dummy variable used for the integration over the electronic coor-
dinates. Tni is the kinetic energy of the non-interacting electrons, that differs,
however, from the kinetic energy of the system of interacting electrons. V ne

is the interaction between the electrons and the nuclei that is the same for
both the fictitous and the real system. J captures the part of V ee represent-
ing the classical Coulomb repulsion between the electrons. Exc[ρ] is called the
exchange-correlation energy functional and it accounts for all non-classical in-
teractions between the electrons as well as the difference between the kinetic
energies of the real and the fictitous system of electrons. The orbitals |ϕi〉 are
calculated as eigenfunctions of the Kohn-Sham operator ĥKS

ĥKS |ϕi〉 =

(
−∇

2
i

2
−

K∑
A=1

ZA
|ri −RA| +

∫
dr′

ρ(r′)
|ri − r′| + V xc[ρ]

)
|ϕi〉 = εi |ϕi〉 .

(2.33)
V xc[ρ] is the exchange-correlation potential that is given by the functional
derivative of Exc[ρ], i.e., V xc[ρ] = ∂Exc[ρ]/∂ρ. Its form is not known and,
thus, in every DFT calculation, an approximate form of the V xc[ρ] (or Exc[ρ])
functional has to be postulated ad hoc. The approximated functionals may
depend solely on the electron density or additional quantities such as the gra-
dient of the density, the Laplacian, etc., and they are classified accordingly as
local-density approximation (LDA) functionals, generalized-gradient approxi-
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mation (GGA) functionals, or meta-GGA functionals, respectively. Sadly, there
is no systematic improvement of the accuracy of the functionals when including
higher-order derivatives of the density or other terms.83 Thus, it falls again into
the responsibility of the theoretical chemist to carefully select an appropriate
functional.

2.3.4 Time-Dependent Density-Functional Theory

In standard DFT, only the ground-state density and its corresponding energy
are computed. To calculate electronically excited states, one has to use the time-
dependent DFT (TDDFT) formalism.83,84 In place of the Hohenberg-Kohn the-
orems for the time-independent DFT, the formal foundations of TDDFT rely
on the Runge-Gross theorem –connecting the time-dependent density ρ(r, t)
and the time-dependent wave function |Ψ(r, t)〉 = |Ψ[ρ(r, t)]〉 –and the action
integral

A[ρ] =
∫ t2

t1

dt
〈

Ψ[ρ(r, t)]
∣∣∣∣ i ∂∂t − Ĥ(r, t)

∣∣∣∣Ψ[ρ(r, t)]
〉
, (2.34)

that determines the exact time-dependent density via the Euler equation

δA[ρ]
δρ(r, t)

= 0. (2.35)

TDDFT is usually applied in the time-dependent Kohn-Sham formalism, where
again a single-configurational wave function is assumed. The time-dependent
Kohn-Sham equations read

ĥKS [ρ(r, t)] |ϕi(r, t)〉 = i
∂ |ϕi(r, t)〉

∂t
, (2.36)

where the time-dependent Kohn-Sham operator is given by

ĥKS [ρ(r, t)] = −∇
2

2
−

K∑
A

ZA
|r−RA| +

∫
dr′

ρ(r′, t)
|r− r′| + V xc[ρ(r, t)]. (2.37)

The exchange-correlation functional V xc[ρ(r, t)] depends on the time-dependent
density, and its exact functional form is not known. This problem is usually
dealt with assuming that the exchange-correlation functional is local in time,
i.e., V xc = V xc[ρt(r)] is a function of an electron density ρt(r) that depends only
parametrically on time t and is a different function ρt(r) for each value of t.
Then, in this so-called adiabatic approximation of TDDFT, one can simply em-
ploy the approximate exchange-correlation functionals from (time-independent)
DFT.

In principle, TDDFT calculations can be performed by propagating the time-
dependent Kohn-Sham orbitals using the the time-dependent Kohn-Sham equa-
tion (2.36). A more common approach, however, is to calculate the reponse of
the density to a time-dependent perturbation, where, for simplicity, one in-
cludes only the first (linear) term.85 For an excited state |ΨI〉 with excitation
energy ωI = EI − E0, this linear response problem can be formulated in terms
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of a matrix pseudo-eigenvalue problem as[
A B
B∗ A∗

](
XI

YI

)
= ωI

[
1 0
0 −1

](
XI

YI

)
. (2.38)

where the matrix elements of A and B are given by

Aia,jb = δijδab(εa − εi) +
〈
ϕiϕj

∣∣ r−1
12

∣∣ϕaϕb〉+ 〈ϕiϕj | fxc |ϕaϕb〉 , (2.39)

Bia,jb =
〈
ϕiϕb

∣∣ r−1
12

∣∣ϕaϕj〉+ 〈ϕiϕb | fxc |ϕaϕj〉 , (2.40)

fxc is the exchange-correlation kernel, that in the adiabatic approximation is
defined via

〈ϕiϕj | fxc |ϕaϕb〉 =
〈
ϕi(r)ϕj(r′)

∣∣∣∣ δ2Exc

δρ(r)δρ(r′)

∣∣∣∣ϕa(r)ϕb(r′)
〉
. (2.41)

and XI and YI are the vectors of particle-hole and hole-particle excitations
with respect to the ground state, respectively. TDDFT is often applied in the
Tamm-Dancoff approximation (TDA)86 by setting YI = 0 so that only the
particle-hole excitations (XI) are considered. This simplies eq. (2.38) to

AXI = ωIXI . (2.42)

In TDA-TDDFT, the wave function of the excited state |ΨI〉 is simply a linear
combination of singly-excited configurations with expansion coefficients XI

i,a,

|ΨI〉 =
∑
i,a

XI
i,a |ψai 〉 . (2.43)

Additionally, TDA-TDDFT can, in certain cases, improve the description of
excited-state PES by alleviating problems that are introduced due to the usage
of approximate exchange-correlation functionals.83

2.3.5 Transition-Density Matrix Description of Excited States

While the electronic ground state of many molecules can often be described
reasonably by single-configurational wave functions, the electronic structure of
excited states is usually more complicated and requires a large number of config-
urations. This multi-configurational nature complicates the characterization of
the excited states, and a simple visual analysis of the orbital and configurations
contributing to their wave functions is tedious and prone to be incomplete. In-
stead, a more convenient approach to describe excited-state properties in great
detail is to analyze the one-particle transition density matrix.87–90 For a tran-
sition from the ground state |Ψ0〉 to the excited state |ΨI〉, it reads

γ0I(rh, re) = N

∫
dr2 · · ·

∫
drN Ψ0(rh, r2, . . . , rN )ΨI(re, r2, . . . , rN ), (2.44)

where rh and re are the coordinates of the hole in the ground-state wave function
and the electron in the excited-state wave function, respectively, that describe
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the transition. In second quantization, the transition-density matrix can also
be written as

γ0I(rh, re) =
∑
pq

ϕ∗p(rh)
〈

Ψ0

∣∣∣ â†pâq ∣∣∣ΨI

〉
︸ ︷︷ ︸

D0I
pq

ϕq(re), (2.45)

where âq annihilates an electron in orbital ϕq, while â†p creates a hole in orbital
ϕp.

The transition-density matrix has no intuitive interpretation but allows the
calculation of many properties that are useful for the description of the excited
states. By a singular-value decomposition, D0I can be written as

D0I = U× diag(
√
λ1,
√
λ2, . . .)×VT . (2.46)

where the unitary matrices U and V contain the coefficients of the hole and
electron parts of the natural-transition orbitals, respectively. These orbitals
allow for a compact representation of an electronic excited state by reducing
the numbers of configurations needed to describe its wave function. λi are
the transition amplitudes for each pair of hole and electron natural-transition
orbitals.

From γ0I(rh, re), the hole density ρh(rh) and the electron density ρe(re) can
be computed simply by

ρh(rh) =
∫

dre γ0I(rh, re) (2.47)

ρe(re) =
∫

drh γ0I(rh, re). (2.48)

ρh(rh) and ρe(re) describe the spatial distribution of the hole and electron,
respectively. As a measure to quantify the average separation of the hole and
electron positions during the transition, the exciton size (ES) can be computed
as the root-mean-square separation of the electron and hole positions, i.e.,

ES =
〈
(rh − re)2

〉
=

1
Ω

∫
drh

∫
dre γ0I(rh, re)(rh − re)2γ0I(rh, re) (2.49)

where Ω =
∫

drh
∫

dre γ0I(rh, re)2. The ES serves as an estimate of the spatial
extent of the parts of the molecule that are involved in the transition. If the hole
and the electron parts are localized on distinct regions in the molecul, it can be
useful to divide the molecule into fragments, say A and B, and to calculate the
charge-transfer (CT) number from γ0I(rh, re) as

CTAB =
∫
A

dre
∫
B

drh γ0I(rh, re)2. (2.50)

CTAB gives the probability of finding the hole on fragment A and the electron
on fragment B, and ranges it ranges between CT = 0 for transitions completely
localized in one fragment and CT = 1 for pure charge-transfer transitions.
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2.3.6 Spin and Spin-Orbit Coupling

In quantum theory, particles can possess an intrinsic non-zero angular momen-
tum, called spin s, that is unconnected to their motion in space. For electrons,
this spin can take the values s = ±1/2, and it represents a fourth degree of
freedom in addition to the three spatial degrees of freedom. The spin does
not appear in the Schrödinger equation, and, thus, it has to be introduced ad
hoc in non-relativistic quantum mechanics. This is usually done by defining
a spin operator ŝ = (ŝx, ŝy, ŝz) that acts only on the spin coordinates s of
the electrons, and restricting the solutions of the Schrödinger equation to wave
functions |Ψ(r, s)〉 that are simultaneous eigenfunctions of the Hamiltonian Ĥ
as well as of the operators ŝ2 and ŝz. Since ŝ2 and ŝz do not act on the spatial
coordinates of the electrons, |Ψ(r, s)〉 can be written simply as a product of a
spatial function |Ψ(r)〉 and a spin-dependent function |Σ(s)〉,

|Ψ(r, s)〉 = |Ψ(r)〉 · |Σ(s)〉 . (2.51)

The spin-dependent functions |Σ(s)〉 are orthogonal for different spins s, i.e.,
〈Σ(s) |Σ(s′)〉 = δss′ . Thus, all couplings of electronic wave functions of different
spin value are zero, and, as a consequence, transitions between electronic states
of different spin value are forbidden.

The situation changes when SOC is taken into account.91 SOC introduces
an interaction between states of different spin multiplicity that mixes these
states. The resulting states are not eigenfunctions of the operators ŝ2 and ŝz
anymore, so that transition between states, that are formally of different spin
multiplicity, become allowed. SOC is a relativistic effect, i.e., it occurs naturally
in a formulation of quantum mechanics that includes the principles of the theory
of special relativity. Phenomenologically, SOC is explained as the interaction
of the magnetic moment of the spin angular momentum with the magnetic field
that is induced by the the electron orbiting around the nuclei as well as in the
field of the other electrons.92 This interaction can be computed, e.g., by using
the Breit-Pauli Hamiltonian ĤBP ,

ĤBP =
1

2c2

N∑
i

 K∑
A

ZA

(
r̂iA
r̂3
iA

× p̂i

)
· ŝi +

N∑
j 6=i

(
r̂ij
r̂3
ij

× p̂i

)
· (ŝi + 2ŝj)

 ,
(2.52)

where p̂i is the electronic momentum operator and c ≈ 1/137 is the speed of
light. Through the first term in eq. (2.52), SOCs scale with the charges of
the nuclei ZA. Thus, for molecules containing only light atoms, e.g., organic
molecules, SOCs are typically only very small, being of the order of a few or tens
of wave numbers, while for molecules containing heavy atoms such as transi-
tion metal complexes, SOCs are typically larger, ranging between hundreds and
thousands of wave numbers. Furthermore, the size of SOC between different
electronic states depends strongly on their symmetry due to the mathematical
structure of the SOC operator.93 For organic molecules, this symmetry depen-
dence is usually expressed by El-Sayed’s rules stating that SOCs are larger be-
tween states of different excitation character, e.g., between ππ∗ and nπ∗ states,
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than between states of the same character.94

2.3.7 Molecules in Solution

The computational costs of solving the electronic Schrödinger equation scale
with the number of electrons and basis functions. The explicit scaling differs
for different computational methods and is typically correlated to the levels of
approximations that have been introduced, i.e., more accurate methods demand
a higher scaling factor. For example, when performing excited-state calculations
using TDDFT, systems up to ca. 100 atoms can be treated routinely. Using
CASPT2 and active spaces of reasonable sizes, the system size shrinks to a
(few) dozen(s) of atoms, while for FCI, this number drops to 1-3 atoms. Thus,
using this set of methods, a large number of molecules can be investigated com-
putationally when they occur as isolated systems, i.e., having no environment
to interact with.

Treating molecules as isolated units is certainly a good approximation, when
the molecules are in the gas phase, where encounters with other molecules
are comparatively rare events. The situation is different, however, when the
molecule is transferred into solution. The solute molecule is then surrounded by
and interacts with a number of solvent molecules that is prohibitively large for
any quantum chemical calculation. Therefore, for practical studies of molecules
in solution, there exist a number of approximate methods such as the cluster
model, continuum models, or other mixed quantum-classical methods, that are
used instead of a full quantum-mechanical treatment.

In solution, a solute molecule will interact most strongly with the solvent
molecules that are located in the immediate vicinity. Thus, in a cluster model,
a small number of solvent molecules are included in the quantum system in addi-
tion to the solute, trusting that these few solvent molecules sufficiently account
for the full solute-solvent interactions. A larger number of solvent molecules
can be included in mixed quantum mechanics/molecular mechanics (QM/MM)
calculations.95 Then, the complete system is divided into two regions: a small
region A, that is treated at the quantum-mechanical (QM) level, and a large
region B, that is treated using classical molecular mechanics (MM), where the
atoms are treated as point charges and their interactions are described by em-
pirically parametrized force fields. Region A contains the solute –and possibly
a small number of solvent molecules –while the the bulk of the solvent occupies
region B. The energy of the complete system ES can then be written as the
sum of the energies of the two subparts, plus an interaction term:

ES = EA(QM) + EB(MM) + EAB(QM/MM). (2.53)

The energy EA of the QM region A is evaluated at the QM level while the
energy EB of the MM region B is evaluated at the MM level. To account
for the interaction EAB of the QM part (solute) and the MM part (bulk sol-
vent), different approaches exists. The most commonly employed method is
the electrostatic-embedding approach, where the charges of the MM atoms are
simply included as additional “nuclei” in the Hamiltonian of the QM part to
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account for their electrostatic interaction with the electrons and nuclei of the
QM region. In this way, the MM charges are able to polarize the electron den-
sity in the QM region, but the MM charges remain fixed, not being polarized
by the QM electron density themselves.

The drawback of the missing polarization of the MM region due to the QM
region of the electostatic embedding approach can be remedied by using a po-
larizable embedding scheme; however, usage of a polarizable force field again
comes with an increase of computational cost and, so far, there exist only a
small number of parametrized polarizable force fields for specific applications.
A general way to account for the mutual polarization of solute and solvent is
to use continuum models.96,97 There, the bulk solvent is modeled by a set of
polarizable point charges that are placed on the surface of a cavity that sur-
rounds the solute molecule. The interaction between the solvent and the solute
is described by the electrostatic potential between both charge distributions,
and as the solvent point charges are polarizable, the solute electron density can
also polarize the solvent charge distribution. Thus, a better description of the
electrostatic interaction is usually achieved with polarizable continuum models
compared to the usage of electrostatic-embedding QM/MM schemes. However,
as continuum models do not include any explicit solvent molecules, they cannot
describe specific solute-solvent interactions.

2.4 Transitions Between Electronic States

2.4.1 Absorption and Transition-Dipole Moments

In the framework of the BOA, the molecular system occupies vibronic states
|Ψ(r; R)Θ(R)〉, i.e., vibrational states |Θ(R)〉 describing the internal motion
of the molecule in the potential of certain electronic states |Ψ(r; R)〉. The
system is stable, i.e., will not change its state in time, when it occupies the
lowest-energy state, the ground state, but it can be brought temporarily into
an excited state by absorption of light. For this process to occur, the energy
of the light must equal the energy difference of the initial (ground) state and
final (excited) state, and the transition probability between both states must be
non-zero. For electronic transition in molecules, this difference usually lies in
the range of a few electron volts, while the difference between vibrational states
is much smaller, being of the order of 0.01-0.05 eV. Due to the magnitude of
these energy differences, vibronic transitions typically are encountered upon
absorption of UV or visible light (200-800 nm or 1.55-6.20 eV).

The probability for a light-induced transition from the vibronic state |ΨpΘp〉
with energy Ep to the vibronic state |ΨqΘq〉 with energy Eq is given by the
oscillator strength,

fp→q =
2
3

∣∣∣〈ΨpΘp

∣∣∣ D̂ ∣∣∣ΨqΘq

〉∣∣∣2 (Eq − Ep) =
2
3
|Dpq|2 ωpq, (2.54)

where D̂ is the transition operator. If the spatial dimensions of the molecule
are smaller than the wave length of the light, the transition operator can be

19



approximated by the dipole moment operator µ̂, which depends on the charges
and positions of the electrons and nuclei of the molecule

D̂ = µ̂ = µ̂e(r) + µ̂N (R) = −
∑
i

ri +
∑
A

ZARA. (2.55)

The transition between the vibronic states in the absorption process occurs
much faster than the motion of the nuclei, so that the nuclei are treated static
during the transition, and the transitions occur vertically between different
vibronic states. For vertical excitations and the dipole approximation, the
transition dipole moment µpq, that replaces Dpq in eq. (2.54), becomes

µpq = 〈Θp| [〈Ψp | µ̂e |Ψq〉] |Θq〉+ 〈Θp|µ̂N [〈Ψp |Ψq〉]|Θq〉. (2.56)

The second term, the nuclear part of the transition dipole moment, is zero due
the orthogonality of the electronic states |Ψp〉 and |Ψq〉 for all nuclear positions
R. The first term that contains the electronic transition dipole moment µpqe =〈
Ψp

∣∣µq ∣∣Ψq

〉
is usually evaluated in the Franck-Condon approximation, where

it is assumed to be independent of the position of the nuclei, so that

µpq = 〈Θp |µpqe |Θq〉 ≈ µpqe 〈Θp |Θq〉 = µpqe S
pq, (2.57)

where Spq and their squares |Spq|2 are called FC overlap integrals and FC
factors, respectively.

Experimentally, the transitions between different electronic states in a sub-
stance can be studied by recording an absorption spectrum. The substance is
irradiated by light of different wave lengths and its absorbance –the amount of
light absorbed –is measured at each wave length, thus giving information about
the transition energies and probabilities from the molecule’s ground state to its
excited states. States that have large absorbance, i.e., possess a large transition
probabiltiy, are usually called bright states, while states that absorb only weakly
are refered to as dark states. When performing theoretical studies of absorption
spectra, usually a number of further approximations are introduced. Although
transitions in BO approximation are naturally of vibronic nature, in practice
often only the electronic part of the transition is considered when investigating
UV-VIS absorption processes. Then, the energy difference ωpq = Eq − Ep in
eq. (2.54) is only the difference between the energies of the potentials of the elec-
tronic states, and the FC factors are not taken into account in the calculation
of the transition dipole moments in eq. (2.57). Furthermore, for simplification,
often only the electronic transitions at the ground-state minimum-energy geom-
etry [Franck-Condon (FC) geometry] are considered, neglecting the vibrational
motion of the nuclei.

Finally, since the dipole moment operator µ̂e does not depend on the spin [see
eq. (2.55)], the transition dipole momemts between electronic states of different
spin multiplicity are formally zero, as the overlap of their spin parts is zero.
Thus, only excited electronic states that possess the same spin multiplicity as
the (initial) ground state can be accessed through absorption. This restriction
is lifted when spin-orbit coupling is taken into account (see section 2.3.6). Then,
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Figure 2.2: Overview over electronic relaxation processes.

also transitions between states that formally possess different spin multiplicity
can have non-zero probabilities. For organic molecules, however, where spin-
orbit couplings are small, such transition dipole moments are small, so that the
absorbance of electronic states of the same spin multiplicity as the ground state
–typically a singlet state –is usually much larger than that of states of different
spin multiplicity.

2.4.2 Radiative and Nonradiative Relaxation Pathways

When being in an electronically excited state |Ψq〉, there is a non-zero prob-
ability for a molecule to spontaneously descend to a lower-lying state |Ψp〉 by
emitting a photon of the energy ωqp = Eq − Ep. Thus, electronically excited
states are unstable and, over time, the molecule relaxes back to the electronic
ground state. The probability of the spontaneous emission of a photon is given
by the Einstein coefficient

Aq→p =
4ω3

qp

3c3
|µqp|2 . (2.58)

In general, the radiative relaxation can take place on different time scales rang-
ing from nanoseconds to minutes. This process is classified as either fluores-
cence (F) or phosphorescence (P), depending on whether the two electronic
states involved possess the same or different spin multiplicity, respectively (see
Figure 2.2). For organic molecules, one finds that fluorescence typically is much
faster than phosphorescence –both processes taking place on time scales of 10−9-
10−6 s (F) and 10−4-10+2 s (P).94 The different time scales can be understood
considering that their probabilities are determined by the transition dipole mo-
ment |µqp|2. As in the case of absorption, |µqp|2 is non-zero for states of different
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spin multiplicity only when SOC is taken into account, but, as SOCs are small
for organic molecules, the transition-dipole moments between states of different
spin multiplicity are small as well, thus, limiting the rate of phosphoresence.

While being in an excited state, the molecule can relax not only through
emission of a photon, but also non-radiatively, by moving on the PES of dif-
ferent electronic states, until it reaches the electronic ground state. In the
course of this process, the excess energy of the molecule can be released as heat
into the environment through collisions with other molecules. In the BOA,
the electronic states, which the molecule temporarily occupies, are orthogonal,
making the probability to transfer from one state to another through nuclear
motion zero. This orthogonality is lifted when NACs [see eq. (2.8)] are taken
into account. NACs couple different electronic states through the motion of
the nuclei. NACs are usually small between different states when their energy
difference is large, while at points where the energy difference becomes zero
–so-called conical intersections (CIs) –the NACs become infinite. More impor-
tantly, the NACs remain large also in the vicinity of the CI, thus, making the
space around a CI a region where the molecule can effectively be transferred
between different electronic states.98 In the absence of SOCs, NACs are only
non-zero between states of the same spin multiplicity. Therefore, it is custom-
ary to distinguish the non-radiative transfer between different electronic states
as IC or ISC, depending on whether the two electronic states involved possess
the same or different spin multiplicity, respectively (see Figure 2.2).

For the non-radiative transfer processes to take place, the molecule needs to
move from its initial point of excitation to regions near CIs where the state
transfer can occur effectively. In principle, this transfer can take place on the
same time scale as the motion of the nuclei, i.e., within several to hundreds
of femtoseconds. In practice, however, the rate of a nonradiative relaxation
process is determined by the topology of the electronic PES and the size of the
NACs and SOCs. While for organic molecules, IC can be observed frequently
on the femtosecond time scale, ISC is usually slower. Similar to the comparison
of the rates of fluorescence and phosphorescence, the larger rates of IC with
respect to ISC are typically explained by the small SOCs in organic molecules
that should restrict ISC to be less efficient than IC. Still, for certain classes of
organic molecules (see Chapter 1), also ISC has been observed on an ultrafast
femtosecond time scale indicating that ISC can be as efficient as IC also for
organic molecules. It was this unexpected circumstance that motivated this
thesis.

For molecules, the processes of IC, ISC, F, and P after excitation must not be
observed mutually exclusive. Rather, these processes can compete or take place
sequentially in a cascade that brings the molecule back to its ground state.

2.5 Nuclear Motion

2.5.1 Surface Hopping

The nonradiative relaxation of a molecule after photoexcitation can be inves-
tigated theoretically by simulating the nuclear dynamics of the molecule in its
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electronically excited states. This can be done straighforward by solving the
nuclear part of the time-dependent Schrödinger equation. The solutions, the
nuclear wave functions, are non-local quantities that depend on the shape of
the complete PES. Thus, for this scheme, the complete PES and all NACs have
to be pre-computed before propagating the nuclear wave function, which is a
computationally very expensive requirement for molecules comprised of more
than a few atoms.

To circumvent the problem of having to know the full PES in advance, ab
initio molecular dynamics (AIMD) methods can be used. In AIMD, the motion
of the nuclei is propageted by classical trajectories on electronic potentials that
are obtained from quantum chemical electronic-structure methods. The propa-
gation of the nuclei then depends only on the energies, gradients, and NACs of
the electronic states of the current time step, making the pre-computation of
these quantities unnecessary. Because of the reduced computational cost, the
excited-state dynamics of larger molecules can be simulated. However, due to
the introduced classical approximation, this comes at the cost of missing quan-
tum effects such as tunneling or coherence, which are not accounted for in the
classical propagation.

The classical trajectories are propagated according to Newton’s law of motion,
so that the motion of each atom is described by

MA
d2

dt2
RA(t) = −∇AEi (R(t)) . (2.59)

In eq. (2.59), the molecule is assumed to be in the electronic state |Ψi〉, the
active state, with an energy Ei(R(t)), that depends on all nuclear coordinates.
The propagation of the nuclear trajectory from time step t to time step t+ ∆t
can be performed using, e.g., the velocity Verlet algorithm,99,100 where the
atomic coordinates RA(t) and velocities vA(t) are calculated according to

RA(t+ ∆t) = RA(t) + vA(t)∆t+
1

2MA
∇AEi(t)∆t2 (2.60)

vA(t+ ∆t) = vA(t) +
1

2MA
∇AEi(t)∆t+

1
2MA

∇AEi(t+ ∆t)∆t (2.61)

In this manner, the nuclei of the molecule are always propagated on the po-
tential of the same electronic state without the possibility to transfer to another
electronic state. An AIMD method that allows for the transfers between dif-
ferent electronic states is the so-called surface hopping.68,69 In surface hopping,
the molecule has the possibility to “hop” from one electronic state |Ψi〉 to an-
other electronic state |Ψj〉 between every time step. The probability for a hop
can be calculated in the following way. The electronic wave function |Ψ(t)〉 is
assumed to be a linear combination of different electronic states |Ψi〉, and its
time-dependence is moved into the expansion coefficients, i.e.,

|Ψ(t)〉 =
∑
i

ci(t) |Ψi〉 . (2.62)
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|Ψi〉 are eigenfunctions of the electronic Hamiltonian Ĥel. This ansatz is in-
serted in the time-dependent electronic Schrödinger equation,

i
d |Ψ(t)〉

dt
= Ĥel |Ψ(t)〉 , (2.63)

from which the expansion coefficients can be calculated as

dcj(t)
dt

= −
∑
i

[
i
〈

Ψj

∣∣∣ Ĥel ∣∣∣Ψi

〉
︸ ︷︷ ︸

Hji

+
〈

Ψj

∣∣∣∣ d
dt

∣∣∣∣Ψi

〉
︸ ︷︷ ︸

Kji

]
ci(t). (2.64)

The second term Kji can be computed using the nonadiabatic coupling vector
between the electronic states and the velocity of the nuclei

Kji = 〈Ψj | ∇R |Ψi〉vR. (2.65)

From this, the probability Pi→j of hopping from state |Ψi〉 to state |Ψj〉 can be
calculated as

Pi→j =
2∆t

c∗i (t)ci(t)
<
{
c∗i (t)cj(t) [iHij +Kij ]

}
. (2.66)

The classical trajectories in surface hopping are confined to be in a single
electronic state at a given nuclear conformation, unlike the quantum mechanical
nuclear wave function that has contributions of multiple electronic states and
is spread in form of a wave packet over PES of these states. To mimic this
behavior of the nuclear wave function in AIMD simulations, in practice, not
one but an ensemble of trajectories is used. As the individual trajectories are
propagated in the framework of classical mechanics, however, quantum effects
such as tunneling are missing and, e.g., the coherence between electronic states
is not described correctly, although there exist corrections for the latter.101

Originally, surface hopping included only NACs between electronic states of
the same spin multiplicity and, thus, could be used only to study IC processes.
To simulate also ISC, one has additionally to include SOCs between the elec-
tronic states of different spin multiplicity. This has been realized only recently
in several different implementations.71,102–105 It is done by adding a SOC oper-
ator ĤSOC (see section 2.3.6) to the spin-free electronic Hamiltonian Ĥel, which
is sometimes also called molecular Coulomb Hamiltonian ĤMCH.106 The new,
total electronic Hamiltonian then reads

Ĥtotal = ĤMCH + ĤSOC. (2.67)

The total electronic Hamiltonian Ĥtotal is not diagonal in the basis of the MCH
states

∣∣ΨMCH
i

〉
. The off-diagonal couplings elements, that are due to SOC,

can be considerably delocalized in the basis of the MCH states. This leads to
non-zero ISC hopping probabilities between states of different spin multiplicity
in extended regions of the PES, far away from the crossing regions of these
states. This behavior is in contrast to that of the NACs that enable IC by
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coupling electronic states of same spin multiplicity: the NACs are only sizable
in the vicinity of CIs. The SOCs can be localized by a unitary transformation
U†U = 1 that transforms the electronic states into a basis that diagonalizes
the total Hamiltonian, i.e.,

Hdiag = U†HtotalU. (2.68)

In this new basis, the couplings between all states are described by the nona-
diabatic couplings Kdiag between the diagonal states; these NACs are localized
only in the regions where the electronic states come close in energy. Performing
surface hopping in this diagonal basis is the main idea of the surface hopping in-
cluding arbitrary couplings (SHARC) method that is used in this work.71,72,106

2.5.2 Prerequisites for Surface Hopping Studies

The successful performance of surface hopping studies of excited-state dynamics
relies on two key ingredients. Firstly, the outcome of surface hopping simula-
tions crucially depends on the choice of the electronic-structure method that is
used to calculate the PESs in which the classical trajectories move. The elec-
tronic structure method should be able to describe the PESs of all electronic
states included in the dynamics simulations accurately, while being computa-
tionally affordable for dynamics simulation. Thus, to assess the accuracy of one
electronic-structure method before employing it in the dynamics simulations, its
performance can be tested in static calculations and compared against experi-
mental reference data such as absorption or fluorescence spectra. Alternatively,
one can compare against computational results from higher-level electronic-
structure methods. Typically, the computationally most expensive part during
the propagation of AIMD trajectories lies in the calculations of the electronic
states and their gradients that need to be repeated each time step. It is the task
of the theoretical chemist to find a method that guarantees a balance between
accuracy and computational cost.

Secondly, the outcome of surface hopping simulations depends on a proper
sampling of initial conditions, i.e., initial nuclear coodinates and momenta, for
the trajectories. An appropriate sampling of nuclear conformations reflects the
ensemble of nuclear geometries that the molecule can occupy in experiment at
the moment it is excited, while an appropriate sampling of nuclear momenta
lets the nuclei move with the appropriate velocities over the different electronic
PESs. Additionally, appropriate initial conditions give the molecule the cor-
rect potential and kinetic energies, that determine both, which regions of the
PESs the molecule can visit during the dynamics and how fast the molecule can
molecule can transfer between these regions. Finally, the proper initial condi-
tions should allow for a number of trajectories to be propagated in the dynamics
simulation, that is sufficiently large to establish statistically significant state-
ments about the reaction pathways and reaction rates of the ensemble.
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3 Vibrational Sampling

This chapter deals with vibrational sampling: a method to account for the
vibrational motion of the nuclei of the molecule in its electronic ground state.
The fact that the molecule experiences vibrational motion explains the different
nuclear conformations and momenta that comprise the initial conditions used
in surface hopping simulations: as the molecule moves in its electronic ground
state, it can occupy different nuclear conformations and momenta in the mo-
ment of excitation, i.e., when the dynamics start. Thus, vibrational sampling
is routinely employed in surface hopping studies. However, accounting for the
effects of nuclear motion through vibrational sampling can also be critical when
studying static excited-state properties such as absorption spectra, and this is
the focus of this chapter. The effects of different vibrational sampling techniques
on excited-state dynamics will be presented later on in Chapter 5.

3.1 The Effects of Vibrational Sampling on Excited
States

When studying static excited-state properties, the most common practice is
to neglect nuclear motion and perform the excited-state calculations only at
selected nuclear conformations. When, for example, absorption spectra are
studied, the electronically excited states are computed typically only at the
ground-state minimum-energy geometry (FC geometry). Naturally, to neglect
the vibrational motion of the molecule greatly reduces the computational ef-
fort, which allows the usage of expensive high-level electronic structure meth-
ods. The resulting excitation energies and oscillator strengths computed in this
approach are then usually compared to the positions and intensities of the ex-
perimental absorption band maxima. Often, a good agreement between these
properties is indeed the result of an adequate description of the ensemble of
molecules measured in the absorption spectrum by the properties of a single
nuclear conformation. As will be shown below, however, there are unfortunate
cases where this agreement can lead to completely wrong conclusions. Then,
only by including nuclear motion through vibrational sampling, meaningful re-
sults can be obtained for the description of the electronic structure of excited
states.

3.1.1 The Character of the Excited States of Nitrobenzene

Nitrobenzene shows a complex variety of photophysical and photochemical reac-
tions upon excitation including various photodissociation processes107–113 and
ISC within 6 ps.14,15,17 It can be considered the smallest prototype of NPAHs,
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(a) Charge Flow in Nitrobenzene
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Figure 3.1: (a) Characterization of excitations in nitrobenzene in terms of
charge flow. Charge transfer defined as the difference between the excited-
state and ground-state dipole moments, i.e., ∆µ = µi − µ0. (b) Illustration of
ground-state and transition dipole moment for the bright CTR→N state at the
FC geometry and as observed in polarization spectroscopy experiments.118,119

α denotes the polarization angle.

for which reason it was chosen as the first molecule to be studied in this thesis.
The excited-state properties of nitrobenzene have been investigated extensively
in the past, both in experimental114–121 and theoretical16,121–123 studies. Sur-
prisingly, despite its simple structure, there still remained controversy about
the electronic character of its lowest-energy bright excited state. In absorption
spectroscopy experiments, it was observed that the lowest-energy absorption
band showed a solvent-induced red shift with increasing solvent polarity.115

Thus, this band was first assigned to a charge-transfer (CT) ππ∗ excitation
from the aromatic ring system to the nitro group (CTR→N ). Further experi-
mental studies backed this conclusion117,121 and high-level quantum chemical
calculations could support this assignment, reporting that the only bright state
in the energy region of the absorption band at the FC geometry was a ππ∗ state
of CTR→N character, that is of 1A1 symmetry at the C2v-symmetric minimum-
energy geometry.121,123 This assignment was questioned, however, by polariza-
tion spectroscopy experiments.118,119 In these experiments the angle α between
the ground-state dipole moment µ0 and the bright-state transition dipole mo-
ment µi0 can be determined, which gives directly information about the sym-
metry of the excited-state wave function (see Figure 3.1). For the 2 1A1 state,
the angle α had to be zero due to symmetry. Yet, the polarization spectroscopy
experiments determined a value α = 67◦, i.e., ruling out that the lowest-energy
absorption band is described by the 2 1A1 state. In lieu of a better explanation,
the absorption band was assigned to a local ππ∗ excitation (LE) at the nitro
group.

Motivated by the ambiguous findings of the previous studies and the aim
to find a suitable method for an accurate description of the excited states of
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nitrobenzene, the absorption spectrum was investigated in this work. The ab-
sorption spectra of nitrobenzene in gas phase and aqueous solution were com-
puted for different vibrational ensembles and at the FC geometry. The vibra-
tional ensembles were generated using a sequential combination of molecular
mechanics and quantum mechanics (s-MM/QM) calculations to include the ef-
fects of vibrational motion on the description of the electronic states.124–126 In
this approach, first, ground-state molecular dynamics (MD) trajectories using
classical force fields were propagated for nitrobenzene in three different environ-
ments: gas phase, a implicit solvation model (PCM96), and an explicit solvation
model (TIP3P127). In the MD simulations, nitrobenzene was described by the
generalized Amber force field (GAFF128). From each trajectory, 200 nuclear
conformations were randomly selected, and for each conformation the excited
state were calculated at the MS-CASPT2129/ANO-L-VDZP130 level of theory.
For each vibrational ensemble, the results of the 200 geometries were then com-
bined to yield the full absorption spectra in gas phase, implicit, and explicit
aqueous solution.

3.1.2 Quenching of Charge Transfer by Vibrational Motion

The absorption spectra calculated using the s-MM/QM approach, the experi-
mental absorption spectra, and the bright states calculated at the FC geometry
are shown in Figure 3.2(a). As can be seen, the energies of the bright states at
the FC geometry are close to the absorption band maxima in gas phase as well
as in aqueous solution, indicating that CASPT2 can accurately describe the
excited states of nitrobenzene. A wave-function analysis of the bright states at
the FC geometry (S4@FC) in gas phase and water reveals that they are mainly
described by CTR→N excitations (ca. 95 % of the examined configurations).
Nitro group to ring charge transfer (CTN→R) excitations and local excitations
(LE) possess only minor contributions of 3.5 and 1.5 %, respectively. This com-
position of the excited-state wave function, illustrated in form of a pie chart in
Figure 3.2(b), indeed results in a large CT in nitrobenzene upon excitation in
both, gas phase and aqueous solution. The CT can be measured quantitatively
by the difference between the excited-state and ground-state dipole moments,
i.e., ∆µ = µi − µ0, which amounts to 6.5 and 7.8 D in gas phase and wa-
ter, respectively. The difference ∆µ has also been assessed in a experimental
study of thermochromic effects in the absorption spectra of nitrobenzene in
1,2-dichlorethane, where ∆µ was determined to be 2.1-2.4 D.120 Based on this
result, the CT character in the excited states of the absorption spectrum of ni-
trobenzene appears to be overestimated, when only the bright states at the FC
geometry are considered. Additionally, due to the A1 symmetry of the bright
S4@FC state, the polarization angle α between the ground-state and transition
dipole moment is zero, in stark contrast to polarization spectroscopy result of
α = 67◦.

In Figures 3.2(a), also the s-MM/QM absorption spectra are shown. Com-
pared to the experimental absorption bands, the maxima at 245 (gas phase),
276 (implicit aqueous solution), and 282 nm (explicit aqueous solution) agree
well with the experimental positions at 240 (gas phase) and 266 nm (water).
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Figure 3.2: (a) Experimental115 and calculated absorption spectra as well as
bright states of nitrobenzene computed at the FC geometry. (b) Character
of FC bright states and states within a 20 nm energy range [gray areas in (a)]
around the computed absorption maxima. The area of the slices in the pie chart
corresponds to the contribution of CTR→N , CTN→R, and LE configurations in
the excited-state wave functions. The bright S4 states in gas phase and water
possess very similar character, thus, only one chart is shown.

This supports the previous conclusion that CASPT2 is able to accurately de-
scribe the excited states of nitrobenzene. As the positions of the calculate
absorption band maxima also agree well with the energy of the bright S4@FC
states –243 and 270 nm in gas phase and water, respectively –it is tempting
to assume that the S4@FC also possess the same electronic character as the
corresponding bright states in the s-MM/QM ensembles with similar energies.
This assumption, however, proves to be wrong.

When analyzing the excited states around the absorption band maxima in the
s-MM/QM ensembles [gray areas in Figure 3.2(a)], one finds that the excited
states in the s-MM/QM ensembles possess quite different character from that of
the S4@FC. This is shown in Figure 3.2(b) where the composition of the excited
states around the absorption maximum is expressed in terms of contributions
of CTR→N , CTN→R, and LE configurations. Both in gas phase and aqueous so-
lution, the contributions of CTR→N configurations are decreased considerably
compared to the S4@FC states –from 95 % to 50-65 %. The CTR→N con-
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ensembles. (c) Differences of important structural parameters between an ex-
perimental gas phase structure111 and the B3LYP/cc-pVDZ FC geometry as
well as the gas-phase s-MM/QM ensemble.

tributions are replaced by contributions of CTN→R configurations (16-34 %)
and LE configurations (16-20 %) instead. Because of this, the excited states
in the s-MM/QM ensembles are described by an admixture of CTR→N and
CTN→R configurations, i.e., configurations with charge flow in opposite direc-
tions. This opposing charge flow effectively quenches the net CT, e.g., reducing
the differences in dipole moments to ∆µ = 1.3 and 0.8-1.1 D in gas phase and
aqueous solution, respectively. The admixture of different configurations also
changes the direction of the transition dipole moment, so that for the states
in s-MM/QM ensembles, the polarization angle between the ground-state and
transition dipole moment is α = 42-43◦. Both, the values of ∆µ and α obtained
for the s-MM/QM ensembles are much closer to the values obtained in exper-
iment118–120 than those of the S4@FC states. This demonstrates the necessity
to take into account the vibrational motion present in experiment also when
calculating static excited-state properties.

Concluding this study, it is interesting to analyze the motion responsible for
changing the character of the electronic states when going from the FC geometry
to the s-MM/QM ensemble. For this, the superposition of the 200 geometries of
the s-MM/QM ensemble in explicit aqueous solution is shown in Figure 3.3(a).
It is apparent that the main deviation from the planar FC geometry is the
torsional rotation of the nitro group, while the atoms of the aromatic ring
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system nearly stay in the same plane. Therefore, it is this torsional motion
that is responsible for the change of electronic character that is observed in the
excited states in the absorption spectrum compared to the bright state at the
FC geometry.

The vast majority of geometries of the s-MM/QM ensembles are non-planar.
The distribution of nitro group torsional angles γ of the ensembles shown in
Figure 3.3(b) reveals that only as little as 15-20 % of all geometries possess tor-
sional angles γ smaller than 10◦. In average, the s-MM/QM geometries possess
a torsional angle of 〈γ〉 ≈ 25◦, thus, deviating considerably from the planar FC
geometry. Note that in the distribution of torsional angles in Figure 3.3(b), γ
ranges only between 0 and 90◦. This takes into account interchangeability of the
oxygen atoms of the nitro group making structures with γ and γ + 180◦ identi-
cal, and it does not distinguish between enantiomeric rotamer pairs that possess
torsional angles of +γ and −γ, since the properties of these enantiomers would
only differ when using polarized light for excitation. Thus, it is more useful to
define γ only in the interval [0, 90◦].

Finally, it is interesting to compare the structures of the ensemble with ex-
perimental reference data, to examine how well the classical MM calculations
can model the experimental structure. For this, the averages of the most impor-
tant structural parameters of the s-MM/QM gas phase ensemble are compared
with the values of an experimental gas-phase structure111 in Figure 3.3(c). As
can be seen, the errors of bond distances are of the order of 1 pm, and also all
angles of the ensemble structures agree in average well with the experimental
reference. This also applies to the average torsional angle, which is 〈γ〉 = 24◦

for the gas phase s-MM/QM ensemble compared to the experimental value of
〈γ〉 = 20◦. Note that 〈γ〉 was also determined by using the above considerations
that restrict γ to the range [0, 90◦].

For comparison, in Figure 3.3(c), additionally the differences between the
experimental gas phase sturcture and the B3LYP/cc-pVDZ optimized FC ge-
ometry are shown. Also the B3LYP/cc-pVDZ-optimized FC geometry shows
only small deviations in the bond lengths and most angles agree well with the
experimental reference data. However, at the FC geometry, the torsional an-
gle γ is zero, deviating largely from the experimental average of 〈γ〉 = 20◦.
This is not an error of the geometry optimization which predicted the correct
minimum-energy structure. Rather, both values represent different quantities,
as the experiment measures an ensemble of molecules with different nuclear
conformations, and not a single molecule at the mimimum-energy geometry.
The difference between the 〈γ〉 values shows that the single-geometry approach
cannot always capture all important geometrical features of the molecule. As
shown for the case of nitrobenzene, the single-geometry approach can give a
erroneous description of its electronic structure, that can be corrected for by
considering its vibrational motion, e.g., in form of vibrational sampling.

The results obtained in this section have been published in the study “Quench-
ing of Charge Transfer in Nitrobenzene Induced by Vibrational Motion” in the
Journal of Physical Chemistry Letters.131
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3.2 Quantum and Classical Phase-Space Sampling

The previous section presented an example of the importance of the effects of
the nuclear motion on the electronic properties of a molecule. This motion can
be included in static calculations through vibrational sampling, by selecting
geometries that the molecule can occupy during its vibrational motion. This
vibrational sampling can also be used to generate initial conditions for surface-
hopping simulations, where, however, one needs to sample also nuclear momenta
in addition to the molecular geometries. The multitude of combinations of
nuclear coordinates and momenta comprises the so-called phase space of the
molecule, and, thus, the sampling of both coordinates and momenta is referred
to as phase-space sampling.

For phase-space sampling, there exist classical and quantum approaches (see
Figure 3.4). In classical sampling methods, one either performs MD simula-
tions132 in the electronic ground state and selects a sample of nuclear conforma-
tions with associated momenta from the trajectories, or one performs stochastic
Monte-Carlo simulations.133 The simulations are performed for the molecule at
a given temperature T , all the degrees of freedom of the molecule are assumed
to be in thermal equilibrium. Thus, these classical sampling methods are also
referred to as thermal or finite-temperature sampling.134

In quantum phase-space sampling, one considers the Wigner function W ,135

which for a quantum system of f degrees of freedom reads in its coordinate
representation

W [Ψ](q,p) =
(

1
2πh̄

)f ∫
ds Ψ∗(q− s/2) eip·s/h̄ Ψ(q + s/2). (3.1)

The Wigner function W is a representation of the density matrix of the sys-
tem136 and it serves as a (quasi-) probability distribution for the coordinates q
and momenta p of the particles in the system. It depends on the wave function
Ψ, that, for vibrational sampling, is the wave function of the nuclei. As the
nuclear wave function is a complex quantity depending on the complete elec-
tronic PES, it is never calculated in an exact manner. Instead, each nuclear
degree of freedom is considered independently, and its potential is assumed
to be harmonic around the minimum-energy point, the FC geometry. In this
way, the vibrational motion of the molecule is approximated by independent
harmonic oscillators, for which analytical expressions for the wave functions
are known. In practical applications, the harmonic oscillators are furthermore
often restricted to the vibrational ground state, which corresponds to the hypo-
thetical model system of the molecule at zero temperature. Thus, quantum or
Wigner sampling is also referred to as zero-temperature sampling.134 However,
as will be discussed later on, it is also possible to perform Wigner sampling at
finite temperatures by including vibrationally excited states.

Both sampling approaches, thermal and Wigner sampling, differ in a few im-
portant aspects that affect their performance and applicability. In thermal sam-
pling, the molecule is in thermal equilibrium at a given temperature T so that
each degree of freedoms in average possesses approximately the thermal energy
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Figure 3.4: Phase-space sampling from (a) a classical molecular dynamics tra-
jectory by selecting snapshots at random time intervals or from (b) a quantum-
mechanical Wigner distribution of a harmonic oscillator.

〈ε〉 = kBT (in the high-temperature limit). In contrast, in zero-temperature
Wigner sampling, each degree of freedom possesses its individual zero-point en-
ergy (ZPE) εi = 1/2ωi depending on the frequency ωi of the vibration. Neither
of these approaches really account for the total energy of the molecule, which
is actually the sum of ZPE and a thermal-energy contribution. However, the
zero-temperature Wigner sampling usually captures a larger fraction of the total
energy as 1/2ωi > kBT for most vibrational modes in molecules at low or moder-
ate temperatures, e.g., 300 K. An exception represent low-frequency vibrational
modes, such as torsions or stretching modes in weakly-bonded cluster systems,
where the thermal-energy contribution kBT is larger than the ZPE of 1/2ωi.
Then, thermal sampling gives a better estimate of the total energy. Wigner
sampling can also become inferior to MD-based thermal samlping when the
PES diverges from its assumed harmonic form. In particular, extended molecu-
lar systems or molecules embedded in an environment can possess a larger num-
ber of low-frequency vibrational modes with rather anharmonic potentials. The
anharmonic features of the potentials can be captured well in thermal sampling
when the underlying MD simulations are performed quantum mechanically or
by mixed QM/MM schemes. However, also the potentials in purely classical
MD simulations account for some effects of anharmonicity through the inclusion
of the non-bonded Coulomb and van-der-Waals interactions .

The sampling approaches also differ in their computational cost. For small-
sized molecular systems, Wigner sampling is computationally less expensive
than thermal sampling. This is because Wigner sampling requires only a geom-
etry optimization to find the minimum-energy structure and a subsequent fre-
quency calculation in the harmonic oscillator approximation, which is a smaller
effort in contrast to the many calculations performed during the MD simula-
tion. For large systems, however, Wigner sampling is not feasible because the
frequency calculation becomes unaffordable, which leaves thermal sampling as
the method of choice. When the large system is subdivided into parts, there ex-
ists also a hybrid approach combining Wigner and thermal sampling.137 In this
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approach, first, a Wigner ensemble is generated for a small part of the system.
The resulting geometries are then placed in the remaining part of the system,
e.g., the environment, and kept frozen during a subsequent MD simulation to
allow the environment to adapt to the individual structures of the small region.

3.3 Performance of Different Sampling Models

After the study of nitrobenzene (section 3.1.1) revealed the importance of vi-
brational sampling for an accurate description of its electronic structure, it
was interesting to investigate how these results transfer to other nitro aromatic
compounds. Thus, studies on 2-nitronaphthalene (2NN) were conducted. Ni-
tronaphthalene derivatives contribute largely to the overall air mutagenicity
caused by NPAHs.138 For three of them –1-nitronaphthalene (1NN), 2NN, and
2-methyl-1-nitronaphthalene (2M1NN)– ultrafast ISC has been observed in ex-
periment,2,4,6,11,13,139 making these molecules interesting objects in the frame-
work of this thesis. 1NN and 2M1NN exhibit photodegradation upon UV-VIS
irradiation while 2NN is photostable13, suggesting that the photodynamics of
the latter compound are less complicated. For this reason, 2NN was selected
as the first nitronaphthalene derivative to study.

The electronic structure of 2NN was studied by investigating its absorption
spectrum in methanol (MeOH). The results presented in this section are cur-
rently submitted for publication in a manuscript titled “Vibrational Sampling
and Solvent Effects on the Electronic Structure of the Absorption Spectrum
of 2-Nitronaphthalene”.140 Note that a similar study on the different perfor-
mance of Wigner and MD sampling has been published for pyrrole.134 There,
the focus was laid on the effects that the different sampling methods have on
the outcome of excited-state dynamics of pyrrole in the gas phase through their
use in generating the initial conditions for the dynamics. In contrast, in this
work, the focus lies on the effects of vibrational sampling and the presence of a
solvent on the energies and wave-function characters of the electronic states in
the absorption spectrum.

3.3.1 The Absorption Spectrum of 2-Nitronaphthalene

To investigate the absorption spectrum of 2NN in MeOH, four different vibra-
tional sampling approaches have been employed to generate vibrational ensem-
bles: Wigner/COSMO, Wigner/MM, MD/COSMO, and MD/MM. The ensem-
bles are generated from a Wigner distribution or thermal sampling based on
MD simulations, and the presence of the solvent was modeled by either an im-
plicit continuum solvent model (COSMO97) or by an explicit solvent model,
where the solvent molecules were described by classical MM point charges.141

The Wigner sampling was performed at zero-temperature based on frequen-
cies obtained at the B3LYP142–145/def2-TZVP146 level of theory, while the MD
simulations were run at T = 300 K at the B3LYP142–145/def2-SVP146 level of
theory. From each ensemble, 100 geometries were selected and 20 excited states
were calculated, using different electronic structure methods. Additionally, the
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Figure 3.5: (a) Experimental148 and computed absorption spectra as well as
excited states at the FC geometry of 2-nitronaphthalene in MeOH. Excited
states computed at the PBE0/def2-TZVP level of theory. (b) Comparison of
the energies and intensities of the band maxima and bright states from (a). The
height of the blocks corresponds to the intensity of the band/state, while the
labels denote the energy difference to the experimental results.

excited states were computed at the B3LYP/def2-TZVP-optimized FC geome-
try. Different electronic structure methods were employed, however, as the best
agreement with experimental reference data was obtained using TDDFT at the
PBE0147/def2-TZVP146 level of theory, only these results are discussed here.

The excited states at the FC geometry as well as the computed and exper-
imental148 absorption spectra of 2NN in MeOH are shown in Figure 3.5(a).
As can be seen, including 20 electronically excited states in the calculations
captures all excited states in the wide energy range of 180-450 nm. The ex-
perimental absorption spectrum displays four absorption bands in this range.
Overall, the spectra computed by the different sampling approaches agree well
with the experimental spectrum, as they describe all four bands well in terms of
both, energies and intensities. This is better appreciated in Figure 3.5(b) where
the excitation energies and intensities of the maxima of the experimental and
computed absorption bands are compared. The energy differences between the
experimental and calculated band maxima ∆E are typically less than 0.2 eV
except for the highest-energy absorption band where ∆E = 0.4-0.6 eV, and the
intensities at the maxima are very similar.

Interestingly, the band maxima are blue-shifted when changing the solvent
model from COSMO to MM. This blue shift is ca. 0.2 eV for the Wigner ensem-
bles, while it is ≤ 0.1 eV for the MD ensembles. When comparing Wigner and
MD ensembles for a given solvent model, no clear trend in the energies is visible:
the Wigner/COSMO bands are at higher energy than the MD/COSMO bands
while the Wigner/MM bands are at lower energies compared to the MD/MM
bands. Overall, the smallest average energy differences of all bands compared
to experiment is found for the MD/MM ensemble (0.17 eV), suggesting that the
MD/MM combination is slightly superior to the other sampling methods. Yet,
it is fair to say, that also the other sampling methods perform comparatively
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well. Importantly, however, there is a larger difference between the bright states
of the vibrational ensembles and the bright states at the FC geometry, thus,
highlighting again the importance to account for vibrational motion.

3.3.2 Influence of Vibrational Motion

The stick spectrum of the excited states calculated at the FC geometry is shown
in the lower panel of Figure 3.5(a), where only the bright states are labeled. As
can be seen, in each energy range of the first three absorption bands, only one
bright state is present (S1, S3, S5), while there are two bright states (S10, S14)
close in energy to band 4. This conveniently suggests that the absorption bands
may be described solely by these states. To better compare to the experimental
and calculated absorption bands of the vibrational ensemble, the energies and
intensities of the FC bright states are drawn in Figure 3.5(b), where for com-
paring to band 4, the energies of the states S10 and S14 were averaged while
their intensities were added. Comparing to the experimental absorption band
maxima, the FC bright states show similar intensities, and the energetic differ-
ences are only 0.1-0.2 eV for bands 1-3, while it is 0.56 eV for band 4. These
differences are similar to the energy differences between the calculated and ex-
perimental absorption band maxima, however, overall, the average differences
are larger for the FC bright states than for the computed absorption bands.

The comparison of FC bright states with the experimental absorption bands
assumes that the absorption bands can be described solely by the FC bright
states, i.e., the bright states do not mix with other states that are dark at
the FC geometry. To test this assumption, a transition-density-matrix anal-
ysis87–90 (see section 2.3.5) of the computed absorption bands and FC bright
states was performed to compare their electronic character. The results are de-
picted in Figure 3.6 which shows the hole-electron (h/e) difference populations,
charge-transfer numbers (CT), and exciton sizes (ES) of the FC bright states
and the corresponding average quantities of the states of each individual ab-
sorption band. The averaging includes weighting each state’s contributions by
its oscillator strength. For this comparison, only results of the Wigner/COSMO
ensemble are shown; since there the same solvent model is used and sampling is
performed centered around the FC geometry, comparing these results to the FC
bright states is expected to give the most reasonable assessment of the effects
of vibrational motion.

As can be seen in Figure 3.6, the properties of the bright states S1 and
S3 agree well with those of bands 1 and 2, respectively. The h/e difference
populations show very similar electronic transitions with a pronounced charge
flow from the aromatic ring [large (blue) hole populations] to the nitro group
[large (red) electron population], resulting in large CT numbers and exciton
sizes in both, the FC bright states and the absorption bands. Thus, both band
1 and 2 comprise mainly excited states of S1 and S3 character, respectively.
Comparing band 3 and FC bright state S5, one can observe notable differences.
While the S5 state shows large h/e differences populations –meaning that the
hole and electron part of the transition density are located on different atoms
–the average h/e differences populations in band 3 are much smaller. This

36



Transition Density Matrix Analysis of Absorption Bands and FC Bright States
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Figure 3.6: Transition-density-matrix analysis of the average properties of the
absorption bands of the Wigner/COSMO ensemble and the FC bright states.
Molecule representations show the atomic hole-electron difference populations
(blue: positive; red: negative). CT and ES denote charge-transfer number
and exciton size, respectively. For computing the CT, the molecule has been
partioned into two fragments, the nitro group and aromatic ring system. Energy
E of the bands correspond to the positions of the absorption band maxima.
fOSC is the oscillator strength.

indicates that additional states, that are dark at the FC geometry, mix with
the S5 state at the geometries included in the Wigner/COSMO ensemble. The
mixing of additional dark states with the bright FC states becomes even more
pronounced in the case of band 4. Here, the h/e population show only a weak
resemblence to the ones of bright states S10 and S14. For example, the negative
h/e population at the nitrogen atom or the positive h/e populations at the
oxygen atoms that are characteristic features of the S10 and S14, respectively,
are much smaller in band 4. Furthermore, the CT number and exciton size of
band 4 are much smaller than that of either FC bright state, thus, proving that
additional electronic states contribute to the band 4 when nuclear motion is
included in the calculations.

37



While bands 1 and 2 display the same electronic properties as the states S1

and S3, and band 3 shows only minor contributions of states other than the S5,
there is one important difference between these bands and their corresponding
FC brights states: the absorption bands are red-shifted from the FC bright
states. Comparing the energies of the bright states with the positions of the
maxima of bands 1-3 (Figure 3.6), this shift amounts to 0.15-0.20 eV. For
band 4, the maximum is shifted even further from states S10 (0.39 eV) and
S14 (0.64 eV), which, however, is also due to the pronounced admixture of
other states that are dark at the FC geometry, as has been discussed above.
The red-shift found for the ensemble is induced by the vibrational motion of
the molecule. To demonstrate this, in Figure 3.7(a), the energies of the excited
states in the absorption bands of the Wigner/COSMO ensemble are shown as
a function of the root-mean-square displacement (RMSD) of the atoms from
the FC geometry in 2NN. As can be seen, all bands show a increasing red-shift
when the RMSD increases, i.e., when a larger motion displaces the molecule
farther away from its FC geometry.

As the red-shift of the absorption bands in the vibrational ensembles scales
with the extent of nuclear motion, the red-shift is smaller for the MD/COSMO
ensemble (∼ 0.09 eV) than for the Wigner/COSMO ensemble (∼ 0.17 eV) [see
Figure 3.5(b)]. The overall motion of the molecule in the MD/COSMO ensemble
is less pronounced than in the Wigner/COSMO ensemble due to the smaller vi-
brational energy that is available. While the total ZPE in 2NN is ca. 4.1 eV, the
thermal energy in the high-temperature limit is only E = (3N−6)kBT = 1.4 eV
at 300 K. In particular, the motion-induced red-shift of the absorption bands is
explained by the fact, that the increase of the ground-state energy, induced by
the vibrational motion, is larger than the increase of the energies of the excited
states. This is shown exemplarily for the absorption band 1 in Figure 3.7(b).
While the energy of the ground states in the geometries of the Wigner/COSMO
ensemble increases by 1.76 eV with respect to the energy at the FC geometry,
those of the excited states belonging to absorption band 1 increases only by
1.43 eV, thus resulting in a red-shift compared to the excitation energy of the
S1 state at the FC geometry. For MD/COSMO, both the increases in the
ground-state and excited-state energies are smaller than for Wigner/COSMO.
As the increase is still larger for the ground states than the excited states, this
still results in a red-shift of the absorption band, that is, however, also smaller
than for Wigner/COSMO.

To examine the motion in the Wigner/COSMO and MD/COSMO ensem-
bles, a superposition of all geometries is shown in Figure 3.5(c). Similar to
the case of nitrobenzene (see section 3.1.2), also for 2NN, the largest difference
between the ensemble geometries and the FC geometry is the out-of-plane tor-
sion of the nitro group, while the atoms of the aromatic ring system nearly
stay in the same plane. The nitro group torsion is more pronounced in the
MD/COSMO ensemble than in the Wigner/COSMO ensemble. This is because
the torsion is described by a low-frequency vibrational mode (ω = 56 cm−1 ),
for which the ZPE is much smaller than the thermal energy. Therefore, the en-
ergy available for this motion is larger in the MD/COSMO ensemble than in the
Wigner/COSMO ensemble, which increases the extent of the nitro group torsion
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Figure 3.7: (a) Average energy of the excited states of each absorption band
as a function of the atomic root-mean-square displacement (RMSD) of the
Wigner/COSMO ensemble geometries. Average energies weighted by oscillator
strengths of the contributing states. (b) Comparison of the energies of the S0

and S1 states at the FC geometry with the average energies of the S0 state and
band 1 for the MD/COSMO and Wigner/COSMO ensembles. Average energies
weighted by oscillator strengths of the contributing states. (c) Superposition
of the geometries of the Wigner/COSMO and MD/COSMO ensembles. (d)
Variation of the charge-transfer (CT) number as well as probability distribution
of the nitro group torsion angle γ of the MD/COSMO and Wigner/COSMO
ensemble.

in the former ensemble. This can be seen in the bottom panel of Figure 3.7(d),
where the probability distribution of the nitro group torsion angles is shown
for the MD/COSMO and Wigner/COSMO ensembles. While all geometries
in the Wigner/COSMO ensemble have torsional angles γ < 20◦, the spread
of γ is larger for the MD/COSMO ensemble reaching angles up to γ = 40◦.
The larger torsion does not possess a significant effect on the energies of the
absorption bands –the larger red-shift from the FC geometry was observed for
the Wigner/COSMO ensemble indicating that other vibrational displacements
affect the energies –but it can change the electronic character of specific absorp-
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tion bands. For example, the CT number of the absorption bands 1-3 for the
Wigner/COSMO ensemble are 0.59, 0.49, and 0.31, respectively, while those
of bands 1-3 for the MD/COSMO ensemble are 0.60, 0.41, and 0.31, respec-
tively, i.e., the CT numbers of bands 1 and 3 are the same for both ensembles
while the CT number of band 2 decreases when going from Wigner/COSMO to
MD/COSMO. To understand this, the CT numbers of the states S1, S3, and S5,
i.e, main contributions to bands 1-3, are shown as a function of the nitro group
torsion. As can be seen, the CT numbers of S1 and S5 do not vary much for tor-
sion angles that are populated in either the MD/COSMO or Wigner/COSMO
ensemble, i.e., when γ ≤ 40◦. Thus, the differences between the CT numbers of
bands 1 and 3 in both ensembles and the CT numbers of the S1 and S5 states at
the FC geometry are very small. The CT number of the S3 state stays constant
for values of γ ≤ 10◦ before it decreases with increasing γ. This decrease affects
the CT number of band 2 in the Wigner/COSMO ensemble only weakly, as only
few geometries possess a torsion angle γ > 10◦. However, in the MD/COSMO
ensemble, γ > 10◦ for the majority of geometries, which effectively decreases
the CT number of band 2 when compared with the S3 state at the FC geometry.
Thus, similarly to the case of nitrobenzene presented in section 3.1.1, charge
transfer again is quenched by the nitro group torsion in the absorption band 2
of 2NN.

3.3.3 Influence of the Solvent Model

In addition to the effects of vibrational motion, also the influence of a solvent
(MeOH) on the electronic properties of 2NN was investigated. For this, one
implicit (COSMO) and one explicit (MM) solvent model were employed, both
in the generation of the vibrational ensembles as well as in the excited-state
calculations. In order to evaluate the influence of the solvent solely on the
electronic structure of 2NN, gas-phase excited-state calculations were conducted
for the solvent-equilibrated geometries of the ensembles and at the FC geometry.

In Figure 3.8(a), the energy differences between the bright states at the FC
geometry in gas phase and in solution as well as the differences between the
positions of the absorption band maxima in gas phase and in solution are shown.
As can be seen, the bright states and absorption bands are nearly all red-
shifted upon solvation. This red-shift is more pronounced when the COSMO
solvent model is used, where it amounts, in average, to ca. 0.2 eV, while it
is ca. 0.1 eV for the MM solvent model. The extent of the red-shift, however,
depends on the bright state/absorption band. It is the largest for the first bright
state/absorption band and subsequently becomes smaller when going higher in
energy. Interestingly, the red-shifts dependence on both, the solvent model and
the specific bright state/absorption band are interconnected as they depend on
the CT character of the state/band.

The dependence of the red-shift on the charge-transfer character is revealed in
Figure 3.8(b), where the CT numbers of the absorption bands of the Wigner/
COSMO and Wigner/MM ensembles as well as of the FC bright states are
compared for the calculations in MeOH and in the gas phase. In general, CT
states are energetically stabilized upon solvation in polar media due to more
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Figure 3.8: (a) Energy differences of the bright states and absorption maxima
between excited-state calculations in gas phase and in MeOH. In the gas-phase
calculations, still the solvent-equilibrated geometries from the original vibra-
tional ensembles were used. (b) CT numbers of the absorption bands of the
Wigner/COSMO and Wigner/MM ensembles and the FC bright states from
excited-state calculations in gas phase and solution.

favorable electrostatic interactions, and the larger the CT character is, the larger
the energetic stabilization can expected to be. Due to this, the lowest-energy
bright state/absorption band of 2NN, that possess the most pronounced CT
character, are shifted more towards lower energies in solution than the other
bright states/absorption bands. In a rather conceptional picture, the shift upon
solvation applies also to individual electronic configurations. Configurations
with large CT character move to lower energies in polar media while the energy
of configurations with small CT character stays constant. Thus, upon solvation
in a polar medium, the CT character of the low-lying states increases even
more at the expense of the CT character of the high-lying states. This feature
becomes evident in Figure 3.8(b) by comparing the CT numbers of the bright
states and absorption bands in gas phase and solution. As can be seen, the CT
numbers of the low-energy bands/states 1 and 2 increase upon solvation, while
the CT numbers of the high-energy bands/states 3 and 4 decrease.

The increase and decrease of CT numbers upon solvation of the low-energy
and high-energy bands, respectively, is more pronounced when using the
COSMO solvent model (∆CT = 0.08) than for the MM solvent model (∆CT =
0.02), thus resulting in the larger red-shift in the COSMO spectra compared to
the MM spectra. As this energy shift is induced by electrostatic interactions
between the solute and the solvent, the red-shift in the MM spectra is likely
underestimated since electrostatic interactions are generally better described
by continuum models than by using classical non-polarizable schemes. Thus,
it is likely that the circumstance, that best agreement with the experimental
absorption spectrum was obtained for the MD/MM ensemble, was solely due
to fortuitous error cancellation.
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Figure 3.8 also displayed the energy shifts and CT numbers for the FC bright
states in gas phase and using COSMO. Compared to the Wigner/COSMO en-
semble, the FC bright states show the same red-shifts as their corresponding
absorption bands. In contrast, the change in CT character is larger for the
FC bright states (∆CT = 0.12) than even for the Wigner/COSMO absorption
bands (∆CT = 0.09). Thus, a simplistic anaylsis of the FC bright states overes-
timates the effect of the solvent on the character despite predicting the correct
solvatochromic shift. This highlights again the importance of including nuclear
motion to obtain a correct description of excited-state properties.

3.4 Including Temperature in Quantum Phase-Space
Sampling

The study of the absorption spectrum of 2NN revealed two important effects
of the vibrational motion for the description of the excited states: a red-shift
of the absorption bands that was correlated to vibrational motion of the whole
molecule, and a change of electronic character that depended more specifically
on the torsional motion of the nitro group. The overall motion of the molecule –
and, thus, the red-shift –should be better described for zero-temperature Wigner
ensembles while the nitro group torsion –and, thus, the electronic character
–should be better described in the thermal MD ensembles. This different per-
formance is due to the uneven manner with which the different vibrational
sampling approaches account for the energy of the molecule. As Wigner sam-
pling accounts for the ZPE which, typically, comprises the largest fraction of
the total vibrational energy, the motion of most of the vibrational modes is
better described in Wigner sampling. However, for low-energy modes, the
thermal-energy contributions can become larger than the ZPE. In these cases
the thermal-energy contribution cannot be neglected in order to obtain mean-
ingful results.

Motivated by this dilemma, the idea of a finite-temperature Wigner phase-
space sampling was implemented in this work.

3.4.1 Finite-Temperature Wigner Phase-Space Sampling

In principle, the ZPE may be included in a crude way in thermal sampling
by performing the MD simulations at an elevated temperature.134 However,
this leads to an inbalance in the description of low and high-frequency vi-
brational modes. As in MD simulations every degree of freedom receives in
average the same energy, especially low-frequency modes would receive an ex-
cessive amount of energy, while the energy of high-frequency modes would still
be too small. On the contrary, the thermal energy can be included in the
usual (zero-temperature) Wigner sampling just by allowing the population of
vibrationally excited states –a surprisingly simple idea. In fact, temperature
is only a measure of the energy in the excited states in a quantum system –
independently of whether they are electronically, vibrationally, or rotationally
excited states. Despite this simplicity, this idea of finite-temperature Wigner
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distributions is only rarely mentioned149–152 and only applied by one group, see,
e.g., Refs. 149, 153–158. Also in the studies of this work, at first, only thermal
(MD) sampling and zero-temperature Wigner sampling were employed, until
the necessity to improve both samplings for an accurate description of 2NN
lead to these considerations.

In practice, to perform finite-temperature Wigner phase-space sampling one
needs to (i.) calculate the temperature-dependent probability to populate the n-
th vibrational state ϕn, and (ii.) derive an expression for its Wigner distribution
W [ϕn]. The probability Pn(T ) to populate the state ϕn at a temperature T
can be obtained by a Boltzman distribution, i.e.,

Pn(T ) =
exp

(
− En
kBT

)
∑

n exp
(
− En
kBT

) =
exp

(
− En
kBT

)
Z(T )

. (3.2)

For simplicity, the harmonic-oscillator model can be assumd with energy levels

En = h̄ω(n+ 1/2) with n = 0, 1, 2, . . . . (3.3)

The canonical partition function Z(T ) then reads

Z(T ) =
∞∑
n=0

exp
(
− h̄ω

kBT
(n+ 1/2)

)
=

exp
(
− h̄ω

2kBT

)
1− exp

(
− h̄ω
kBT

) . (3.4)

Using the temperature-dependent populations Pn(T ) from eq. (3.2), one can
stochastically select vibrational states ϕn of the harmonic oscillator and calcu-
late the corresponding Wigner distributions W [ϕn]. The wave functions of an
harmonic oscillator with frequency ωi and reduced mass µi read

ϕn(qi) =
1√

2nn!

(µiωi
πh̄

)1/4
exp

(
−µiω

2
i q

2
i

2h̄

)
Hn

(√
µiωi
h̄

qi

)
, (3.5)

where Hn(x) it the n-th order Hermite polynomial. Inserting this expression in
the definition in eq. (3.1) yields the Wigner distribution

Wi[ϕn](qi, pi) =
1
πh̄

(−1)n exp
(
−2Hi

h̄ωi

)
Ln

(
4Hi

h̄ωi

)
(3.6)

for the state ϕn of the harmonic oscillator, where Ln(x) is the n-th order La-
guerre polynomial, and Hi = p2

i /2µi + 1/2µiω2
i q

2
i is the classical energy.

Thus, in finite-temperature Wigner phase-space sampling as introduced above
one samples subsequently from the probability distribution of the harmonic-
oscillator state populations and the selected states’ corrsponding Wigner dis-
tribution. For a canonical ensemble of a one-dimensional harmonic oscillator,
there exists also an approximated analytical expression for the Wigner distri-
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bution W , that reads135,159

W (qi, pi, T ) =
1
πh̄

tanh
(
h̄ωi

2kBT

)
exp

(
− 2
h̄ωi

tanh
(
h̄ωi

2kBT

)(
p2
i

2µi
+
µiω

2
i q

2
i

2

))
(3.7)

that was used in previous works.149,153–158 This expression for W (qi, pi, T ) is
positive for all values of (qi, pi) bearing the properties of “normal” probability
distribution. In contrast, the Wigner function W [ϕn](qi, pi) from eq. (3.6) can
also adopt negative values, a reason for which it is often referred to as “quasi”-
probability distribution. Certainly, dealing with the unusual “negative proba-
bilities” can appear troublesome152, motivating one to use W (qi, pi, T ) instead
of W [ϕn](qi, pi) to avoid this problem. However, for practical applications,
when sampling a pair of coordinates (qi, pi) with negative quasi-probability
W [ϕn](qi, pi), one simply has to discard these coordinates, in line with the inter-
pretation that they correspond to phase-space regions that the molecule simply
cannot access in experiment160,161 –a feature that can also be demonstrated
in experiment.162 The use of W [ϕn](qi, pi) also possesses one conceptional ad-
vantage over the use of W (qi, pi, T ), as W (qi, pi, T ) does not contain any in-
formation about the vibrational state that the molecule occupies. Although,
a quantum system can be in a superposition of reference states, this superpo-
sition should collapse to a single state once a corresponding property of the
system is measured, i.e., once the system is sampled. Thus, using a Boltzman
distribution of Wigner functions W [ϕn](qi, pi) appears to be the more natural
approach.

3.4.2 Zero-Point Energy and Thermal-Energy Contributions

Finite-temperature Wigner phase-space sampling is performed by allowing the
molecule to populate both, vibrational ground and excited states. The popu-
lation of the vibrationally excited states depends on the frequency of the vi-
brational modes and the temperature. Thus, for every vibrational mode, a
different part of the population is in its excited states, which adds a different
amount of thermal energy to the total energy. The total energy of the molecule
is simply the sum of total energies of the individual vibrational modes, that, in
the harmonic oscillator approximation are given as the sum of the ZPE and a
thermal energy contribution: ε(T )

E(T ) =
∞∑
n=0

Pn(T )En =
h̄ω

2
+ h̄ω

exp
(
− h̄ω
kBT

)
1− exp

(
− h̄ω
kBT

) = ZPE + ε(T ), (3.8)

Note that only in the high-temperature limit kBT � h̄ω, when the thermal-
energy contribution becomes ε(T ) = kBT − h̄ω, the total energy approximately
amounts to

lim
kBT�h̄ω

E(T ) ≈ kBT (3.9)

which is frequently used as the thermal energy irrespective of the ratio T/ω.
It is interesting to examine the temperature-dependent populations of vibra-
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(a) Molecules Included in Thiel’s Benchmark Set
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Figure 3.9: Molecules included in Thiel’s benchmark set.163

tional modes and the contributions of their ZPE and ε(T ) in typical molecules
encountered in computational studies, such as the molecules in the Thiel bench-
mark set shown in Figure 3.9.163 For these molecules, the ZPE and thermal-
energy contributions to the total energy at a temperature of T = 300 K are
listed in Table 3.1. For one simple representative, formamide, also the popu-
lations of the vibrational ground (P0) and excited states (Pn) as well as the
contributions of ZPE and thermal energy ε(T ) to the total energy E(T ) at a
temperature of T = 300 K are shown for each mode in Table 3.2.

As can be seen in Table 3.2, at a temperature of T = 300 K, most of the
vibrational modes of formamide are nearly completely in their ground state
(P0 ≈ 100 %). Thus, their small excited-state populations only contribute small
amounts of thermal energy ε(T ) to the total energy. Only the three lowest-
frequency modes show notable population of the vibrational excited states,
that for the lowest-frequency mode ω1, however, is already larger in sum than
the ground-state population P0. Thus, only these modes possess considerable
thermal-energy contributions to the total energy. All thermal-energy contribu-
tions εi(T ) sum up to 237 cm−1, corresponding to 2.3 % of the total energy
of 10408 cm−1 at T = 300 K. For the molecules in Thiel’s benchmark set (Ta-
ble 3.1), this contribution of the thermal energy ranges between 0.1 % (formalde-
hyde) and 4.3 % (thymine). Comparing all thermal-energy contributions shows
that ε(T ) is unique for each molecule. This is due to the distribution of normal-
mode frequencies in the individual molecules: the more low-frequency modes
the molecule possesses, the larger the thermal energy contribution is. Typically,
high-frequency normal modes are associated with very rigid internal movements
in the molecule, e.g., vibrations between atoms with strong chemical bonds. In
contrast, low-frequency normal modes describe more flexible motion, e.g., vi-
brations between loosely bound atoms or torsional motions of atom groups.
Based on this, one can predict, that the less rigid the chemical structure of a
molecule is, the larger the thermal energy will contribute to the total energy
of the molecule. For the molecules in Thiel’s benchmark set, this prediction
works well. Molecules with non-rigid structural elements such as CH3 or NH2

groups show the largest thermal-energy contributions (3-4 %), while small and
extremely rigid molecules such as ethene or formaldehyde possess nearly none
(ε < 0.4 %).
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ZPE and Thermal Energy Contributions

Populations and Energy Contributions of Vibrational States of FormamideMolecule ZPE ε(T ) E(T ) C(ZPE) C(ε)
Acetamide 2.054 0.063 2.117 97.01 2.98
Acetone 2.342 0.070 2.413 97.08 2.91
Adenine 3.089 0.121 3.210 96.23 3.76
Benzene 2.754 0.048 2.802 98.26 1.73
Benzoquinone 2.315 0.100 2.416 95.82 4.17
Butadiene 2.362 0.051 2.413 97.87 2.12
Cyclopentadiene 2.565 0.037 2.602 98.56 1.43
Cyclopropene 1.566 0.013 1.579 99.14 0.85
Cytosine 2.725 0.104 2.829 96.32 3.67
Ethene 1.424 0.005 1.430 99.60 0.39
Formaldehyde 0.745 0.001 0.746 99.87 0.12
Formamide 1.261 0.029 1.290 97.71 2.28
Furan 1.928 0.026 1.954 98.66 1.33
Hexatriene 3.284 0.110 3.394 96.75 3.24
Imidazole 1.966 0.026 1.992 98.67 1.32
Norbornadiene 3.571 0.054 3.625 98.49 1.50
Octatetraene 4.204 0.170 4.375 96.09 3.90
Propanamide 2.863 0.093 2.957 96.84 3.15
Pyrazine 2.120 0.038 2.158 98.23 1.76
Pyridazine 2.093 0.040 2.134 98.08 1.91
Pyridine 2.445 0.041 2.487 98.31 1.68
Pyrimidine 2.126 0.038 2.164 98.23 1.76
Pyrrole 2.277 0.033 2.310 98.53 1.46
Tetrazine 1.412 0.038 1.450 97.35 2.64
Thymine 3.180 0.141 3.321 95.73 4.26
Triazine 1.804 0.035 1.839 98.08 1.91
Uracil 2.398 0.095 2.494 96.17 3.82

Table 3.1: ZPE, thermal energy ε(T ), and total energy E(T ) in eV as well as
percentage of contributions C(ZPE) and C(ε) of the ZPE and thermal energy,
respectively, for the molecules contained in the Thiel benchmark set.163 Geom-
etry optimizations and frequency calculations performed at MP2/6-31G∗ level
of theory using Gaussian09.
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ZPE and Thermal Energy Contributions

Populations and Energy Contributions of Vibrational States of Formamide

Mode ωi P0
∑

n>0 Pn ZPEi εi(T ) Ei(T )
ω1 132.08 46.6 53.4 66.04 149.38 215.42
ω2 564.96 93.3 6.7 282.48 40.28 322.76
ω3 649.30 95.5 4.5 324.65 30.17 354.82
ω4 1058.31 99.3 0.7 529.15 6.65 535.80
ω5 1074.72 99.4 0.6 537.36 6.24 543.60
ω6 1305.22 100.0 0.0 652.61 2.49 655.10
ω7 1458.89 100.0 0.0 729.44 1.33 730.78
ω8 1657.87 100.0 0.0 828.93 0.58 829.51
ω9 1841.38 100.0 0.0 920.69 0.26 920.95
ω10 3066.37 100.0 0.0 1533.18 0.00 1533.18
ω11 3689.79 100.0 0.0 1844.89 0.00 1844.89
ω12 3843.70 100.0 0.0 1921.85 0.00 1921.85

Table 3.2: Population of vibrational ground (P0) and excited states (Pn) in
percentage (%) as well as contributions of ZPE and thermal energy ε(T ) to the
total energy E(T ) in cm−1 of the normal modes of formamide at T = 300 K.
Geometry optimizations and frequency calculations performed at MP2/6-31G∗

level of theory using Gaussian09.164

Including finite-temperature effects, when generating initial conditions using
Wigner sampling, can impact excited-state dynamics simulations. The addi-
tional vibrational energy given by the thermal-energy contribution in the elec-
tronic ground state will also be available in the electronically excited state.
This can facilitate climbing potential-energy barriers in the excited state as is
depicted in Figure 3.10(a). For the molecules in the Thiel benchmark set, this
additional energy is of the order of 0.1-0.2 eV at T = 300 K (see Table 3.1),
which could be decisive for the outcome of an excited-state reaction. This influ-
ence becomes even larger for larger molecules, where, due to the larger number
of low-frequency vibrational modes, the thermal-energy contribution naturally
becomes larger, e.g., amounting to 0.7 eV for a Ru(bpy)3 metal complex.

Besides the additional energy available when generating initial conditions at
a finite temperature, the shape of the Wigner distribution changes due to the
contribution of vibrationally excited states. The higher excited these states
are, the more their probability distribution is shifted away from the minimum
of the harmonic potential. Thus, Wigner sampling at a finite temperature can
yield a considerable fraction of nuclear conformations that are farther displaced
from the potential-energy minimum and are less accessible at zero tempera-
ture. Exciting the molecule in these displaced conformations can open new
reaction pathways in the excited state, by placing the molecule closer to or on
the other side of potential-energy barriers as shown in Figure 3.10(b). While
the consideration presented here are rather theoretical, a practical example of
the temperature effects on the excited-state dynamics of 2-nitronaphthalene is
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Figure 3.10: (a) Decrease of a energy barrier in the electronically excited state
due to increased vibrational energy in the electronic ground state. (b) Opening
of a new reaction channel due to more wide spread conformational phase space
sampling.

presented lateron in Chapter 5.

3.5 Conclusions on Vibrational Sampling

Vibrational sampling is an important and well-known tool to generate an en-
semble of geometries with different internal coordinates and momenta for use,
e.g., as initial conditions in excited-state dynamics simulations. It can be em-
ployed also to introduce the effects of vibrational motion on excited states in
static quantum-chemical calculations. For the absorption spectra of nitroben-
zene in the gas phase and in water, it was shown that neglecting vibrational
motion and calculating the excited states of this molecule solely at the FC
geometry yields an erroneous characterization of its lowest-energy absorption
band. The pronounced CT character that was found for the bright state at the
FC geometry was quenched to a large extent in the excited states of a vibra-
tional ensemble at the corresponding absorption band maximum, i.e., in the
multitude of different states that are excited to in experiment. In addition to
the difference of the average electronic properties of the vibrational ensemble
and the FC geometry, both differ also in their structural features. While the
minimum-energy FC geometry is planar, the structures in the ensemble are in
average non-planar due to the torsion of the nitro group.

In pratice, vibrational sampling can be accomplished by quantum phase-
space sampling, e.g., from a Wigner distribution, or by classical phase-space
sampling, e.g., from a MD trajectory. The performance of two approaches,
zero-temperature Wigner sampling and thermal MD sampling at T = 300 K,
was investigated upon calculating the absorption spectrum of 2NN in MeOH.
As in the case of nitrobenzene, also for 2NN it was found that including vi-
brational motion leads to state mixing, which changes the characters of some
of the absorption bands compared to the bright states at the FC geometry. In
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addition, the vibrational sampling induced a red-shift for all absorption bands
of the spectrum. This red-shift scaled with the extent of motion accounted for
by the sampling method, i.e., it was larger for the Wigner sampling than for the
MD sampling. The larger motion in the Wigner sampling is because the ZPE
included in the Wigner sampling is larger than the thermal energy included in
the MD sampling.

At a finite temperature, the total energy of a molecule is the sum of its ZPE
and a thermal-energy contribution, and neither zero-temperature Wigner sam-
pling nor thermal MD sampling account for this total energy. The total energy
can, however, be accounted for in Wigner sampling by including the effects of
finite temperatures, i.e., the population of vibrationally excited states. This can
be realized easily either through using the Wigner distribution of a canonical en-
semble or by sampling the different Wigner distributions of all vibrational states
according to their temperature-dependent populations. Due to this simplicity,
whenever computationally affordable, finite-temperature Wigner phase-space
sampling should become the new standard for vibrational sampling.

Finally, an interesting thought on vibrational sampling from MD simulations
is the following. The thermal energy kBT included in MD sampling corresponds
only in the high-temperature limit to the real thermal energy contribution ε(T )
of the total energy. For most temperatures, it is kBT � ε(T ) while at the same
time, for moderate temperatures –say, 300 K –it is often kBT � ZPE. Thus,
at such moderate temperatures, the energy that a molecule possesses in MD
simulations does not agree with the energy available to the same molecule under
experimental conditions, i.e., the molecule possesses the “incorrect” energy in
MD simulations. This problem can become apparent when performing ab initio
MD simulations where the molecule moves in the “correct” quantum-chemical
potential possessing the wrong energy. This holds for MD simulations in both,
electronic ground and excited states. However, this situation may be different
in MD simulations on potentials computed by empirical force fields. These
potentials usually differ from the correct quantum-chemical potentials, i.e., they
are incorrect. In this case, the combination of wrong energies and incorrect
potentials can give better results thanks to improved error cancellation than
an ab initio MD simulation. Classical MD simulations purposely rely on this
error cancellation through the parametrization of the empirical force fields. In
contrast, ab initio MD simulations are destined to feature some error in their
results through combinig the wrong energies for the correct potentials. Clearly,
this is an interesting topic that should be explored further.
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4 The CASPT2 Method and Excited
States of Organic Molecules

In Chapter 2, a number of methods have been introduced that are used to solve
the electronic part of the Schrödinger equation, i.e., to calculate electronic states
and their energies. These methods –HF, FCI, CASSCF, CASPT2, DFT, and
TDDFT –are the ones most used in this work. However, they represent only
a small fraction of the variety of methods that is available in the toolbox of
modern computational chemistry. As ab initio methods, these methods should
be generally applicable to study all kinds of processes in all different kinds
of molecules. In practice, though, the choice of the method is dictated by
the nature of process and the size of the molecule that is studied –and it is
the responsibility of the theoretical chemist to select the appropriate, which
usually requires extensive testing and benchmarking. Sadly, in the majority of
studies published in the scientific literature, only the application of the finally
identified, suitable method is reported. This conceals the bad performance of
the other tested methods, leaving these methods with a clean track record of
only successful applications that are published. Thus, the real performance and
applicability of most methods is not as well known as suggested by the available
literature.

One of the most trusted methods for the description of electronic states is
CASPT2, having been named the “gold standard for strong correlation prob-
lems”.165 It is commonly believed to be able to describe electronic states with
an error smaller than 0.2 eV. Therefore, initially in this work, CASPT2 was
seen as a promising candidate to use in the investigation of the exicted states of
nitrobenzene and other small aromatic nitro compounds, and its performance
was tested extensively. This chapter summarizes the experiences made with
CASPT2 in the study of the electronically excited states of nitrobenzene, 2-
nitronaphthalene, and other organic compounds. Parts of the results presented
in this chapter have been published in the studies “Quenching of Charge Trans-
fer in Nitrobenzene Induced by Vibrational Motion” in the Journal of Physical
Chemistry Letters131 and in “The IPEA Dilemma in CASPT2” in Chemical
Science166.

4.1 The Study of Nitrobenzene and 2-Nitronaphthalene

The work of this thesis began with the study of the excited states of nitroben-
zene at the state-averaged (SA) CASSCF76/multi-state (MS) CASPT277,78,129

level of theory. The excited states of nitrobenzene were computed at the FC
geometries in gas phase and aqueous solution using PCM96 to describe the sol-
vent. The calculations used different active spaces, included different numbers
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Absorption Spectra of Nitrobenzene in Gas Phase and Aqueous Solution
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Figure 4.1: Experimental115 and calculated absorption spectra of nitroben-
zene in gas phase and aqueous solution. Calculations performed at the SA(7)-
CASSCF/ANO-L-VDZP (b) and MS(7)-CASPT2/ANO-L-VDZP (a,c) levels of
theory using a (14,11) active space and IPEA shift values of 0.25 a.u. (IPEA)
and 0 (NOIPEA) for the vibrational ensembles from Section 3.1.2.

of states in the state-averaging, used different sizes of ANO-RCC basis sets167,
and employed the IPEA-shifted Hamiltonian with the recommended IPEA shift
value of ε = 0.25 a.u.168 Despite computationally demanding, these efforts sadly
yielded very poor results. For example, using the ANO-RCC-VDZP basis set
and a (14,11) active space including all π and π∗ orbitals as well as two n or-
bitals at the nitro group, excitation energies of 5.76 and 5.39 eV were obtained
for the bright states at the FC geometries in gas phase and aqueous solution
of nitrobenzene. These energies are far off from the maxima of the experimen-
tal115 absorption bands at 5.16 and 4.66 eV, respectively, i.e., the CASPT2
results show surprisingly large deviations of 0.6-0.7 eV from experiment.

One attempt to improve the poor performance of CASPT2 was to augment
the ANO-RCC basis set with diffuse functions at the atoms of the nitro group to
better describe the CT character of the bright excited states at the FC geometry
(recall Section 3.1.2). In the course of this, however, an error in the ANO-RCC
basis set was discovered.169 Thus, unassured, whether the ANO-RCC results
could be trusted, all CASPT2 calculations were repeated using ANO-L basis
sets.130 These calculations, however, yielded very similar errors compared to
experiment as those obtained using the erroneous ANO-RCC basis sets.

Despite the large errors comparing the energies of the bright states to the
positions of the experimental band maxima, the solvatochromic red-shift of
ca. 0.5 eV, that was found for the experimental absorption bands when going
from gas phase to aqueous solution, was reproduced correctly by the CASPT2
calculations at the FC geometries. With this spark of hope, the full absorption
spectra of nitrobenzene in gas phase and aqueous solution were computed using
vibrational sampling based on the sequential MM/QM approach introduced in
Section 3.1.1. The resulting spectra are shown in Figure 4.1(a). The calcu-
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lated absorption bands possess maxima at ca. 5.6 and 5.1 eV in gas phase and
aqueous solution, respectively. These maxima are slightly red-shifted from the
bright states at the FC geometries, however, being still 0.5 eV higher in en-
ergy than the experimental absorption maxima. For comparison, Figure 4.1(b)
also shows the absorption spectra calculated at the CASSCF level of the the-
ory. There, the absorption-band maxima appear around 7.0 eV in both, gas
phase and solution, even further away from the experimental results. Thus, de-
spite the large deviation from experiment, CASPT2 still yields a considerable
improvement over the CASSCF results.

As a last resort, the CASPT2 calculations were repeated setting the IPEA
shift parameter to 0. The IPEA shift is an empirical parameter168 that was in-
troduced to correct for a systematic underestimation of dissociation energies of
small molecules. This underestimation was believed to originate from a general
underestimation of the energies of electronic states with open-shell character,
and, thus be present also in the calculation excitation energies. Despite its na-
ture, the IPEA shift parameter ε “should not be used as an empirical parameter
to improve the results of a specific application”.75 Rather, if large errors should
appear in CASPT2 calculations, they were believed to have other sources. Yet,
lo and behold, setting the IPEA shift parameter ε to zero resulted in a strong
red-shift of the calculated absorption bands of nitrobenzene, and, as can be seen
in Figure 4.1(c), finally, gave a good agreement with the experimental spectra in
gas phase and solution. The results obtained in these calculations have already
been presented in Section 3.1.

Following the study of nitrobenzene, the excited states of 2-nitronaphthalene
were investigated at the CASPT2 level of theory. Based on the experience
gained for nitrobenzene, the calculations were performed by again setting the
IPEA shift parameter ε to zero (“NOIPEA”). At the FC geometry, the best
agreement with an experimental reference spectrum13 was found for a (14,11)
active space, for which the results are shown in Figure 4.2(a). As can be seen,
the energies of the first two bright states calculated with ε = 0 agree well with
positions of the absorption band maxima, being red-shifted only slightly by
0.25 and 0.03 eV, respectively. Accordingly, the full absorption spectrum was
calculated using the same active space and IPEA shift of zero for a vibrational
ensemble of 100 geometries obtained from a classical MD trajectory of 2NN in
MeCN. Shown in Figure 4.2(b), this calculated spectrum displays two absorp-
tion bands similar to the experimental one. While the higher-energy band 2
agrees well with its experimental reference, the lower-energy band 1 is found
at too low energies, being red-shifted by ca. 0.5 eV from the experimental ab-
sorption band 1, i.e., even further away than its corresponding bright state S1

at the FC geometry (0.25 eV).
The error of 0.5 eV of the lower-energy absorption band is surprisingly large

for a CASPT2 excitation energy, especially given the good agreement of the
higher-energy absorption band and the smaller error of the bright S1 state at
the FC geometry. Therefore, in analogy to the study of nitrobenzene, the
CASPT2 calculations were repeated using a different IPEA shift value. How-
ever, contrary to the study of nitrobenzene, the IPEA shift was re-set from
zero to the recommended value of ε = 0.25 a.u. The results of these CASPT2
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Absorption Spectra of 2-Nitronaphthalene in MeCN
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Figure 4.2: Experimental13 and calculated absorption spectra of 2-
nitronaphthalene in MeCN. Calculations performed at the MS(7)-
CASPT2/ANO-L-VDZP level of theory using a (14,11) active space and
IPEA shift values of 0.25 a.u. (IPEA) and 0 (NOIPEA) at the FC geometry
(a) and for a vibrational ensemble of 100 geometries obtained from a MD
trajectory (b). Solvent MeCN modeled using PCM.

calculations (“IPEA”) at the FC geometry and for the vibrational ensemble are
shown in Figure 4.2(a) and (b), respectively. The IPEA bright states at the
FC geometry are strongly blue-shifted from the experimental absorption bands
by 0.5-0-7 eV. The same size of error is also found for the calculated absorp-
tion band 2 for the vibrational ensemble. In contrast, however, the calculated
absorption band 1 is now only 0.1 eV blue-shifted from its experimental ref-
erence. Clearly, some sort of error cancellation is at play, which involves the
IPEA shift and potentially the sampling scheme, and which affects the two ab-
sorption bands differently. Given the large impact that was found for the IPEA
shift on the excitation energies of 2NN as well as nitrobenzene, it seemed that
using the appropriate IPEA shift value is crucial to obtain meaningful results.
Thus, in order to evaluate the impact of the IPEA shift value systematically,
a closer look was taken on the origin of the IPEA shift and its performance in
excited-state calculations.

4.2 The IPEA Dilemma in CASPT2

4.2.1 Introduction of the IPEA Shift

Soon after the first implementations of CASPT2 in 1990-199277,78, a report
on systematic errors calculations of equilibrium geometries and atomization
energies of a set of 32 small molecules was published.170 While the calculated
CASPT2 equilibrium geometries agreed well with their experimental references,
the atomization energies were underestimated. This underestimation scaled by
3-6 kcal/mol (0.13-0.26 eV) times the differences of the number of electron pairs
in the molecules and their atomic fragments. This error was later ascribed to an
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energetic favoring of wave functions dominated by an open-shell configuration
over those dominated by closed-shell configurations.171 Different corrections to
the zeroth-order Hamiltonian of CASPT2 were suggested171, however, provid-
ing only minor improvements.

In 2004, an explanation of the underestimation of the energy of open-shell
electronic states was suggested168 upon inspection of the diagonal elements
of the matrix representation fpq of the generalized Fock operator F̂ (see Sec-
tion 2.3.2). It was assumed that Koopmans’ theorem –stating that for single-
configurational wave functions the orbital energies of occupied and unoccupied
orbitals give good approximations to the negative ionization potentials −(IP)p
and electron affinities −(EA)p, respectively –also should hold for the multi-
configurational CASPT2 wave functions. In the single-configurational case, the
orbital energies are simply given by the diagonal elements of the standard Fock
operator [see eq. (2.12)]. However, the non-diagonal form of the generalized
Fock operator requires the neglect of the inactive-active and active-secondary
coupling matrix elements to apply the Koopmans approximation. Still doing
so, it was assumed168 that the diagonal elements fpp of the generalized Fock
operator for active orbitals may be written as weighted averages of −(IP)p and
−(EA)p, so that

factive
pp (Npp) = −1

2
(Npp(IP)p + (2−Npp) · (EA)p) . (4.1)

For doubly occupied (Npp = 2) and empty (Npp = 0) active orbitals, factive
pp

reduces simply to −(IP)p and −(EA)p, respectively. For singly-occupied (Npp =
1) active orbitals, the matrix elements factive

pp reads

factive
pp (Npp = 1) = −1

2
((IP)p + (EA)p) . (4.2)

It was asserted that “this feature of the [generalized] Fock operator will lead to
denominators in the expression for the second-order energy that are too small in
the case of excitation into or out from a partially occupied orbital”168, which, in
turn, lead to the underestimation of the energies of open-shell electronic states.

As an attempt to correct the diagonal matrix elements, it was suggested to
add different shift values σ(EA)

p and σ
(IP)
p to factive

pp when exciting into or out
of an active orbital, respectively. For the singly-occupied active orbitals, the
shifted matrix elements should be

f̃active
pp (Npp = 1)EA = factive

pp + σ(EA)
p = factive

pp +
1
2
Npp ((IP)p − (EA)p)

= −(EA)p (4.3)

f̃active
pp (Npp = 1)IP = factive

pp + σ(EA)
p = factive

pp +
1
2

(2−Npp) ((IP)p − (EA)p)

= −(IP)p (4.4)

Both shifts σ(EA)
p and σ

(IP)
p depend on the difference (IP)p − (EA)p. As it

was not clear how to determine the individual values of (IP)p and (EA)p, the

54



differences for the shifts of all active orbitals were replaced by a single average
shift parameter ε = (IP)p − (EA)p, the IPEA shift parameter. For ε > 0,
the shift will increase the total energies of open-shell states by decreasing their
second-order energy contribution E(2). This becomes apparent when one splits
up the sum of Eq. (2.26) into terms belonging to closed-shell configurations
(index i) and terms belonging to open-shell configurations (index j),

E(2) = −
closed−shell∑

i=1

∣∣∣〈Φi

∣∣∣ Ĥ′ ∣∣∣Ψ(0)
〉∣∣∣2

Ei − E(0)

−
open−shell∑

j=1

∣∣∣〈Φj

∣∣∣ Ĥ′ ∣∣∣Ψ(0)
〉∣∣∣2

Ej − E(0) + 1
2κjε

. (4.5)

For the elements of the first partial sum, Npp = 0 for σ(EA)
p and Npp = 2 for

σ
(IP)
p , so that no shift ε is added. But for the elements in the second sum, a

shift is added. The prefactor κj can take the values 0, 1, and 2, depending on
the excitation class of Φj .172

An optimal value for the effective IPEA shift parameter was determined
empirically by calculating the dissociation energies of 49 diatomic molecules and
comparing the results with experimental reference data.168 Without the IPEA
shift, the dissociation energies were mostly underestimated with the largest
errors found for triply-bonded diatomics N2, P2, and As2, and the average
unsigned error ∆E = |Ecalc−Eexp| of the complete set amounted to 0.22 eV. In
contrast, using a IPEA shift value of ε = 0.25 a.u. lead to a minimal unsigned
error of 0.09 eV.

In addition to the calculation of the dissociation energies, the influence of
the IPEA shift was further tested for a few additional properties of selected
molecules. For equilibrium geometries and harmonic vibrational frequencies
in the ground and excited states of a small number of diatomic molecules an
optimal parameter of ε = 0.1 a.u. was found, while for anharmonic-frequency
corrections the optimal parameter was ε ≥ 0.5 a.u. Furthermore, four adiabatic
excitation energies of N2 and four vertical excitation energies for benzene were
computed, again suggesting different optimal shift values of 0.4 and 0.1 a.u.,
respectively. Finally, the ionization potentials of the 3d transition metals were
computed using only a shift of ε = 0.25 a.u. and good agreement with the
experimental results was observed. From all of these results, it was concluded
that a shift of ε = 0.25 a.u. represented the optimal value for CASPT2 calcu-
lations to correct the systematic error in the description of open-shell states.
This value, coincidentally, resembles the average atomic value of the quantity
(IP− EA) when going through the periodic table, which was seen as a good
omen to give some physical motivation to the size of the IPEA shift.75

4.2.2 Literature Survey of CASPT2 Excitation Energies

The underestimation of open-shell state energies was believed to be present
also in the calculation of excitation energies. However, there existed no sys-
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(a) Organic Molecules Included in the Literature Survey
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(b) Metal Complexes Included in the Literature Survey
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(c) Molecules Included in the FCI-CASPT2 Benchmark Study
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Figure 4.3: (a/b) Organic molecules and metal complexes included in the liter-
ature survey. (c) Molecules included in the FCI-CASPT2 benchmark study.
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(a) Results of Literature Survey
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Figure 4.4: (a) Mean signed and unsigned errors of CASPT2 excitation energies
V in eV (MSEE/MUEE) of molecules included in the literature survey with
respect to experimental reference data. (b/c) Mean signed and unsigned errors
of excitation energies V in eV (MSEE/MUEE) as well as mean signed error of
total energies E in eV (MSET) of ground and excited states of the molecules
included in the FCI-CASPT2 benchmark. Errors with respect to FCI results.
(d) The improved error cancellation in the IPEA-CASPT2 calculations is due
to an increase of the errors of the energies of the excited states. (b-d) Only
results for the 6-31G basis set are shown as using the 6-311G basis set yielded
very similar results.

tematic study demonstrating this effect. Thus, in this work, a literature survey
was performed collecting vertical excitation energies computed with CASPT2
up to 2004 –the year that the IPEA shift was introduced. The energies of
356 excited states of 53 organic molecules121,129,171,173–209 and 92 excited states
of 25 metal complexes182,210–222 were collected and compared to experimental
reference data. The organic molecules and metal complexes are shown in Fig-
ure 4.3(a) and (b), respectively. The result of the literature survey is shown in
Figure 4.4(a).

The ground states of the molecules included in the literature survey are
closed-shell states and most of their low-lying excited states are described by
single excitations. Accordingly, the number of paired electrons in the ground
and excited states typically differs by two electrons (one electron pair), and
their excitation energies are expected to be underestimated by ca. 0.13-0.26 eV
(3-6 kcal/mol). This expectation is not met, however, neither for the organic
molecules nor for the metal complexes. The mean signed error of the excitation
energies (MSEE) of the organic molecules is only −0.02 eV, i.e., an order of
magnitude smaller than expected, while the excitation energies of the metal
complexes are even slightly overestimated by 0.02 eV. In addition to an MSEE
close to zero, also the mean unsigned error for the excitation energies (MUEE)
of CASPT2 is small: MUEE < 0.2 eV, which is commonly considered to be
the error of CASPT2 in predicting excitation energies. Given the overall good
performance (small MUEE) and the absence of a sizable systematic error (small
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MSEE), it seems questionable whether the systematic error present in the cal-
culation of dissociation energies of the diatomic molecules is also present when
calculating excitation energies, and whether, accordingly, the IPEA shift should
be used in the calculation of excitation energies.

4.2.3 FCI-CASPT2 Benchmark Study of Small Molecules

In the literature survey presented in the previous section, the performance of
CAPST2 was evaluated by comparing calculated excitation energies to experi-
mental reference data. This is commonly done by comparing vertical excitation
energies computed at the FC geometry with the position of the experimental
absorption band maxima. As discussed in Chapter 3, this comparison may not
always be reasonable, as the bright states at the FC geometry can differ from
the excited-states around the maximum of the absorption bands. Therefore, in
order to compare the very same well-defined property, a benchmark study was
conducted comparing the results of CASPT2 calculations with the results of
FCI –a method that can be considered exact, disregarding the finite size of the
basis set.

The benchmark comprised the calculations of 137 electronic states of the 12
molecules molecules shown in Figure 4.3(c). The calculations were conducted
at the CASSCF/CASPT2 and FCI levels of theory using the 6-31G and 6-
311G basis sets.223,224 For the homodiatomic molecules as well as H2O and
CH2, the frozen-core approximation was applied, so strictly speaking only the
first-row hydrides included in the benchmark set were treated with FCI. The
CASPT2 calculations were performed using the recommended IPEA shift value
of ε = 0.25 a.u. (“IPEA”) and setting the IPEA shift to zero (“NOIPEA”).
The active spaces in the CASSCF/CASPT2 calculations comprised all valence
orbitals and electrons for each molecule.

The results of the FCI-CASPT2 benchmark calculations are depicted in Fig-
ure 4.4(b). As can be seen, similar to the case of the organic molecules of
the literature survey, NOIPEA CASPT2 underestimates the (FCI) reference
excitation energies slightly (MSEE = −0.05 eV). When using the IPEA vari-
ant, the excitation energies increase, which results in an even better agree-
ment with the FCI excitation energies (MSEE = −0.03 eV). This better agree-
ment can be understood when analyzing the total energies of the ground and
excited states obtained using FCI and CASPT2 [Figure 4.4(c)]. Both NOI-
PEA and IPEA CASPT2 show similar errors in the total ground-state energies
(MSET = 0.17-0.19 eV). This is expected, as, due to their closed-shell char-
acter, the ground-state energies should not affected by the IPEA correction.
For NOIPEA CASPT2, the error of the excited-state total energies is smaller
(MSET = 0.14 eV) than the error of the ground-state energies, resulting in a
underestimation of the excitation energies (MSEE = −0.05 eV). In contrast, for
IPEA CASPT2, the error in the total energies of the excited states is increased
(MSET = 0.19 eV), and, as it is closer to the MSET of the IPEA ground states,
the IPEA excitation energies are less underestimated (MSEE = −0.03 eV), see
Figure 4.4(d). Note that the MSEE for the whole benchmark set is not sim-
ply given by the differences of the MSET of the ground and excited states,
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(a-c) IPEA Correction for the FCI-CASPT2 Benchmark Set

0.00

0.05

0.10

0.15

0.20

0 1 2 3 4 5

IP
E

A
 C

or
re

ct
io

n 
[e

V
]

Dyn. Correlation [eV]
2 4 6 8 10

NCE
0 1 2 3 4

NUPE

(a) (b) (c)

(d) IPEA Correction for the Thiel Set

-0.5
0.0
0.5
1.0
1.5
2.0
2.5

0 10 20 30 40 50

IP
E

A
 C

or
re

ct
io

n 
[e

V
]

Dyn. Correlation [eV]

(d)

Figure 4.5: Size of the IPEA correction to the total energy (in eV) as functions
of (a) the dynamical correlation energy (in eV), (b) the number of correlated
electrons (NCE), and (c) the number of unpaired electrons (NUPE) of the elec-
tronic states in the FCI-CASPT2 benchmark set. (d) Size of the IPEA correc-
tion to the excitation energy (in eV) as a function of the dynamical correlation
energy (in eV) of the electronic states in the Thiel benchmark set. Black lines
represent linear fits of the data sets.

as a different number of excited states were included for each molecule, i.e.,
corresponding to each ground state.

The difference between the MSEE of the NOIPEA and IPEA calculations
shows that the increase of excitation energies due to the IPEA shift amounts to
ca. 0.02 eV. This increase is tiny compared to the 0.5 eV energy shifts found for
the excited states of nitrobenzene and 2-nitronaphthalene (Section 4.1). This
difference in the magnitude of the energy shifts is due to the fact that the size of
the IPEA correction scales with the size of the system in the CASPT2 calcula-
tion. To demonstrate this for all molecules in the FCI-CASPT2 benchmark, the
size of the IPEA correction is shown as functions of the dynamical correlation
energy Edyn and the number of correlated electrons in the CASPT2 calculation
for all electronic states in Figures 4.5(a) and (b). The number of correlated
electrons, i.e., the number of electrons included in the active space, is a good
measure of the system size represented by the reference wave function in the
CASPT2 calculation, while Edyn represents the energy added by the pertur-
bation in CASPT2. The size of the IPEA correction is simply the difference
between the IPEA and NOIPEA CASPT2 energies. As best appreciated by the
linear fits in Figure 4.5(a/b), the IPEA correction becomes larger when either
Edyn or the number of correlated electrons increase. However, for specific val-
ues of Edyn or the number of correlated electrons, the IPEA correction displays
quite a large spread of values, indicating that other factors affect the size of the
IPEA correction as well.

The intention of the IPEA shift originally was to correct for systematic errors
that were supposed to scale with the number of unpaired electrons. To test
this intention, the size of the IPEA correction as a function of the number
of unpaired electrons is shown in Figure 4.5(c). As can be seen, the IPEA
correction does increase with the number of unpaired electrons, however, the
spread of the IPEA energy correction is large for the states of the same number
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of unpaired electrons –certainly not an inteded behavior.

4.2.4 CASPT2 Benchmark of Thiel’s Set of Organic Molecules

For the small molecules in the FCI-CASPT2 benchmark, the size of the IPEA
correction increases with the size of system via, e.g., the dynamical correlation
energy Edyn. This scaling translates also for larger systems such as the 28
organic molecules included in Thiel’s benchmark set163 (see Figure 3.9). For
these molecules, the benchmark set comprises 248 excited electronic singlet and
triplet states that were calculated at MP2/6-31G∗ optimized FC geometries. In
the original study163, these excited states were already calculated at the MS-
CASPT2129/TZVP225 level of theory employing the recommended IPEA shift
value of ε = 0.25 a.u. (IPEA). The calculations were repeated for this work
using the same CASPT2 parameters –active spaces, number of states, level
shifts –but setting the IPEA shift to zero (NOIPEA).

For all electronic states, the size of the IPEA correction to the excitation
energies is shown as a function of the dynamical correlation energy Edyn in
Figure 4.5(d). As can be seen, the size of the IPEA correction scales well with
Edyn, and it ranges mostly between zero and one eV for the molecules of the
Thiel set. The IPEA correction in average amounts to 0.45 eV which is of the
same size as observed in the studies of nitrobenzene and 2NN, clarifying that
these two molecules did not represent unfortunate candidates where the effect
of the IPEA shift is exceedingly large. Figure 4.5(c) and (d) also show linear fits
for the IPEA correction as a function of Edyn. Both fit functions show similar
slopes, i.e, 0.011 and 0.013 (eV IPEA correction per eV dynamical correlation
energy) for the FCI-CASPT2 and Thiel benchmark sets, respectively, suggesting
that this particular scaling may be a general property of IPEA-CASPT2.

Due to the large increase of the excitation energies, the IPEA shift should only
be employed in cases where the NOIPEA excitation energies were considerably
underestimated. This is, however, not the case for the Thiel benchmark set.
For all excited states where experimental data was reported in Ref. 163, the
NOIPEA excitation energies underestimate the experimental reference energies
in average by 0.13 eV. Using the recommended IPEA shift value ε = 0.25 a.u.,
in turn, yields an average overestimation of 0.29 eV. Note that not for all states
in the Thiel set, experimental reference energies were reported, and, thus, the
difference between both errors does not equal the previously reported IPEA
correction of 0.45 eV, which was the average of all calculated states. The large
error of 0.29 eV of the IPEA results is due to a consistent overestimation of
the experimental excitation energies. This is shown in Figures 4.6(a) and (b),
where the individual errors of all excited states together with linear fits are
plotted as a function of the dynamical correlation energy for ε = 0 (NOIPEA)
and 0.25 a.u. (IPEA). As best appreciated by the linear fits, the error of the
IPEA results is nearly constant throughout the ranges of dynamical correlation
energies Edyn. The error of the NOIPEA calculations varies more as a function
of Edyn, however, for the ranges of Edyn that appear in the calculated excited
states, it is closer to the experimental reference data, i.e., closer to the error
value of zero, which, thus, leads to the smaller average error of −0.13 eV.
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(d) Mean Signed Errors of Excitation Energies
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Figure 4.6: (a-c) Error of CASPT2/TZVP excitation energies compared to
experimental reference data for the excited states in the Thiel benchmark set
for different IPEA shift values ε. (d) Mean signed error of the CASPT2/TZVP
excitation energies (MSEE) for the different IPEA shift values ε of the excited
states in the Thiel benchmark set compared to experimental reference data.

The underestimation of the NOIPEA (ε = 0) excitation energies and the
overestimation of the IPEA (ε = 0.25) excitation energies suggests the use of
an intermediate shift value. Accordingly, three intermediate IPEA values were
tested, and their errors alongside to the NOIPEA and IPEA results are shown in
Figure 4.6(d). As can be seen, increasing the IPEA shift parameter gradually
leads to larger, positive errors. Notably, the average error compared to the
experimental energies is only 0.01 eV when using ε = 0.08 a.u. However, no
single IPEA shift value can be favored for all excited states, since both the error
of CASPT2 without an IPEA shift [Figure 4.6(a)] as well as the size of the IPEA
correction [Figure 4.5(d)] depend on the dynamical correlation energy. Thus,
for different ranges of dynamical correlation energies, different IPEA shift values
produce the smallest errors. This is best appreciated by the linear fits of the
CASPT2 errors as functions of the dynamical correlation energy for different
IPEA shift values in Figure 4.6(c), that cross the line of zero error in different
regions of the dynamical correlation energy.

Interestingly, using the recommended IPEA shift value ε = 0.25 a.u. resulted
in an almost constant overestimation of ca. 0.3 eV. This suggests to use this
IPEA shift and just add the subtract the remaining error as a correction to com-
pletely eliminate the average error of CASPT2 in predicting excitation energies.
Alas, this convenient error cancellation is fortuitous only for the combination
of the TZVP basis set with ε = 0.25 a.u., as was found when the CASPT2
calculations for the Thiel benchmark set were repeated using the ANO-RCC in
different sizes (MB, VDZ, VDZP, VTZP, VQZP) and different IPEA shift val-
ues of ε = 0-0.5 a.u. The average errors obtained for all combinations are shown
in Figure 4.7(a). As can be seen for every basis set, increasing the IPEA shift
leads to an increase of the excitation energies which shifts the average errors to
larger, more positive values. However, increasing the basis set sizes decreases
the excitation energies for a given IPEA shift value, so that the average errors
are shifted towards smaller, more negative values. When using the smaller basis
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(a) MSEE of CASPT2 for Different Basis Sets and IPEA Shift Values ε
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Figure 4.7: (a) Mean-signed errors of CASPT2 excitation energies (MSEE) of
the excited states in the Thiel benchmark set for different ANO-RCC basis sets
and IPEA shift values ε compared to experimental reference data. (b) Errors
of the CASPT2 excitation energies for the different ANO-RCC basis sets and
IPEA shift values as a function of the relative dynamical correlation energy
Edyn

rel . Edyn
rel (i; j) of a state Ψi in the basis {j} is obtained by scaling the total

dynamical correlation energy Edyn(i; j) to fit into the interval of [0, 1], where
Edyn

rel = 1 for the state Ψp with the largest total dynamical correlation energy
Edyn(p; j) = Edyn

max(j) in basis {j}. (c) Mean signed and unsigned errors of
excitation energies (MSEE/MUEE) of different electronic structure methods
for the excited states in the Thiel benchmark set compared to experimental
reference data. All methods used the TZVP basis set.

62



sets (MB, VDZ), CASPT2 constantly overestimates the excitation energies so
that the error is minimal for ε = 0. For the larger basis sets (VDZP, VTZP,
VQZP), the sign of the error depends on the IPEA shift value. Here, neither
ε = 0 nor the recommended ε = 0.25 a.u. yield the smallest average error, but
the best agreement with experiment is found for intermediate shift values.

As found for the TZVP basis set, the error of the individual excitation en-
ergies varies with the dynamical correlation energy of the excited states also
for the ANO-RCC basis sets. This is shown in Figure 4.7(b). It can be seen,
e.g., that ε = 0 yields the smallest errors for the MB and VDZ basis sets.
ε = 0 also gives the smallest errors for the VDZP basis set, however, only for
small values of the dynamical correlation energy. For the VTZP and VQZP
basis sets, ε = 0 underestimates the experimental excitation energies for most
ranges of the dynamical correlation energy, and for these basis sets, ε = 0.1
and 0.2 a.u. perform better for intermediate and large values of the dynamical
correlation energy, respectively. Nevertheless, these results demonstrate that
there is no single, favorite IPEA shift for which errors are consistently small for
all basis sets and independent of the size of dynamical correlation energy.

The use of the IPEA shift in computing excitation energies is an intricate
problem due to its effect depending on the dynamical correlation energy and
the basis set. Clearly, it is dissatisfying and against the spirit of an ab initio
method to have to select a different IPEA value for each new problem to study.
In this regard, one might wonder how adequate CASPT2 is in comparison with
other methods, i.e., whether discussing the IPEA dilemma in CASPT2 is even
worth the trouble. Fortunately, the excited states in the Thiel benchmark set
have been studied in the past at various levels of theory besides CASPT2,
i.e., coupled-cluster (CC2, CCSD, CC3)163, NEVPT2226, ADC(2)/ADC(3)227,
TDDFT (BP86, B3LYP BHLYO)228 and hybrid DFT/MRCI approach.228 All
studies used the same TZVP basis set225, thus, allowing for direct comparison.

For all methods, the mean signed and unsigned errors of excitation ener-
gies (MSEE/MUEE) compared to experimental reference data are shown in
Figure 4.7(c). As can be seen, among the wave-funtion based methods, both
NOIPEA (ε = 0) and IPEA (ε = 0.25 a.u.) CASPT2 variants yield the smallest
MUEE (0.33 eV). Thereby, the MSEE of the IPEA variant is larger than that
of the NOIPEA variant due to the very consistent overestimation of excitation
energies. Among these methods, only NOIPEA CASPT2 underestimates the
experimental excitation energies, while other rather well-trusted wave-function
methods show a surprisingly large overestimation of the excitation energies that
reaches 0.64 eV for CCSD. Unsurprisingly, for TDDFT, the size and the sign of
the error depend on the functional used, where the best performance is obtained
using B3LYP which displays an overall smallest MSEE of only 0.10 eV. An ex-
cellent performance is also obtained for DFT/MRCI with a MSEE of 0.13 eV
and an MUEE of 0.28 eV, which is the smallest error of all methods.
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4.3 Conclusions on the IPEA Shift in CASPT2

The IPEA shift was originally introduced to correct for errors found when com-
puting dissociation energies of small molecules, which were calculated too low.
This behavior was attributed to a general underestimation of the energies of
open-shell states that scaled with 0.13-0.26 eV per open shell. This underesti-
mation was assumed to be present also when calculating excited states. This
claim, however, could be rebuked by an extended literature survey collecting the
excitation energies of organic molecules and metal complexes published prior to
the introduction of the IPEA shift. For organic molecules, the excitation ener-
gies were slightly underestimated by 0.02 eV, i.e., an order of magnitude smaller
than expected, while those of the metal complexes were slightly overestimated
by 0.02 eV.

To obtain a more detailed picture of the performance of CASPT2 and the
role of the IPEA shift, benchmark calculations for a set of di- and triatomic
molecules were performed and the results of CASPT2 with and without the
recommended IPEA shift value of ε = 0.25 a.u. were compared against FCI
results. Without the IPEA correction, the CASPT2 excitation energies were
only slightly underestimated by 0.05 eV, and this underestimation could be
reduced to 0.03 eV when using ε = 0.25 a.u. The smaller error in the excitation
energies due to the use of the IPEA shift, however, originated from an increase
of the error of open-shell states –that better cancels with the large error of
the closed-shell states –rather than a decrease of the error of open-shell states.
Importantly, it was observed that the size of the IPEA correction –in average
0.02 eV for the di-/triatomic molecules –scaled with the size of the molecule as
measured by its dynamical correlation energy.

The scaling of the IPEA correction with the system size was also found for
the larger organic molecules in the Thiel benchmark set. For these molecules,
the average increase of the CASPT2/TZVP excitation energies amounted to
0.45 eV when using the recommended ε = 0.25 a.u. IPEA shift. Without
the IPEA shift, the CASPT2/TZVP excitation energies for the molecules in
the Thiel set were underestimated by 0.13 eV compared to experiment. Thus,
using the recommeded IPEA shift for these states deteriorated the agreement
with experiment, leading to a larger overestimation of 0.29 eV. Although it
was possible to find an IPEA shift value intermediate between zero and the
recommended ε = 0.25 a.u., that minimized the average error, it was found
that the individual excited states still demanded different IPEA shifts that were
correlated to their dynamical correlation energy. Even worse, this correlation
changes when a different basis set is used, making the ideal IPEA shift value
depending on the system size and the basis set –very much against the spirit of
an ab initio method. For basis sets of double-zeta quality, the smallest average
errors of the excitation energies for the Thiel set are obtained by setting the
IPEA shift to zero, while larger basis sets demand larger IPEA shifts –that
are, however, still below the recommended ε = 0.25 a.u. This suggests the
pragmatic approach of neglecting the IPEA shift and just using basis sets of
double-zeta quality for excited-state CASPT2 calculations of organic molecules.

Comparing to calculations using other high-level electronic structure meth-
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ods, it was reassuring that CASPT2 calculations without the IPEA shift still
yielded one of the best agreements with experimental data. However, this
conclusion might be applicable only to excited states of organic molecules. Al-
though the literature survey revealed no underestimation of excitation energies
of metal complexes in CASPT2 studies published before the introduction of the
IPEA shift, and, thus, no need to use the IPEA shift for these systems, more
recent work concerned on the high-spin/low-spin gaps of six-coordinate iron(II)
complexes and similar compounds indicates that, in such cases, the IPEA shift
is necessary. Interestingly, also for these systems, there is controversy about the
adequate IPEA shift value. In contrast to the organic molecules studied here,
however, these studies debate whether the recommended229–232 ε = 0.25 a.u. or
even larger172,233–235 IPEA shift values are necessary. Cleary, this is an inter-
esting question for future studies.
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5 Excited-State Dynamics Simulations
of Nitronaphthalene Derivatives

This chapter presents the results of the excited-state dynamics simulations of
the three NPAHs: 2NN, 1NN, and 2M1NN (Figure 5.1). These NN deriva-
tives are reported to exhibit the fastest ISC measured for organic molecules
solely composed of light atoms.13 The very short time scale of this process
minimizes the required simulation time to study their excited-state dynamics,
and their small size makes the electronic structure calculations done at each
time step affordable. Thus, the NN derivatives represent ideal systems for the
first excited-state dynamics simulations to investigate the ultrafast ISC found
in many NPAHs.

5.1 Previous Studies on Nitronaphthalene Derivatives

The first evidence for ultrafast ISC in NN derivatives was found in femtosec-
ond fluorescence up-conversion experiments in 2007.2 In this study, ISC was
assumed to occur in less than 100 fs after excitation to the lowest-energy ab-
sorption band for 1NN in MeOH. This suggestion was motivated by results
of early semi-empirical calculations236 from 1972, which reported the presence
of triplet excited states with energies similar as the bright excited states at
the FC geometry. In the same experimental study2, other NPAHs were inves-
tigated exhibiting a similarly fast sub-100 fs decay time. However, for these
NPAHs, the decay time was attributed to dynamics in the singlet excited states
involving a re-orientation of the nitro group. Later fluorescence up-conversion
studies on 1NN in different solvents4 and sub-ps-resolved transient-absorption
spectroscopy experiments of 1NN in MeOH6 reassured that the decay of the
initially excited singlet state occurs within 100 fs. Additionally, it was reported
that relaxation within the triplet manifold (Tn → T1) proceeded on a time scale
of 1-16 ps.

Further transient-absorption spectroscopy experiments11,13,139 on 1NN as
well as on 2NN and 2M1NN showed that, after excitation to the lowest-energy
absorption band, all three NN derivatives exhibit multiexponential decay sig-
nals with similar life times in the orders of τ1 ∼ 0.1-0.4 ps, τ2 ∼ 1-3 ps, and
τ3 ∼ 6-10 ps (see Figure 5.1). For 2NN, the time constants were assigned to ISC
from the singlet to the triplet states (τ1), IC within the triplet manifold (τ2),
and vibrational cooling in the hot T1 state (τ3). The assignment of lifetimes for
1NN and 2M1NN was similar. However, since 1NN and 2M1NN exhibit also
partial photodegradation upon UV irradiation in contrast to 2NN, τ1 was sup-
posed to describe a bifurcation of the initial excited-state dynamics into ISC to
the triplet states and conformational relaxation to a dissociative singlet state.
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Properties of Nitronaphthalene Derivatives

Molecule
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Figure 5.1: Time constants τi of excited-state dynamics of three NN derivatives
obtained from transient-absorption spectroscopy experiments in MeCN and cy-
clohexane.11 Nitro-group torsion angle γ with respect to aromatic ring plane
at the FC geometry.13 Triplet and photodegradation quantum yields Φtrip and
Φdeg, respectively, measured in MeCN saturated by N2, air, or O2.13,139

The different behavior of 2NN and 1NN/2M1NN in their excited-state dy-
namics was attributed to the conformational control of the nitro group torsion
in the electronic ground state. When the nitro group torsion angle γ in the
ground-state minimum-energy geometry (Figure 5.1) tends to zero, the triplet
quantum yield ΦMeCN,N2

Trip of the molecules in N2 saturated solutions of MeCN in-

creased while the photodegradation quantum yield ΦMeCN,N2

deg decreased.13 Thus,
it was concluded that the small torsion angles in 2NN directed the dynamics
only towards ISC after photoexcitation, while the larger angles in 1NN/2M1NN
allowed also the population of the dissociative singlet state. While the rela-
tionship of inverse proportion of ΦMeCN

Trip and ΦMeCN,N2

deg seemed to confirm the
proposed mechanism including the bifurcation of the dynamics in 1NN and
2M1NN, it was also found that the photodegradation quantum yield decreased
significantly if the experiments were conducted in air- or O2-saturated solutions
of MeCN instead (ΦMeCN,air

deg , ΦMeCN,O2

deg ).139 Usually, the effect of the molecular
oxygen concentration on the photodegradation quantum yield is a sign of the
involvement of triplet states in the photodegradation reaction. Due to the small
energy gap between the triplet ground state and the first excited singlet state in
molecular oxygen, triplet-triplet energy transfer from the triplet states of chro-
mophores to molecular oxygen is relatively easy, which can effectively quench
the population of longer-lived triplet states in the chromophores. However, in
the case of the NN derivatives, it rather was assumed that molecular oxygen
can react with a radical intermediate appearing in the dissociation pathway,
scavenging the radical character of the intermediate so that the NN derivative
can safely return to the ground state.139

In addition to the experimental work, the excited-state dynamics of 1NN were
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investigated in two studies that performed static calculations at the CASSCF/
CASPT2 level of theory. In the first study237, the minimum-energy path of the
S1 state, a state of mixed ππ∗/nπ∗ character, was calculated starting at the FC
geometry. Along the minimum-energy path, this S1 state showed significant
SOCs of ca. 65 cm−1 with the T2 state, a ππ∗ state, with energy differences
as small as 0.1-0.2 eV between the two states.237 Based on these results, the
rate constant of ISC was estimated using Fermi’s golden rule as kISC = 1.8-
5.2 · 1011 s−1, which corresponds to a time constant of τISC = 1.9-5.2 ps. These
results were confirmed in the second study, where also the minimum-energy
path of the S1 starting at the FC geometry was calculated, and a crossing
point between the S1(nπ∗) and T2(ππ∗) state with a large SOC of 66 cm−1 was
identified.238 Although the calculated rate of ISC is quite large for an organic
molecule, it is still 20-50 times smaller than that obtained in the experiments.11

Thus, to obtain a clear picture of the processes after photoexcitation and un-
derstand the reasons behind their ultrafast ISC, in this thesis, the excited-state
dynamics of the three NN derivatives were simulated explicitely, starting with
2NN.

5.2 The Mechanism of Ultrafast ISC in 2NN

The excited-state dynamics of 2NN in the gas phase were simulated using the
SHARC method.71,72,106 The potential energies, gradients, NACs, and SOCs
were calculated at the PBE0147,239/DZP240 level of theory using the ADF2016
program package.241 This level of theory was chosen as it was already found
that PBE0 is able to reproduce the absorption spectrum of 2NN in MeOH (see
Section 3.3). Although there is no experimental gas-phase absorption spectrum
of 2NN to use as a reference, it can be noted that the PBE0/DZP calculated
gas-phase absorption spectrum of 2NN agrees also well with an experimental
absorption spectrum of 2NN in the nonpolar solvent n-heptane148 as shown
in Figure 5.2(a). Note also the small differences between the experimentally
obtained time constants of all three NN derivatives in MeCN and cyclohexane in
Figure 5.1, which indicate that solvent effects are negligible in the excited-state
dynamics. The initial conditions for the SHARC simulations were sampled from
a Wigner distribution of 1000 geometries at T = 300 K. Using this ensemble, the
absorption spectrum of 2NN was calculated. For the SHARC simulations, 99
trajectories were started at stochastically selected bright states242 in an energy
range of 0.5 eV around the maximum of the lowest-energy absorption band
[gray area in Figure 5.2(a)]. The trajectories were propagated for 500 fs.

The results presented in this chapter have been published in the study “Mech-
anism of Ultrafast Intersystem Crossing in 2-Nitronaphthalene” in Chemistry
–A European Journal.243

5.2.1 Excited-State Relaxation Mechanism

According to the experimental conditions, the SHARC simulations are started
by exciting to electronic states around the maximum of the lowest-energy ab-
sorption band [see Figure 5.2(a)]. Thus, initially, the population is roughly
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equally distributed over the MCH states S1 and S2 [see Figure 5.2(b)]. From
the beginning of the simulations, the population of the S2 state decreases while
that of the S1 state, the higher-lying triplet states Tn (n = 2-6), and the T1

state increase. After ca. 100 fs, the S1 population stops growing and begins to
decrease. After ca. 200 fs the Tn population becomes steady, so that at later
simulation times only the T1 population continues to grow. This behavior of
the MCH state populations can be explained by the simple kinetic model

S2
τS−−→ S1

τISC−−−→ Tn
τT−−→ T1. (5.1)

Here, the triplet states are subdivided into Tn (n = 2-6) and T1. This subdivi-
sion was motivated as analyzing the hops of the individual trajectories showed
no ISC directly from the singlet states to the T1. Based on eq. (5.1), the time
evolution of the MCH state populations can be described by mono-exponential
functions. For these functions, using the bootstrap method244 with 100 copies,
a fit yielded the time constants τS = 56 ± 8 fs, τISC = 710 ± 101 fs, and
τT = 149± 20 fs.

These time constants, however, may not be compared directly to the ones
obtained in experiment for two reasons. First, as the time constants describe
transitions between MCH states in the dynamics, they can include adiabatic IC
and nonadiabatic IC processes. Adiabatic IC occurs when the active state of the
trajectory simply changes in the energetic ordering with another state, which
leaves the properties of the active state unaffected. In contrast, nonadiabatic
IC occurs when the trajectory hops between two states of different electronic
character. In the experiment, only the latter process can likely be monitored, so
to compare the calculated results with experimental results, the nonadiabatic
transitions have to be identified. Note that for ISC processes, a similar problem
does not appear since a transition from a singlet to a triplet state changes the
properties of the active electronic state in every case.

When analyzing the initial excited states in the trajectories –〈S1(t = 0)〉
and 〈S2(t = 0)〉 –it is found, that all trajectories start in electronic states of
similar character. These states correspond to the S1 state at the FC geometry
(S1@FC). This is shown in Figure 5.2(c) where the atomic hole/electron differ-
ence populations, CT numbers, and exciton sizes are reported as obtained by
an analysis of the transition-density matrix using the TheoDORE package (see
section 2.3.5).87–90 As can be seen, these transition-density properties are very
similar for the initially excited states in the trajectories (〈S1,2(t = 0)〉) and the
S1@FC state, while they deviate considerably from that of the S2@FC state.
Thus, at least part of the IC between the MCH states S2(t) and S1(t) included
in τS will correspond to transitions between adiabatic states.

Characterized by their natural-transition orbitals (NTOs) in Figure 5.2(d),
the S1@FC and S2@FC states can be described by a ππ∗ transition involving CT
from the aromatic ring to the nitro group [S1@FC = SCT(ππ∗)] and a nπ∗ local
excitation (LE) at the nitro group [S2@FC = SLE(nπ∗)], respectively. As will
be shown in Section 5.2.2, the major part of ISC involves transitions from the
states of SLE(nπ∗) character to the triplet manifold. Thus, the initial dynamics
in the singlet states prior to ISC must contain also nonadiabatic IC between
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Figure 5.2: (a) Calculated absorption spectrum of 2NN in gas phase with in-
dividual state contributions and experimental absorption spectrum of 2NN in
n-heptane.148 Gray area denotes the excitation-energy range used in the initial
conditions of the dynamics simulations. (b) Time evolution of the MCH state
populations (thin lines) as well as fit functions of the populations (thick lines)
based on the kinetic model shown in the graph. (c) Transition-density matrix
analysis of the initially excited S1(t = 0) and S2(t = 0) states in the dynamics
as well as of the S1 and S2 states at the FC geometry. Circles correspond to
atomic hole/electron difference populations (blue: positive, red: negative) while
CT and ES denote the charge-transfer number and exciton size, respectively.
(d) Natural transition orbitals of the S1 and S2 states at the FC geometry. (e)
Time evolution of the dipole moment µ(t) averaged for all trajectories. (f) Time
evolution of the population of MCH states with µ > 8 D and µ < 8 D and of
all triplet states (thin lines) as well as fit functions (thick lines) based on the
kinetic model shown in the graph.
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the initially excited SCT(ππ∗)-type states and the SLE(nπ∗)-type states.
Because of the different electronic character of both states, the population

transfer between them can be monitored along the simulations by the dipole
moment of the active state. This is done in Figure 5.2(e), which shows the
time evolution of the average dipole moment 〈µ(t)〉 of all trajectories. At the
beginning of the simulations 〈µ(t)〉 ∼ 10-11 D, before it decreases to ca. 5 D
after 150 fs and stays constant for the remainder of the 500 fs simulation time.
The former value of 10-11 D is similar to the dipole moment µ = 12.9 D of
the SCT (ππ∗) state at its mimimum-energy geometry, while the final value of
5 D is close to the dipole moment of µ = 3.7 D of the SLE(nπ∗) state at
its minimum-energy geometry. Thus, the decrease of 〈µ(t)〉 is a sign of the
continous population transfer from the SCT (ππ∗) to the SLE(nπ∗) state.

In order to calculate the time constant for the SCT(ππ∗)→ SLE(nπ∗) IC, the
active states of trajectories in the simulations were assigned to either SCT(ππ∗)
or SLE(nπ∗) if µ(t) > 8 D or µ(t) < 8 D, respectively. Using this classification,
a time constant of τS′ = 81±10 fs is calculated for the nonadiabatic population
transfer [Figure 5.2(f)]. Note that the above classification is applicable when the
excited-state population is still for the most part in the two singlet states and
the population of the triplet states is small. As this is the case in the beginning
of the simulation time [Figure 5.2(f)], τS′ can indeed be used to describe the
dynamics in the singlet manifold.

Second, if a slow reaction is followed by a fast reaction, it can be difficult to
monitor both processes separately in the experiment. The resolution of the fast
reaction can be lost. This may lead an unaware observer to mistake that only a
single reaction occurs, i.e., the slower one, for which an effective time constant
is measured. This indeed can be the case for the slow singlet-to-triplet ISC
(τISC = 710 fs) that is followed by fast IC from the higher-lying triplet states
Tn to the T1 (τT = 150 fs). Considering both processes as one, an effective ISC
time constant of τISC′ = 968 ± 142 fs can be calculated based on the kinetic
model

S2
τS−−→ Intermediate Species

τISC′−−−−→ T1, (5.2)

where the intermediate species is simply the combination of S1 and Tn states.
Comparing the time constants τS′ = 81±10 fs and τISC′ = 968±142 fs to the

experimental results (Figure 5.1), one finds that τS′ and τISC′ can be attributed
to the time constants of the two initial processes observed experimentally, for
which time constants of τ1 = 110 ± 50 fs and τ2 = 2.1 ± 0.1 ps were reported
for 2NN in cyclohexane.13 Note that, although there is a difference between
τISC′ and τ2, both are of the same order of magnitude. However, while in
this work, τS′ and τISC′ were assigned to IC in the singlet states and ISC in
combination with relaxation within the triplet manifold, respectively, in the
experimental studies, τ1 was assigned to ISC while τ2 was assigned to IC within
the triplet manifold. The experimental assignment was based on the assumption
that after excitation to the lowest-energy singlet state S1, 2NN can only relax
further via ISC to the triplet states, i.e., the potential presence of another
singlet excited state was not considered.11,13,139 Following this erroneous view,
it was further assumed that ISC occured from the initially excited singlet state
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of ππ∗ character to a triplet state of nπ∗ character. However, as will be shown
in Section 5.2.2, while this ISC pathway is also found in the simulations, it
accounts only for a minor fraction of the total ISC rate.

According to the experimental assignment of τ2, IC within the triplet mani-
fold is assumed to take place in a time window of 2 ps, while in the mechanism
introduced in this work, it only requires τT = 149± 20 fs, i.e., it is taking place
on a similar time scale as the IC within the singlet states (τS/τS′). The two-
fold difference between the rate of both IC processes can be attributed to the
fact that IC in the singlets involves only a single transition between two singlet
states. In contrast, relaxation in the triplets requires consecutive ICs through
multiple triplet states and, consequently, is slower. The similar IC time con-
stants obtained suggest a consistent description of the excited-state dynamics,
thus, further supporting the mechanism proposed in this work in contrast to the
previously suggested mechanims based on experimental results. The third time
constant obtained in experiment, τ3 = 6-10 ps, is too large to be reproduced in
the 500 fs simulations of this work, and, thus, is left out of the discussion.

5.2.2 Electronic Structure in the ISC Pathways

After excitation to the SCT(ππ∗) state, 2NN undergoes IC to a SLE(nπ∗) state
on a time scale faster than ISC occurs. Analyzing the electronic states at the
geometries where ISC hops occur, ISC is found to happen from either of the two
singlet states. When in the SLE(nπ∗) state, the molecule transfers to a locally
excited π′π∗ triplet state [TLE(π′π∗)] during ISC, while when in the SCT(ππ∗)
state, the molecule transfers to a locally-excited nπ∗ state [TLE(nπ∗)]. The
NTOs describing both singlet and both triplet states are shown in Figure 5.3(a).
As can be seen, the electron NTOs (π∗) of the SLE(nπ∗) and TLE(π′π∗) states
are very similar. Thus, the net electron transfer during this ISC hop is from
the π′ orbital to the n orbital –or, in other words: the hole is transferred
from the n orbital in the singlet state to the π′ orbital in the triplet state,
as shown in Figure 5.3(b). Since both, the π′ and n orbital are located at
the nitro group, π′ → n represents a localized electronic transition, and the
corresponding ISC pathway is labeled accordingly as localized-electronic (LE)
pathway. The electron NTOs (“π∗”) of the SCT(ππ∗) and TLE(nπ∗) are also
similar [Figure 5.3(a)], so that the net electron transfer in this ISC pathway
simply is n → π. As the π orbital is located at the aromatic ring system
while the n orbital is at the nitro group, this transition is of CT character, and
the corresponding ISC pathway is, thus, labeled charge-transfer (CT) pathway
[Figure 5.3(b)].

Analyzing all ISC hops, it is found that the LE pathway accounts for ca. 91 %
of the ISC hops while only 9 % of ISC hops occur via the CT pathway. The fa-
voring of the LE pathway is partially due to the fact that its singlet donor state,
the SLE(nπ∗), is gradually populated during the dynamics while the donor state
of the CT pathway [SCT(ππ∗)] is depopulated. However, the LE pathway is also
favored by the larger SOC between the singlet donor and triplet acceptor states,
which increases the probability for this transition. At the hopping geometries
of the LE pathway, the SOC between the SLE(nπ∗) state and the TLE(π′π∗)
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(b) Properties of ISC Pathways

ISC Pathway Electronic Transition Natural Transition Orbitals Contribution 〈SOC〉

LE Pathway
(Localized-Electronic)

SLE (nπ∗)→ TLE (π′π∗)
π′→ n

91 % 40 cm−1

CT Pathway
(Charge-Transfer)

SCT (ππ∗)→ TLE (nπ∗)
n→ π

9 % 8 cm−1

(a) Natural Transition Orbitals

SLE(nπ∗)/TLE(nπ∗)

Hole Electron

SCT(ππ∗)

Hole Electron

TLE(π′π∗)

Hole Electron

Figure 5.3: (a) Natural transition orbitals describing the electronic states in-
volved in the ISC pathways. (b) Properties of the LE and CT ISC pathways.

state is in average 40 cm−1 while it is only 8 cm−1 for the SCT(ππ∗) state and
the TLE(nπ∗) state of the CT pathway. The larger SOC in the LE pathway
may be explained by the fact that the orbitals involved in the π′ → n transition
are located at the nitro group and share a strong resemblence. Both orbitals
are mainly antisymmetric linear combinations of atomic p-orbitals located at
the oxygen atoms of the nitro group, which lie either on the molecular plane
(p(x,y)
O1

− p
(x,y)
O2

→ n) or perpendicular to it (p(z)
O1
− p

(z)
O2
→ π′). The π′ → n

electron transfer is, thus, realized simply by changing the angular momentum
of the electron in the p orbitals of the oxygen atoms, going from p(z) to p(x,y)

–a process following textbook El-Sayed rules.94 In contrast, the orbitals in the
n → π transition of the CT pathway are located at different fragments of the
molecule. Thus, in addition to the change of angular momentum, the n → π
transition requires further charge re-distribution throughout the molecule.

5.2.3 Nuclear Motion Towards ISC

After characterizing the electronic states involved in ISC, the nuclear motion
governing the excited-state dynamics of 2NN can be identified. For this, a
normal-mode analysis (NMA)245,246 was performed, in which the nuclear mo-
tion in the dynamics is expressed in terms of displacements of the normal modes
determined at the FC geometry. To identify the nuclear motions that drive the
molecule towards ISC, the normal-mode displacement at the initial conditions
and at the ISC hopping geometries of the LE and CT pathways were calculated.
As can be seen in Figure 5.4(a), the NMA showed very large displacements for
the normal modes 19, 27, 29, 36, and 43 at the geometries of either the LE or
CT pathway while the displacements are close to zero in the initial conditions
–as expected from a harmonic Wigner distribution. Thus, it is the motion of
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Figure 5.4: (a) Normal-mode analysis showing the average displacements of
mode 7 (nitro group torsion) and the most active modes during the dynamics
for the geometries in the initial conditions, the ISC hopping geometries of the
LE and CT pathways, and the geometries of trajectories in either the SLE(nπ∗)
or SCT(ππ∗) state. (b) Normal mode displacement vectors of mode 7 and the
most active modes during the dynamics. (c-f) Averages of selected important
coordinates at the hopping geometries of the LE (violet) and CT (orange) ISC
pathways, and in the initial conditions (gray), as well as the time evolution
of the internal coordinates for the corresponding trajectories in the SLE(nπ∗)
(blue) or SCT (ππ∗) (green) state.
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these normal modes that drives the system towards ISC. With the exception of
mode 43, the normal-mode displacements at the hopping geometries of the LE
and CT pathways are of opposite sign, meaning that both ISC pathways take
place at distinct, well-separated regions of the PES. Figure 5.4(a) also shows the
average normal-mode displacement of the molecule when it is in either of the
ISC singlet donor states, i.e., the SLE(nπ∗) or the SCT (ππ∗) state. As can be
seen, the differences between the displacements of the SLE(nπ∗) state and the
LE pathway hopping geometries are smaller than those of the SCT (ππ∗) state
and the CT pathway hopping geometries. This is another factor favoring the
LE pathway over the CT pathway: while in the SLE(nπ∗) state, the molecule is
in average closer to a ISC hopping region (LE pathway geometries) than while
in the SCT (ππ∗) state, thus, requiring less structural changes to reach an ISC
hopping point.

The results from the NMA can also be translated into internal coordinates.
The internal coordinates important for the dynamics can be identified by look-
ing at the displacement vectors of the normal modes as shown in Figure 5.4(b):
the angle γONO between the atoms of the nitro group, the distances rNO be-
tween the N and the O atoms, and the distance rNCα between the N atom
and its neighboring C atom. For these coordinates, the time evolution of their
averages for trajectories in either the SLE(nπ∗) or the SCT (ππ∗) state as well
as the averages calculated at the ISC hopping geometries and the initial con-
ditions are shown in Figure 5.4(c-e). As predicted by the NMA, the averages
of all three internal coordinates of trajectories in the SLE(nπ∗) state are very
close their average values at the LE pathway hopping geometries for most of
the simulation time. In contrast, the averages of these internal coordinates in
the SCT (ππ∗) state and of the CT hopping geometries show a larger difference.

In addition, Figure 5.4(f) shows the time evolution of the nitro group torsion
angle of the trajectories in the SLE(nπ∗) or the SCT (ππ∗) states as well as
the average values at the ISC hopping geometries and in the initial conditions.
The nitro group torsion angle is described mainly by the normal mode 7 shown
in Figure 5.4(a/b). As can be seen in Figure 5.4(f), unlike proposed in the
experimental studies11,13,139, ISC in 2NN does not happen at planar geometries.
Rather, the geometries in the trajectories as well as at the ISC hopping points
show torsional angles in the range of ca. 10-20◦, which is larger than the average
angle of 10.1◦ found in the initial conditions. The average of the torsional angle
of the trajectories in the SLE(nπ∗) state is again closer to the average value of
the LE pathway hopping geometries than in the case of the SCT (ππ∗) state and
the CT pathway.

5.3 Effects of Different Initial Conditions

The excited-state dynamics simulations of 2NN presented in Section 5.2 em-
ployed initial conditions sampled from a Wigner distribution at T = 300 K
(W300 ensemble). As discussed in Section 3.4, using a finite-temperature
Wigner distribution includes both the ZPE and a thermal-energy contribution
in the total vibrational energy. This sampling gives a more accurate descrip-
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tion of the molecule under experimental conditions than when using either
zero-temperature Wigner sampling or thermal sampling based on MD simula-
tions, where only the ZPE or the high-temperature limit thermal energy are
included in the total vibrational energy, respectively. Before the possibility of
using the advanced finite-temperature Wigner sampling was realized, excited-
state dynamics simulations had already been performed using initial conditions
from a zero-temperature Wigner distribution (W0 ensemble) and sampled from
a ground-state MD trajectory, that was propagated at the PBE0147,239/cc-
pVDZ247 level of theory at a temperature of T = 300 K (MD300 ensemble).
Additionally, another set of excited-state dynamics simulations was performed
using a modified version of the MD300 initial conditions (MD300+ ensemble).
In these initial conditions, the same geometries as in the MD300 ensemble were
used, but the atomic velocities of the molecules were scaled up so that the
kinetic energy is increased to match the ZPE of the molecule. As the aver-
age frequency of 2NN of 〈ω〉 = 1240 cm−1 corresponds to a temperature of
T = 868 K in the high-temperature limit, and as the atomic velocities depend
on the temperature via 3/2kBT = 1/2mv2

T , the atomic velocities were scaled
from vT=300K to vT=868K by a factor of

√
868/300 = 1.7.

While the choice of the W0/MD300/MD300+ initial conditions appears in-
ferior in light of the possibility to use the W300 ensemble, these efforts were
not wasted, as the results of all calculations could be used to investigate the
effects of different initial conditions on the outcome of excited-state dynam-
ics simulations of 2NN. Motivated by this, the excited-state dynamics of 2NN
have also been simulated using a fifth set of initial conditions, sampled from
a Wigner distribution at T = 500 K (W500 ensemble). Differing only in their
initial conditions, the excited-state dynamics simulations of the five ensembles
were all carried out at the same level of theory as described in Section 5.2. The
results of the calculations for all ensembles are presented in this section.

5.3.1 Absorption Spectra and Initially Excited States

In order to set-up the excited-state dynamics simulations, the absorption spec-
tra of all five ensembles were calculated. The spectra are shown in Figure 5.5(a-
d) alongside the density of states for each ensemble. Since the MD300 and
MD300+ ensembles only differ in their momenta but contain the same geome-
tries, their absorption spectra and density of states are identical and therefore
only shown once. All five ensembles possess similar absorption spectra in the
UV-VIS region with three absorption bands whose maxima lie at similar en-
ergies, i.e., between 333-337 nm, 281-291 nm, and 237-244 nm, respectively.
Only the shape of the bands varies for the different ensembles. The bands be-
come broader in the order of MD300/MD300+ < W0 < W300 < W500, i.e.,
with increasing vibrational energy that is available in the ensemble. With the
larger vibrational energy, the individual states are smeared over larger energy
ranges as is best appreciated by the densities of states shown in Figure 5.5(a-d).
For example, the states S3 and S4, which contribute mainly to the second ab-
sorption band, also reach the excitation energy range around the lowest-energy
absorption band –that is used in the dynamics simulations [gray areas in Fig-
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(a-d) Absorption Spectra and Density of States for Different Initial Conditions
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Figure 5.5: (a-d) Computed absorption spectra (top panel) as well as density
of states for singlet (middle panel, positive axis) and triplet (bottom panel,
negative axis) states for different initial conditions. Gray areas denote the
excitation-energy range used in the dynamics simulations. (e-i) Time evolution
of the MCH states. (j) Time constants of the excited-state dynamics. (k)
Properties of the DE pathway. ρ/ρ′ are admixtures of n and π orbitals. (l)
Contributions of the ISC pathways.
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ure 5.5(a-d)] – in the case of the Wigner ensembles. In the stochastic selection
of initially excited states in the trajectories, this lead to 20 % of all trajecto-
ries being started in either the S3 and S4 state in the W500 ensemble, whereas
this had no effect for the W0 and W300 ensembles, where all trajectories were
started in the S1 and S2 states. Performing a transition-density matrix analysis
of the initially excited states, it is found that these S3 and S4 states of the W500
ensemble resemble the S3@FC state (Figure 3.6), which, similar to the S1@FC
state, is also described by a charge-transfer ππ∗ transition from the aromatic
ring system to the nitro group.

5.3.2 Excited-State Dynamics

The time evolution of the MCH state populations of the five ensembles is shown
in Figure 5.5(e-i). In general, the behavior of the excited-state dynamics of
all ensembles is similar to the one of the W300 ensemble discussed in detail
in Section 5.2.1. After initial dynamics in the singlet manifold (Sn

τS−→ S1),
population is transferred to higher-excited triplet states (S1

τISC−−−→ Tn), before
the molecule relaxs to the T1 state (Tn

τT−→ T1). As discussed previously, the
dynamics in the singlet manifold are better described in terms of the reaction
SCT(ππ∗)

τS′−−→ SLE(nπ∗), and the time constants τISC of the singlet-to-triplet
ISC and τT of the relaxation within the triplet manifold can be combined into
an effective ISC time constant τISC′ . For the five ensembles, the time constants
of all processes are shown in Figure 5.5(j).

As can be seen in Figure 5.5(j), the IC dynamics within the singlet and
triplet manifolds occur on a similar time scale of the order of magnitude of
ca. 100 fs for all ensembles. More interestingly, however, there is a distinct
difference between the ISC rates in the Wigner and MD ensembles. Both the
actual (τISC) and the effective (τISC′) ISC time constants show that ISC is
approximately twice as fast in the Wigner ensembles than in the MD ensembles.
Additionally, it is found that the ISC rate increases in the Wigner ensembles
with higher temperatures, and ISC is faster for the MD300+ ensemble than
for MD300 ensemble. Comparing all ensembles, thus it is found, that the ISC
rate is larger the more vibrational energy is available. Surprisingly, the effective
ISC time constants τISC′ of the MD300/MD300+ ensembles are very close to
the experimentally observed time constants of τ2 ≈ 2 ps (Figure 5.1). This
agreement, however, is likely only coincidental. As the ISC rate increases with
the vibrational energy that is available in the molecule, and the vibrational
energy is not correctly accounted for in the MD ensembles, the ISC rate in the
excited-state dynamics simulations of the MD ensembles has to be slower than
the real one.

5.3.3 Intersystem Crossing Pathways

In Section 5.2.2, it was found that ISC for the W300 ensemble occurs via differ-
ent pathways, the LE pathway [SLE(nπ∗) → TLE(π′π∗)] and the CT pathway
[SCT(ππ∗) → TLE(nπ∗)]. When analyzing the electronic states involved in the
ISC for the W500 ensemble, a third pathway was identified. This pathway,
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labelled DE pathway, is depicted in Figure 5.5(k). It is characterized by the
transition from a SCT(ρπ∗) to a TCT(ρ′π∗) state. The π∗ electron NTO de-
scribing both states is again the antibonding orbital at the nitro group that
also describes the other singlet and triplet states mediating the ISC [see Fig-
ure 5.3(a)]. Thus, the SCT(ρπ∗) → TCT(ρ′π∗) transition simply corresponds
to the transfer of an electron from the ρ′ hole NTO of the TCT(ρ′π∗) state to
the ρ hole NTO of the SCT(ρπ∗) state. The ρ and ρ′ NTOs are admixtures of
different π and n orbitals [see Figure 5.5(k)] and are as such delocalized over the
complete 2NN molecule. Due to this feature, the ρ′ → ρ transition can be char-
acterized as a delocalized electronic transition, and the SCT(ρπ∗)→ TCT(ρ′π∗)
pathway is labeled accordingly as the delocalized-electronic (DE) pathway. For
the DE pathway, SOCs are of the size of 10-20 cm−1, which is smaller than
the SOCs of the LE pathway (40 cm−1), but larger than the SOCs of the CT
pathway (8 cm−1). The larger SOCs of the LE pathway were assumed to be
due to the smaller charge redistribution necessary for the π′ → n transition
–compared to the redistribution in the n → π transition of the CT pathway
– as both orbitals are located at the same site of the molecule. In line with
this explanation, the SOCs of the DE pathway are of intermediate size for the
ρ′ → ρ transition. Although both orbitals are delocalized over the complete
molecule, they show an important overlap which limits the amount of charge
redistribution that is necessary to connect the SCT(ρπ∗) and TCT(ρ′π∗) states
along the DE pathway.

For all five ensembles, the relative contributions of the LE pathway as well as
the CT and DE pathways are shown in Figure 5.5(l). Note that only the sum of
the contributions of the CT and DE pathway is given but not their individual
contributions. This is because the singlet and triplet states involved in both
ISC pathways possess similar transition-density properties such as CT numbers
or exciton sizes. For this reason, it has proven to be difficult to distinguish
between CT and DE transitions without manually inspecting the excited states
involved at every ISC hop –a very tedious endeavor given the large number of
trajectories for all ensembles. Such a manual inspection was done, however,
for a small sample of ISC hopping events for all ensembles, and within this
small sample, only for the W500 ensemble hops following the DE pathway were
found in addition to hops of the LE and CT pathways. Thus, it could only be
concluded that the DE pathway contributes in the excited-state dynamics of
the W500 ensemble, while it likely plays only a minor role in the dynamics of
the other ensembles.

As can be seen in Figure 5.5(l), the fraction of ISC occurring via the CT+DE
pathway increases among the Wigner ensembles (W0 < W300 < W500) as
well as among the MD ensembles (MD300 < MD300+) with the increasing
vibrational energy that is available. The same dependence on the available
vibrational energy has also been observed for the ISC rate of the five ensembles
[Figure 5.5(j)]. The largest contribution of the CT+DE pathway is found for
the W500 ensemble for which definite sign of ISC via the DE pathway was found
the excited-state dynamics. Thus, at least part of the increased ISC rate for
the W500 ensemble is due to the opening of the DE pathway. In contrast, for
the W0/W300 and MD300/MD300+ ensembles, the increase in the ISC rate
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with larger vibrational energy may simply be due to the increased momenta
that allow faster transitions through the LE and CT pathways, although some
contributions from the DE pathway cannot be ruled out completely.

5.4 Studies of 1NN and 2M1NN

5.4.1 Absorption Spectra and Initially Excited States

Aimed with the insights gained in the study of 2NN, the excited-state dynamics
of 1NN and 2M1NN, for which ultrafast ISC was also found in experiment,
were simulated. For this, first, the absorption spectra of 1NN and 2M1NN
were calculated at the PBE0/DZP level of theory for Wigner ensembles at a
temperature of T = 300 K. As in the case of 2NN, PBE0/DZP also yields
a good agreement between the calculated gas-phase absorption spectra and
experimental absorption spectra of 1NN and 2M1NN in n-heptane, as shown
in Figure 5.6(a/b). For 1NN, the maximum of the lowest-energy absorption
band at 333 nm is red-shifted by 0.13 eV compared to experiment, whereas
the maximum of the second absorption band is found at 237 nm where the
experimental spectrum shows a distinct shoulder on the lower-energy side of
a intense UVB absorption band. For 2M1NN, the calculated maxima of the
lowest-energy absorption bands lie at 369 nm and 266 nm. The experimental
absorption spectrum displays a clear maximum at 268 nm close to the second
calculated absorption band maximum, while there is no pronounced maximum
close to the energy of the first calculated absorption band. One can, however,
estimate the position of the experimental first absorption band by considering
the slope of the experimental intensity distribution, which is smallest around
an energy of 355 nm. Taking this energy as the position of the maximum of
the experimental absorption band would result in a 0.13 eV red-shift of the
calculated first absorption band.

Motivated by the good agreement between experimental and computed ab-
sorption spectra, the excited-state dynamics of 1NN and 2M1NN were simulated
using the SHARC method in combination with PBE0/DZP. For both 1NN and
2M1NN, 75 trajectories were propagated. All calculations were conducted in
the gas phase. The dynamics simulations were started in the bright states of
both molecules in an energy range of 0.5 eV around the maxima of their cal-
culated lowest-energy absorption bands [gray areas in Figure 5.6(a/b)]. This
resulted in trajectories starting in MCH states S1-S3, all of which, however, cor-
respond to the same spectroscopic states, i.e., SCT(ππ∗) states. This is shown in
Figure 5.6(a/b), which displays the average hole-electron difference populations
for all initially excited states of 1NN and 2M1NN.

5.4.2 Excited-State Dynamics

The time evolution of the MCH state populations of the excited-state dynamics
of 1NN and 2M1NN are shown in Figures 5.6(c) and (d), respectively. The
populations of the higher-lying singlet excited states (Sn, n = 2-3) and higher-
lying triplet excited states (Tn, n = 2-6) have each been combined into one
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Figure 5.6: (a/b) Calculated and experimental148,248 absorption spectra of 1NN
and 2M1NN. Gray areas denote excitation-energy range used in the dynamics.
Molecules show the hole-electron difference populations of the initial states in
the dynamics. (c/d) Time evolution of the MCH states. (e) Time constants of
the excited-state dynamics. (f) Natural transition orbitals of ISC pathways in
1NN and 2M1NN. (g) Contributions C in percentage (%), SOCs in cm−1, and
nitro group torsion angles γ in degrees (◦) of the ISC pathways.
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function. This was done as, in the MCH representation, all trajectories first
relax from any of the Sn states to the S1 state where they either stay for the
remainder of the simulation or undergo ISC to one of the Tn states. From
the Tn states, the trajectories finally relax to the T1 state. No ISC is found
occurring directly either from the Sn states or directly to the T1 state. Thus,
the excited-state dynamics of 1NN and 2M1NN can be described similarly to
the dynamics of 2NN with the simplified mechanism

Sn
τS−→ S1

τISC−−−→ Tn
τT−→ T1. (5.3)

For this mechanism, fits for the MCH state populations are shown in Fig-
ure 5.6(c/d), and time constants obtained by a fit of 100 bootstrap copies244

are reported in Figure 5.6(e). For each of the three processes in the mechanism,
the time constants are of similar size for 1NN and 2M1NN as well as compared
to the time constants of 2NN [Figure 5.2(b)]. For the dynamics in the singlet
manifold τS is larger for both 1NN (98± 16 fs) and 2M1NN (225± 81 fs) than
for 2NN (56± 8 fs). For the singlet-to-triplet ISC, τISC of 2NN (710± 101 fs)
lies in between the values of 1NN (562 ± 104 fs) and 2M1NN (955 ± 188 fs),
whereas for the final relaxation within the triplet manifold, the time constants
τT for all three NN derivatives are nearly the same (140-160 fs).

Following the discussion of 2NN, the slow ISC time constant τISC and the
fast time constant τT describing IC in the triplet manifold can be combined
into an effective ISC time constant τISC′ according to eq. (5.2). These effective
ISC times are 1014±180 fs and 1574±320 fs for 1NN and 2M1NN, respectively
(2NN: τISC′ = 968±142 fs). For 2NN, it was additionally shown that the initial
dynamics in the singlet manifold before ISC were better described by the process
SCT(ππ∗)

τS′−−→ SLE(nπ∗) than by MCH state process S2
τS−→ S1. In the analysis

of 2NN, the MCH state populations were attributed to either the SCT(ππ∗)
or the SLE(nπ∗) state based on their dipole moment. For this assignment,
the threshold µ = 8 D was used, which lies between the dipole moments of
both states at their respective minimum-energy geometries, i.e., µ[SCT(ππ∗)] =
12.9 D and µ[SLE(nπ∗)] = 3.7 D. For 1NN and 2M1NN, the corresponding
analysis is more complicated. Also for these molecules, initially only a SCT(ππ∗)
state is populated, while ISC occurs from both a SCT(ππ∗) and a SLE(nπ∗)
state, which requires that parts of the singlet populations must be transferred
according to SCT(ππ∗) → SLE(nπ∗). However, distinguishing between both
types of states based on their dipole moments is less straightforward due to the
smaller difference between the dipole moments of both states. For the SLE(nπ∗),
the dipole moment at the minimum-energy geometry is ca. 3.3 D for both 1NN
and 2M1NN, i.e., similar to that of the SLE(nπ∗) state of 2NN. However, for
the SCT(ππ∗) state, the dipole moment is only ca. 8.8 D, i.e., much smaller
than that of the SCT(ππ∗) state in 2NN (12.9 D). The smaller dipole moment
of the SCT(ππ∗) state in 1NN and 2M1NN can be explained attending to their
molecular structures. In these molecules, the nitro group is closer to the center
of the aromatic ring system than in the case of 2NN, leading to a smaller dipole
moment for the SCT(ππ∗). The smaller difference between the dipole moments
of SCT(ππ∗)-type and SLE(nπ∗)-type states makes distinguishing them along
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the dynamics more complicated. Distinguishing between the SCT(ππ∗) and
SLE(nπ∗) states by a threshold of µ = 6 D yielded a time constant τS′ = 61±9 fs
for 1NN, however, for 2M1NN no meaningful fit function could be obtained that
agreed reasonably with the time evolution of the excited-state populations of
the dynamics –neither using this threshold nor any other similar value.

The time constants for the excited-state dynamics of 1NN and 2M1NN ob-
tained from transient-absorption experiments in MeCN and cyclohexane11,13

are shown in Figure 5.1. For 1NN, the two fastest time constants are τ1 =
110±50 fs and τ2 = 2.3±0.2 ps in the nonpolar solvent cyclohexane, and these
values are slightly larger in acetonitrile. These time constants are of the same
magnitude as τS′ = 61 ± 9 fs and τISC′ = 1.0 ± 0.2 ps obtained in the calcu-
lations, thus, supporting the mechanism proposed in this work. For 2M1NN,
a somewhat different situation is encountered. For τ1 values of 370 ± 70 and
210± 50 fs were obtained from the experiments in cyclohexane and MeCN, re-
spectively. Although no value for τS′ could be obtained from the dynamics sim-
ulations to compare directly to τ1, instead it can be noticed that τS = 225±81 fs
is very similar to τ1. As this τS is also 2-4 times larger than the time constants
τS of 2NN and 1NN, the larger value of τS = 225 ± 81 fs can be interpreted
as a sign for slower dynamics in the singlet manifold in 2M1NN –not only in
terms of MCH states, but also in terms of the different spectroscopic singlet
states. For τ2, experimental values of 0.6± 0.1 and 1.4± 0.3 ps were obtained
in cyclohexane and MeCN, respectively. The difference between these two time
constants is larger than compared to any other pair of time constants of 1NN,
2NN, and 2M1NN for the different solvents cyclohexane and acetonitrile, indi-
cating some kind of solvent effect. Interestingly, the value of τ2 = 1.4 ± 0.3 ps
obtained in the nonpolar solvent cyclohexane agrees very well with the value of
τISC′ = 1.6±0.3 ps obtained from the gas-phase calculations. Following the pre-
vious arguments in the discussion of the results of 2NN and 1NN, however, this
agreement must be seen as a fortuitous coincidence. For both, 2NN and 1NN,
τISC′ underestimated τ2 by a factor of 2, and consequently, the same behavior
should be expected for 2M1NN. Furthermore, among the three NN derivatives,
the computed τISC′ is the largest for 2M1NN, while the experimental τ2 is the
smallest for 2M1NN. Therefore, it is better to conclude that τISC′ of 2M1NN
is also of the same order of magnitude as τ2 rather than highlighting their close
agreement. The third experimentally obtained time constants τ3 = 6 − 11 ps
are too large to be reproduced in the 500 fs simulations of this work, and, thus,
are again left out of the discussion.

5.4.3 Intersystem Crossing Pathways

Having established the general mechanism of the excited-state dynamics of 1NN
and 2M1NN, the electronic structure of the singlet and triplet states at the ISC
hopping geometries was analyzed in more detail. As for 2NN at T = 300 K,
ISC is found to occur via the LE and CT pathways, whereas there was no
evidence of the DE pathway which was direclty observed only for the T = 500 K
ensemble of 2NN. For both, 1NN and 2M1NN, the NTOs describing the ISC
transitions of both pathways are depicted in Figure 5.6(f). Furthermore, in
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Figure 5.6(g), the contributions, average SOCs, and average nitro group torsion
angles γ at the ISC hopping geometries of both pathways are shown. The NTOs
in Figure 5.6(f) are taken from specific ISC hopping events, however, their
geometries are representative for the geometries at the LE and CT pathways.
For 1NN, ISC via the LE pathway [SLE(nπ∗)→ TLE(π′π∗)] occurs at geometries
with a nitro group torsion angle γ = 20 ± 1◦ that is slighty smaller than the
average angle in the initial conditions of 1NN (γ = 32◦). In contrast, ISC
via the CT pathway [SCT(ππ∗) → TLE(nπ∗)] occurs at geometries where the
nitro group is displaced further out-of-plane with an average torsional angle
of γ = 63 ± 5◦. For 2M1NN, the ISC transitions via the LE pathway occur
at geometries with a torsional angle of γ = 45 ± 3◦, which is similar to the
average angle in the initial conditions (γ = 48◦), while ISC transitions via the
CT pathway occur at geometries where the nitro group is almost perpendicular
to the aromatic ring (γ = 82± 2◦).

The ISC contributions of both pathways for 1NN [Figure 5.6(g)] are similar
to those in 2NN [Figure 5.3], as the majority of ISC occurs via the LE pathway
(86 %), and only a small fraction of ISC occurs via the CT pathway (14 %).
Furthermore, also the SOCs of the LE pathway are of similar size as in 2NN
(40 cm−1). The average SOCs of the CT pathway in 1NN, however, are much
larger (22 cm−1) than in 2NN (8 cm−1). One may wonder whether the nitro
group torsion is responsible for the larger SOCs in the CT pathway of 1NN,
i.e., if by rotating the nitro group further out-of-plane, the interaction between
the n orbital of the TLE(nπ∗) state at the nitro group and the π orbital of the
SCT(ππ∗) state in the aromatic ring becomes more favorable. In consonance
with this explanation, the SOCs increase even slightly further for the CT path-
way of 2M1NN (26 cm−1), where the SCT(ππ∗) → TLE(nπ∗) transition occurs
at geometries in which the nitro group is almost perpendicular to the aromatic
ring. Strangely, such a behavior may also be seen to go against El-Sayed’s rules
(see Section 2.3.6). By rotating the nitro group perpendicular to the aromatic
ring, the n orbital at the nitro group assumes the same symmetry properties
as the π orbitals in the aromatic ring, which should lead to smaller –not larger
–SOCs. Clearly, this is an interesting observation that still lacks a satisfying
explanation. Note that for the LE pathway, the nitro group torsion does not
affect the size of the SOCs, since both the π′ orbital of the TLE(π′π∗) state as
well as the n orbital of the SLE(nπ∗) state are localized at the nitro group, and,
thus, the nitro group torsion does not change their relative positions.

Figure 5.6(g) also shows the ISC contributions for 2M1NN. In contrast to
2NN and 1NN, for 2M1NN, the majority of ISC occurs via the CT pathway
(59 %), despite the corresponding SOCs being smaller than for the LE pathway.
Given that out of the three NN derivatives, τISC/ISC′ is the largest for 2M1NN,
the larger fraction of ISC occuring via the CT pathway can be attributed to a
decreased efficiency of the LE pathway, rather than the CT pathway becoming
more efficient in 2M1NN. As the SOCs of the LE pathway are the same size for
2M1NN and 2NN/1NN, the decreased efficiency of the LE pathway in 2M1NN
suggests that the corresponding LE hopping geometries may not be as easily
reached in 2M1NN as in the other NN derivatives.
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5.5 Conclusions from the Dynamics Simulations

The excited-state dynamics of 2NN, 1NN, and 2M1NN have been simulated. All
three NN derivatives displayed a similar relaxation mechanism: after excitation
to the lowest-energy bright SCT(ππ∗) state, the molecules initially undergo IC
on a 100 fs time scale to a SLE(nπ∗) state. The molecules then transfer via ISC
to the triplet manifold on a 1 ps time scale, before they relax via IC to the lowest-
lying triplet state on a IC-typical time scale of 100 fs. For all molecules, two ISC
pathways were found to be operative at room and lower temperatures. In 2NN
and 1NN, the vast majority of ISC events occured via SLE(nπ∗) → TLE(π′π∗)
transitions. A minor fraction of ISC occured from the initially excited SCT(ππ∗)
state to a TLE(nπ∗) state. For 2M1NN, in contrast, the contributions of both
ISC pathways are more balanced, with the SCT(ππ∗) → TLE(nπ∗) pathway
being favored slightly.

Previous experimental studies also found two processes in the beginning of
the excited-state dynamics of the NN derivatives and attributed these processes
to singlet-to-triplet ISC (100 fs) and IC within the triplet manifold (1 ps). This
assignment was likely based on the erroneous assumption that after excitation
to the SCT(ππ∗) state –which is also the S1 state at the FC geometry –the
molecules could not undergo further relaxation dynamics in the singlet manifold,
and had to relax directly to the triplet states. In line with this view, ISC was
considered only to occur via the SCT(ππ∗)→ TLE(nπ∗) pathway. In view of the
present results, the, at best, incomplete picture of the dynamics derived from the
experimental results should be substituted by the mechanism proposed in this
thesis which includes the initial singlet dynamics and multiple ISC pathways.

For 2NN, different initial conditions were tested and their effects on the
excited-state dynamics were investigated. Thereby, it was found that the ISC
rate increases when more vibrational energy is available in the initial condi-
tions. The ISC rates were larger when the dynamics were started from Wigner
ensembles than when they were started from MD ensembles, and the ISC rate
increased further when the Wigner ensembles were sampled at higher tem-
peratures. Furthermore, at T = 500 K, a third ISC pathway described by a
SCT(ρπ∗)→ TCT(ρ′π∗) transition was found to become operative.

Of the different ISC pathways, the SLE(nπ∗)→ TLE(π′π∗) channel possesses
the largest SOCs of ca. 40 cm−1 found for all three NN derivatives. The large
size of these SOCs was suggested to be due to the similar electronic charge
distribution of the SLE(nπ∗) and TLE(π′π∗) states. Comparing the NTOs of
these states, their transition could be described by a simple one electron transfer
from a π′ orbital to an n orbital. Both, π′ and n orbitals are antisymmetrical
combinations of p orbitals located at the oxygen atoms of the nitro group, so
that the π′ → n transfer just corresponds to changing the angular momentum
of one electron. Since this electronic transition takes place entirely in the nitro
group, it is likely a general route of ISC in nitro compounds and it can be key
to the ultrafast ISC observed in many NPAHs. Following this assumption, the
photodynamics of NPAHs can be controlled by the population of the SLE(nπ∗)
state, from which ISC can proceed effortlessly. Clearly, it will be interesting to
see if this model applies also in the study of further NPAH derivatives.
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6 Summary

The experimental study of ultrafast electronic relaxation dynamics in the past
few decades has revealed a number of classes of organic molecules exhibiting
ultrafast ISC. To study the intriguing phenomenon of ultrafast ISC in or-
ganic molecules, this work set out to investigate the excited-state dynamics
of molecules of one of the classes, i.e., nitro aromatic compounds. For this,
non-adiabatic dynamics simulations were performed using the SHARC method
for three nitronaphthalene derivatives. Indeed, ISC was found to be ultrafast
in the simulations, however, not on a ∼ 100 fs time scale as previously pro-
posed in experimental studies, but rather on the time scale of 1 ps. Instead, it
could be demonstrated that the 100 fs fast dynamics correspond to IC dynamics
within the singlet manifold. The dynamics simulations revealed that ISC in the
nitronaphthalene derivatives proceeds mainly via two pathways. By starting
the simulations with different initial conditions, it was shown that the contri-
butions of the different ISC pathways to the total ISC rate are temperature
dependent. The electronic transition of the ISC channel, that is the sole main
pathway in 1NN and 2NN and an important one in 2M1NN, can be described
by a π → n transition which is a charge redistribution localized completely at
the nitro group. Due to the localization of this transition, the corresponding
ISC channel may be a common feature found also in the excited-state dynamics
of other nitro aromatic compounds and may explain the ultrafast character of
the ISC observed in these compounds. In contrast, the electronic transition in
the other channel is described by a n → π transition involving a charge redis-
tribution from the nitro group to the aromatic ring system. If present also in
other nitro aromatic compounds, the efficiency of this transition will depend
more intimately on the aromatic ring system of the individual compounds.

The path of studying excited states of nitro aromatic compounds did pose
quite a few challenges that had to be surmounted, bearing, however, the re-
ward of learning valuable lessons at the end. Thus, in addition to the study of
the excited-state dynamics of the nitronaphthalene derivatives, a second part
of this thesis dealt with vibrational sampling and its effect on the character
of electronically excited states. It was shown in the study of the absorption
spectra of nitrobenzene in gas phase and water that neglecting the effects of
vibrational motion yielded erroneous conclusions on the electronic character of
lowest-energy absorption bands. The pronounced CT character that was found
for the bright states at the FC geometry was quenched to a large extent in the
bright states in the vibrational ensembles, totally changing the characteriza-
tion of these states. Furthermore, the influence of vibrational sampling in the
simulation of the absorption spectrum of 2NN in methanol was investigated,
and the performance of different common vibrational sampling approaches, i.e.,
zero-temperature Wigner sampling and thermal sampling from MD trajectories,
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was evaluated. One main difference between both approaches is the vibrational
energy that is available in the sampling, i.e., the ZPE in Wigner sampling
and the high-temperature limit thermal-energy contribution in MD sampling.
Neither approach really accounts for the correct total energy, that is in fact
the sum of ZPE and the genuine thermal-energy contribution. This thermal-
energy contribution, however, can easily be accounted for in Wigner sampling
by extending the Wigner sampling to the finite-temperature formalism through
considering the population of vibrationally excited states.

The third part of this thesis comprised the evaluation of the performance of
the CASPT2 method in the description of excited states, and the effect that
the IPEA shift can have on the energy of these states. The IPEA shift was
originally introduced to CASPT2 to correct for errors found in calculations
of dissociation energies. The errors were attributed to originate from a gen-
eral underestimation of open-shell electronic states and were supposed to be
present also in the calculation of excited states. This claim, however, could be
rebuked by a large literature survey, FCI/CASPT2 benchmark calculations on
di-/triatomic molecules, and extended CASPT2 benchmark calculations on the
organic molecules of the Thiel set. While it was indeed found that CASPT2
underestimated the excitation energies of the di-/triatomic molecules as well as
the organic molecules of the Thiel set with respect to their FCI results and to
experimental reference data, respectively, this underestimation is smaller than
that expected from the calculation of the dissociation energies. Inclusion of
the IPEA shift leads to larger excitation energies with the size of the energy
shift depending on the size of the system, which, for the organic molecules of
the Thiel set, resulted in a considerable overestimation of the excitation energy.
Furthermore, both the error of CASPT2 and the size of the energy correction of
the IPEA shift were found to depend on the basis set employed in calculation,
thus, calling for a different ideal IPEA shift value for each individual calculation.
Clearly, this is an unconvenient result for the performance of a highly trusted
ab initio method. To alleviate this problem at least for small and medium-sized
organic molecules, the extended CASPT2 benchmark calculations in this thesis
pragamtically suggest the usage of basis sets of double zeta quality while setting
the IPEA shift to zero to profit from error cancellation.

In conclusion, the excited-state dynamics simulations for the nitronaphtha-
lene derivatives provided a detailed picture of the mechanism of ultrafast ISC in
these compounds. Clearly, it will be interesting to find out how well the insights
gained in these simulations apply to the excited-state dynamics of further nitro
aromatic compounds in future work, an effort that will greatly benefit from
the understandings on vibrational sampling and the performance of CASPT2
established in this thesis.
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[97] A. Klamt and G. Schüürmann. COSMO: a new approach to the dielectric
screening in solvents with explicit expressions for the screening energy and
its gradient. J. Chem. Soc. Perkin Trans. 2, pages 799–805, 1993.

[98] D. R. Yarkony. Conical intersections: Their description and consequences.
In W. Domcke, D. R. Yarkony, and H. Köppel, editors, Conical Intersec-
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Ultrafast dynamics in atomic clusters: Analysis and control. PNAS,
103:10594–10599, 2006.
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[158] M. I. S. Röhr, R. Mitrić, and J. Petersen. Vibrationally resolved optical
spectra and ultrafast electronic relaxation dynamics of diamantane. Phys.
Chem. Chem. Phys., 18:8701–8709, 2016.

[159] M. Hillery, R. F. O’Connell, M. O. Scully, and E. P. Wigner. Distribution
functions in physics: Fundamentals. Physics Reports, 106:121–167, 1984.

[160] R. P. Feynman. Simulating physics with computers. Int. J. Theor. Phys.,
21:467–488, 1982.

[161] R. P. Feynman. Negative probability. In B. J. Hiley and F. D. Peat,
editors, Quantum Implications: Essays in Honour of David Bohm, chap-
ter 13. Routledge & Kegan Paul Ltd., 1987.

100



[162] D. Leibfried, T. Pfau, and C. Monroe. Shadows and mirrors: Recon-
structing quantum states of atom motion. Physics Today, 51:22–28, 1998.

[163] M. Schreiber, M. R. Silva-Junior, S. P. A. Sauer, and W. Thiel. Bench-
marks for electronically excited states: CASPT2, CC2, CCSD, and CC3.
J. Chem. Phys,, 128:134110, 2008.

[164] M. J. Frisch, G. W. Trucks, H. B. Schlegel, G. E. Scuseria, M. A. Robb,
J. R. Cheeseman, G. Scalmani, V. Barone, B. Mennucci, G. A. Peters-
son, H. Nakatsuji, M. Caricato, X. Li, H. P. Hratchian, A. F. Izmaylov,
J. Bloino, G. Zheng, J. L. Sonnenberg, M. Hada, M. Ehara, K. Toyota,
R. Fukuda, J. Hasegawa, M. Ishida, T. Nakajima, Y. Honda, O. Kitao,
H. Nakai, T. Vreven, J. A. Montgomery Jr., J. E. Peralta, F. Ogliaro,
M. Bearpark, J. J. Heyd, E. Brothers, K. N. Kudin, V. N. Staroverov,
R. Kobayashi, J. Normand, K. Raghavachari, A. Rendell, J. C. Burant,
S. S. Iyengar, J. Tomasi, M. Cossi, N. Rega, J. M. Millam, M. Klene, J. E.
Knox, J. B. Cross, V. Bakken, C. Adamo, J. Jaramillo, R. Gomperts,
R. E. Stratmann, O. Yazyev, A. J. Austin, R. Cammi, C. Pomelli, J. W.
Ochterski, R. L. Martin, K. Morokuma, V. G. Zakrzewski, G. A. Voth,
P. Salvador, J. J. Dannenberg, S. Dapprich, A. D. Daniels, Ö. Farkas,
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M. Solà, M. Swart, D. Swerhone, G. te Velde, P. Vernooijs, L. Versluis,
L. Visscher, O. Visser, F. Wang, T. A. Wesolowski, E. M. van Wezen-
beek, G. Wiesenekker, S. K . Wolff, T. K. Woo, and A. L. Yakovlev.
ADF2016, SCM, Theoretical Chemistry, Vrije Universiteit, Amsterdam,
The Netherlands, http://www.scm.com, 2016.

[242] M. Barbatti, G. Grannuci, M. Persico, M. Ruckenbauer, M. Vazdar,
M. Eckert-Maksić, and H. Lischka. The on-the-fly surface-hopping pro-
gram system NEWTON-X: Application to ab initio simulation of the
nonadiabatic photodynamics of benchmark systems. J. Photochem. Pho-
tobiol. A, 190:228–240, 2007.

107



[243] J. P. Zobel, J. J. Nogueira, and L. González. The mechanism of ultrafast
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Quenching of Charge Transfer in Nitrobenzene Induced by Vibrational
Motion.
J. Phys. Chem. Lett., 6, 3006–3001 (2015).
http://dx.doi.org/10.1021/acs.jpclett5b00990

2. J. Patrick Zobel, Juan J. Nogueira, and Leticia González.
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Antonio Mota, Dr. Aurora Muñoz-Losa, Dr. Nicolas Ramos, Dr.
Clemens Rauer, Dr. Martin Richter, Trini Romay-Piñeiro, Dr. Ste-
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in CASPT2. Chem. Sci., 8, 1482–1499 (2017).

2015 4. J. P. Zobel, J. J. Nogueira and L. González: Quenching of Char-
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