
 
 

 

DISSERTATION / DOCTORAL THESIS 

Titel der Dissertation / Title of the Doctoral Thesis 

Diffusion modeling of language shift in Austria(-Hungary) 

 

verfasst von / submitted by 

Katharina Prochazka, BA BSc MA MSc 
 

angestrebter akademischer Grad / in partial fulfilment of the requirements for the degree of 

Doktorin der Naturwissenschaften (Dr. rer. nat.) 
 

Wien, 2019 / Vienna 2019  

Studienkennzahl lt. Studienblatt / 
degree programme code as it appears on the student 
record sheet: 

A 796 605 411 

Dissertationsgebiet  lt. Studienblatt / 
field of study as it appears on the student record sheet: 

Physik 

Betreut von / Supervisor: 

 

 

emer. o. Univ.-Prof. Dr. Gero Vogl 

Mag. Dr. Manfred Michael Glauninger, Privatdoz. 

Univ.-Prof. Mag. Dr. Christoph Dellago 

 





List of publications 7

A note on names 9

1 Introduction: Now you use a language, now you don’t 11
1.1 Research directions/paradigms/traditions . . . . . . . . . . . . 13
1.2 Aims of this thesis . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.3 Structure of this thesis / Road map to the contents . . . . . . . . 16

2 Motivation and background 18
2.1 Linguistics: Why do people shift their language? . . . . . . . . . 18
2.2 Physics: Can we use physics in linguistic research? . . . . . . . . 23
2.3 The analogy between diffusion of matter and of languages:

Are languages like atoms? . . . . . . . . . . . . . . . . . . . . . 25

3 Methods: Modeling language shift / How do we use physics
in (this) linguistic research? 29
3.1 Mathematical models as a tool . . . . . . . . . . . . . . . . . . . 29
3.2 Modeling language shift as a physicist . . . . . . . . . . . . . . . 30

3.2.1 Models of physical diffusion . . . . . . . . . . . . . . . . 31
3.2.2 Models of language spread/shift . . . . . . . . . . . . . . 32

Reaction-diffusion equations . . . . . . . . . . . . . . . . 32
Agent-based models and cellular automata . . . . . . . . 34

3.3 The atoms of language . . . . . . . . . . . . . . . . . . . . . . . 35
3.4 Incorporating social and psychological influence factors . . . . . 36

4 Data material 39
4.1 Methods of collecting data on language use . . . . . . . . . . . . 40

4.1.1 Censuses . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.1.2 Non-governmental surveys . . . . . . . . . . . . . . . . 41
4.1.3 Other statistics on language use . . . . . . . . . . . . . . 42

4.2 Limits on the informative value of language surveys . . . . . . . 42
4.2.1 What is being counted? . . . . . . . . . . . . . . . . . . 42
4.2.2 Who asks? . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2.3 What do the results tell us? . . . . . . . . . . . . . . . . 44

4.3 Legal provisions in connection with language surveys . . . . . . 44
4.4 Mixing language and ethnicity in surveys . . . . . . . . . . . . . 46
4.5 Criticism of language surveys by minorities . . . . . . . . . . . . 48
4.6 Data on language use in this thesis . . . . . . . . . . . . . . . . . 49

3



5 The lab: Language contact in Austria(-Hungary) 53

6 Comparative data evaluation: What consequences do
local conditions have for modeling? 56
6.1 Historical background: multilingual Austria-Hungary /

Setting the data in context . . . . . . . . . . . . . . . . . . . . . 56
6.2 Influence of language policy . . . . . . . . . . . . . . . . . . . . 61
6.3 Influence of settlement and population structure . . . . . . . . . 64

7 Situation I: Slovenian–German in Carinthia 69
7.1 Historical background . . . . . . . . . . . . . . . . . . . . . . . 69
7.2 Preparing the data . . . . . . . . . . . . . . . . . . . . . . . . . 71
7.3 Macroscopic view: The language border . . . . . . . . . . . . . 73
7.4 Microscopic view: Grid cells and cellular automata . . . . . . . 79

7.4.1 Judging the model: Simulation and evaluation procedure 83
Reliability of the model per category . . . . . . . . . . . . 85
Total number of Slovenian speakers . . . . . . . . . . . . 88
Deviation of simulated data from census data over space . 89

7.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
Language shift in the period 1880–1910 . . . . . . . . . . 89
Extension of the model through habitat parameters . . . . 92
Urban centers . . . . . . . . . . . . . . . . . . . . . . . . 92
Bilingual schools . . . . . . . . . . . . . . . . . . . . . . 93
Parishes . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
Language shift in the period 1971–2001 . . . . . . . . . . 93
Local differences in the language diffusivities . . . . . . . . 95

7.4.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.5 Preliminary conclusion . . . . . . . . . . . . . . . . . . . . . . . 97

8 Situation II: German–Hungarian in southern Hungary 100
8.1 Historical background . . . . . . . . . . . . . . . . . . . . . . . 100
8.2 Preparing the data . . . . . . . . . . . . . . . . . . . . . . . . . 103
8.3 Applying the microscopic language shift model . . . . . . . . . . 105

9 Discussion: On different language shift situations
andmodels thereof 111

10 At the end: Summary, lessons learned and outlook 115

Interactive maps 122

4



Sources and references 123

List of figures 140

List of tables 143

Acknowledgements 144

English abstract 147

Deutsche Zusammenfassung 148

5





List of publications

This thesis is based on the following papers and manuscripts:

[1] Prochazka, Katharina/Vogl, Gero (2017): Quantifying the driving factors for language shift
in a bilingual region. Proceedings of the National Academy of Sciences 114 (17): 4365–4369.

[2] Prochazka, Katharina/Vogl, Gero (2018): Are languages like atoms? On modelling language
spread as a physicist. Glottotheory 9 (1): 77–88.

[3] Prochazka, Katharina (2018): Minderheitensprachen zählen! Über Sprachzählungen und
Minderheiten(-sprachen). Wiener Linguistische Gazette 83: 1–26.

[4] Prochazka, Katharina (in print): Sprachwechsel in Südkärnten: Quantitative Beschreibung
und Modellierung als Diffusionsprozess. In: Bülow, Lars/Fischer, Ann-Kathrin/Herbert,
Kristina (eds.), Dimensionen des sprachlichen Raums: Variation –Mehrsprachigkeit – Konzep-
tualisierung. Wien: Peter Lang.

As the first or sole author of these publications, I was responsible for designing research, collect-
ing and analyzing data, performing computer simulations and writing manuscripts. Publications
[1] and [2] were co-written with Gero Vogl who advised the project throughout and provided
input at all stages.

Verbatim quotation of passages is indicated at the beginning of the respective section. Numbering
of headings, figures, equations and tables has been adapted in quoted passages.

7





A note on names

As we are dealing with language contact, i. e. multiple language on the same territory, most of the
places mentioned in this thesis have distinct names in multiple languages. The German Klagen-
furt is Celovec in Slovenian, the Hungarian Pécs is Fünfkirchen in German and so on. Throughout
this thesis, I use the English versions of place names (e. g. “Carinthia” instead of “Kärnten” or
“Koroška”)—and in many cases, especially for smaller villages, these correspond to the equivalent
in the majority language (German or Hungarian), which is unfortunate considering the topic at
hand. I have therefore generally included the name in both languages wherever this is the case.

*

There is much debate on what the “correct” term in English is: “Slovene” or “Slovenian”. The
convention I am using is this:
– I use “Slovenian” when referring to the language (Slovenščina) and its dialects, regardless

of whether the language/dialect is spoken on the territory of today’s Republic of Slovenia
(Republika Slovenija) or not. I see no benefit in making a further distinction for this research
project which is concerned with the Slovenian language in Carinthia, outside of Slovenia (and
the data used does not differentiate between its dialects anyhow).

– When referring to people, I take “Slovenian” to be anyone living in or having the national-
ity of the Republic of Slovenia, regardless of their ethnic background or self-identification.
“Slovene” refers to the ethnic group of Slavic origin whose members do not necessarily live
on the territory of Slovenia—and do not necessarily use the Slovenian language for all of their
communication. (Obviously, any classification of people according to categories which have
a subjective component such as ethnicity is fraught with difficulties, so this is more a loose
working definition than an exact anthropological one.) The ethnic group of people in Carinthia
is consequently designated “Carinthian Slovenes” or “Slovene minority”.

*

The ethnic group in Hungary primarily descended from German-speaking settlers (see sec-
tion 8.1) is alternatively referred to as “Hungarian Germans”, “German Hungarians”, or “Danube
Swabians” in English texts (with slight nuances in interpretation). In accordance with the self-
designation in German, Ungarndeutsche, I use the term “Hungarian Germans”, which is a direct
translation. Again, Hungarian Germans can have varying levels of actual German language use.
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1 Introduction: Now you use a language, now you don’t

Imagine you are a physicist working in materials science, studying the way material things move.
Now imagine asking yourself if immaterial things move the same way, if language behaves similar
to atoms and particles.

*

Imagine you use a language in your everyday life (which you probably do already). Now imagine
you gradually stop using this language, and start using another language.

Of course, it might not only be you who stops using this language. On a large scale, the result
of such a language shift might look like figure 1, where we see the percentage of people using
Slovenian in everyday life according to the Austrian census, in 1880 and 2001. The lighter the
color, the fewer people use Slovenian. Comparing both figures, the difference is clearly visible; it
seems that people have shifted from one language to another on a level far beyond one individual
person.

1880 2001

% Slovenian
>0% 25% 50% 100%75%

0% = white

Figure 1: Percentage of “Slovenian” in census results in southern Carinthia, Austria

This, then, is what this thesis is about: Why do these changes in language use happen? Why do
people stop using a language? In other words, how do we get from the left to the right picture in
figure 1?

Languages are seen by many people as a central part of culture and important for their identity
(even if the connection of identity with language is highly individual and takes many forms).
Changes in language use can therefore have far-reaching consequences, so there is an interest
to understand the process of people changing their language. There are many ways to answer the
underlying question (why are some languages being used less and less?) and a number of previous
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1 INTRODUCTION

(mostly linguistic) studies have looked into why people change their language. However, few
large-scale studies following changes in language use over many years and over a large space exist.
I have therefore chosen an alternate path: using physics to study language shift on a large scale
over time and space. Why physics? Physics and physical (mathematical) models provide a way
to handle a large amount of data and uncover general trends by looking at the bigger picture.
Using physics to explore a linguistic research question opens up new ways of looking at existing
data which ultimately may help us understand language shift better—and why people stop using
a language. It can also give us a better idea on how methods from physics can be applied in other
disciplines. The problem is therefore not only a linguistics problem, but just as much a physics
problem.

Within this thesis, I develop a mathematical model for language shift to identify the factors
driving changes in language use. The model is tested by taking a closer look at two cases of
language shift in two specific language contact situations. Language contact situations are
situations somewhere in the world—in this case, in Austria and Hungary—where multiple
languages and language varieties are being used at the same time in the same place. The different
languages and their speakers interact and influence each other over time. This influence can
mean that a language’s system changes (e. g. new linguistic forms emerge through borrowing,
words are transferred from one language to the other and so on), that new languages are created
or that people ultimately stop using one language, as in language shift.1 It is language shift which
will be the focus of the research presented in the following.

Up to this point I have written about “language” and “languages” as if both were clearly defined
objects by which we all understand the same thing. It will not surprise that this is not the case;
that “language” means different things to different people. In research based on empirical data
such as this study, the concept of language is construed by the data used: whatever is recorded
as “a language” in the data set is a language for the purpose of modeling. In the case of language
shift research, it is implied that we work with different languages (rather than different varieties
of one language). If I talk about “language use”, then this is restricted to “use of which language”,
i. e. the use of one language, not how one language and its inner parts or structures are used.
Similarly, “people changing their language (use)” refers to people starting use of a different
language (shifting from one language to another) rather than people changing a language from
within (or changing features such as pronunciation or syntax of one language).

1 As noted in section 2.1, the process of “stopping use of one language in favor of another” is more complex than
presented in this brief introduction.
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Research directions/paradigms/traditions

1.1 Research directions/paradigms/traditions

Using physics to study language shift classifies this project as an interdisciplinary one merging
linguistics and physics, or more broadly humanities/social sciences2 and natural sciences.

Interdisciplinary (sometimes also called transdisciplinary, crossdisciplinary, multidisci-
plinary, …) research can mean different things: Either simply using research methods from one
field to explore questions of another field, or combining techniques from two or more fields to
answer a question which is beyond the scope of one field. Interdisciplinary research approaches
uncover new possibilities, provide new tools and create new insights. And of course, it can
create new problems, both in the sense of “new questions to answer” as well as in “obstacles
and complications”.

Interdisciplinary research does not only mean negotiation of differing stylistic conventions
and separate “research cultures” , it can also mean different research paradigms.3 Physics as a
discipline is based in the quantitative research tradition, where things are measured and labeled
and put into numbers. More specifically, it employs mathematical tools to evaluate data collected
from empirical observations and tries to generalize the results into laws which are expressed
as equations. Physics is therefore often seen as an exact science, notwithstanding the fact that
measurements can only be as exact as the measurement uncertainty and that physical laws are
only true until they are falsified.

Linguistics draws from both quantitative and qualitative research methods [6; 7], depending
on the sub-field and the research question–nowadays, both approaches are usually combined
to cross-check results (triangulation). Qualitative research includes not only data collection or
empirical observations, but also the personal interpretation and discussion of these data sets by
the researcher in non-statistical ways—which means the sample size is typically smaller than in
quantitative research.4 In contrast to qualitative methods, the data need not be collected in a

2 There is some debate as to whether linguistics as a discipline is part of the humanities or rather a social science.
Depending on the sub-field and the concept of “language” used, the classification is nearer to one or the other. In the
case of language shift and sociolinguistics (language in society), the discipline might be seen as more of a social science.
Some sub-fields of linguistics e. g. neurolinguistics (the study of language mechanisms in the brain) have close ties to
the natural sciences as well.

3 There has long been debate on how science is performed across different fields and especially on the divide
between the humanities and the natural sciences, see e. g. [5].

4 Strictly speaking, “quantitative” may be taken to mean: anything which can be measured and put into numbers
i. e. which does not rely only on introspection inaccessible to the researcher. In this sense, a survey of ten people
about their mother tongue also counts as quantitative research (though a physicist might beg to differ). However, a
sample this small cannot in good conscience be used to draw statistical conclusions. “Quantitative” therefore usually
implies a larger amount of data involved than in qualitative research. This is also the way I will be using the term
“quantitative”: involving a large amount of data. For practical reasons, the sample size even in quantitative linguistic
studies is still much smaller than the number of atoms in e. g. 1 mole of matter (approximately 6·1023 atoms).
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1 INTRODUCTION

systematic manner (e. g. by conducting an experiment). Data collection can also be guided by
the research subject e. g. in unstructured interviews. This is important because studying certain
aspects of language is tricky: Many concepts cannot be readily accessed or measured and resist
quantification. We cannot climb into people’s heads and extract the one feature of language we
are interested in, especially when it is an attitude to a particular way of speaking or a subconscious
rule to produce acceptable linguistic output.5 Qualitative approaches to the study of language
therefore play an important role in linguistic research.

On the other hand, many branches of linguistics look at language from a quantitative perspec-
tive. Efforts to quantify linguistic concepts by introducing a rigorous mathematical framework
have been made in different sub-disciplines, most notably in semantics and generative syntax.
Quantitative linguistics tries to find the underlying rules for language use which can be formu-
lated mathematically (e. g. the empirical Zipf ’s law describing the frequency of words). Di-
alectometry measures the linguistic distance between different language varieties and correlates
it with other factors such as geographical distance. Quantitative studies of language variation
were pioneered in the 1960s by William Labov who is generally regarded as the founder of
sociolinguistics. Labov was one of the first to collect linguistic data on a large scale by making
rapid and anonymous observations.6 In doing so, he was able to correlate phonological variables
(pronunciation) with social status [9]. The emergence of computers and their processing power
has spawned new sub-disciplines like computational linguistics which model e. g. language
learning. Even so, it is difficult to say whether it is possible to establish linguistic laws which
have the same properties as physical laws (being stable, universal, expressible in an equation).

Unsurprisingly, both qualitative and quantitative research methods have advantages and disad-
vantages. Coming back to the topic of this thesis: A qualitative approach is able to characterize
language shift in a small region precisely and take into account the inner subjective perspective of
the speakers. At the same time, it means a sizable amount of fieldwork and is thus limited in time
and space. A quantitative approach is able to recognize trends in the bigger picture and uncover
more general rules underlying language shift—but it may mean that the development in some
settlements is described less accurately.

In other words: Quantitative research gives us a close-up but narrow view, quantitative re-
search gives us a wide but distant view. Both are necessary for a complete picture. Using physics
to explore a linguistic research question is therefore intended not to replace existing linguistic
methods, but rather to complement them.

5 Take the concept of “word”: Each of us knows what a word is, yet there is no agreed-upon scientific all-
encompassing definition [8].

6 Labov recognized that people adapt their language based on the social situation, making the prevalent tape-
recorder interview a poor choice to gain a complete understanding of a person’s speech.
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Aims of this thesis

1.2 Aims of this thesis

The goal of this thesis is to model linguistic processes, namely language shift in Austria(-Hungary)
over time and space. The development of such a model based on methods from physics as
well as new possibilities and pitfalls of this approach will be presented within this thesis. In
applying physical models to linguistics, the project brings together two different perspectives
and thus opens up new opportunities in physical research on spread phenomena and quantitative
linguistic research.

It should be pointed out that the aim is not to study language evolution (as in: evolution and
change of one specific language system e. g. German) or to contribute to dialectological research
(because the thesis does not focus on one language and its dialects but on several different
languages and their geographic distribution). It is, however, a contribution to the sociolinguistic
(historical) study of languages in Austria and Hungary.

In contrast to existing sociolinguistic studies of language contact situations in Austria and
Hungary, the thesis also does not directly investigate the social impact of language shift and the
way social parameters influence variation of one language (intralanguage variation). Rather, it
studies language shift as a large-scale phenomenon using methods from the natural sciences to
get a complete overview of past (and possibly future) spatio-temporal development.

The primary scientific aim of the thesis is this:
– development of a microscopic7 mathematical model for language use and its change over

time and space as language shift
– in different language contact situations in Austria(-Hungary)
– based on methods from physics

The aim described above leads to two central questions:
– How can language shift be described bymathematical-physical models?

By trying to answer this question, we test the applicability of mathematical approaches to
linguistic research and the limits of quantifying social processes.

– Why do people change their language, what are the factors influencing language shift?
Answers to this question not only help us understand the process of language shift better,
but may also impact language documentation and preservation efforts (and more generally
the promotion of multilingualism).

At some point, it is desirable for a model to be tested on data—or even to simply create hypotheses
based on data for implementation in the model. In this case, this meant working with large-
scale data on language use which was digitized and evaluated in detail for two language contact

7 “Microscopic” here means on the basis of the smallest population units: Towns, villages and hamlets are the
starting point for modeling.
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1 INTRODUCTION

situations before being used for model testing. Model testing with empirical data is crucial, as it
ensures that both the applicability and validity of the new model can be examined. However,
empirical data on language as used in this thesis are quite different from data obtained from
physics experiments, and historical data even more so:
– When it comes to asking a person what language they use, we are mostly reliant on their an-

swer, not on a piece of equipment which gives an “objective” reading (within the measurement
uncertainty).8

– We cannot go back in time to create more data, or different data as in a physics experiment
which might be repeated under different conditions.

From this, it follows that linguistic data cannot and should not be treated the same as data on phys-
ical processes by simply applying the same types of model. The development of a mathematical
model for language shift will therefore be explored on two layers:

– the physical layer, where a large amount of empirical data on language use is treated as
“objective” and processed: How do we best model the data? How can we define linguistic
concepts formally using mathematics? Is it possible to make predictions about language
shift in the future, just like we can calculate probabilities for the movement of an atom?
Which factors influence language shift and how much?

– the linguistic layer, where the context of the data is taken into account: What does it mean
when someone states that they use one language or another? How do these statements
change and what factors influence them? In other words, what can a mathematical model
actually tell us about language use and language shift?

1.3 Structure of this thesis / Roadmap to the contents

This thesis is structured as follows:
The idea is to go from general aspects to specific examples, in that I will first give a background

and motivation for the problem posed in this thesis from two sides, the linguistics and the physics
side, in section 2. This section gives an overview over the linguistic background and terminology
of language shift before going on to discuss analogies between physics and linguistics, between
languages and atoms.

In section 3, the methods of this thesis are established: the concept of mathematical modeling
as a tool is presented, and classes of mathematical/physical models applicable to language shift
are examined. As we are primarily interested in building a model based on empirical data, the
next section, section 4, considers available data sources and the manifold ways of asking people

8 Certain features of language can be “objectified” more easily than others. For example, differences in pronunci-
ation (phonetic variation) can be recorded and the sound waves can be evaluated by their physical characteristics.
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Structure of this thesis / Roadmap to the contents

about their language as well as the consequences involved. This section also introduces the data
used for modeling, the Austro-Hungarian (and Austrian and Hungarian) census.

Section 5 sets the scene and historical background for the “laboratory” used in this thesis, two
language contact situations in Austria-Hungary and today’s Austria and Hungary. We perform
a comparative data evaluation in section 6 to explore the consequences of local circumstances
for mathematical models of language shift. In this section, we compare the data with regard to
two factors: (1) language policy & (2) settlement and population structure. We then go on to
the actual modeling, first for Slovenian–German in Carinthia in section 7. After a brief historical
background, we first consider a macroscopic (large-scale) approach to language shift—which is
found to be inadequate—before we try a microscopic (small-scale) modeling approach which
looks at individual cities. Data preparation is described in this section as well as the actual step-
by-step model creation. Results of the modeling procedure are presented and discussed.

In the next part, section 8, the model developed for Carinthia is applied to another language
shift situation, German–Hungarian in southern Hungary. Again a brief historical background is
given, then the data preparation and modeling procedure are briefly reviewed before presenting
results. Section 9 discusses the results obtained from modeling both situations, different language
shift situations and what these differences mean for modeling. As a conclusion of this work,
section 10 gives a complete summary of everything covered and connects the results back to
the research questions posed.

17



2 Motivation and background

People are constantly changing their language: Depending on who we talk to when and about
what topic, we use different languages, different varieties, different registers9. However, this
language use itself can change. In extreme cases, we might even completely stop using a particular
language—we shift our language. How does this happen? Why do people shift their language?

This central question can be examined from various points of view. From the linguistic point
of view, language shift may be considered in connection with influencing factors such as speaker
numbers, or as language shift in connection with the social networks of speakers. On the other
hand, we might look at this problem as an opportunity for developing a new research method.
We can try to see if we can find an answer by working with approaches which are successfully
employed in other disciplines (in this case, physics). In this context, we are using a situation of
language shift as our laboratory to test the new method.

Consequently, there are two motivations in studying changes in language use the way it is
presented in this thesis: trying to answer the question “why do people shift their language?” itself
(or rather: “how do statements about language use change over time and space?”), and seeing if
methods from physics can be used in linguistic research and how.

2.1 Linguistics: Why do people shift their language?

Language is an important part of human communication and plays a central role in shaping hu-
man cognition. As a system, languages in the world are both heterogeneous and dynamic: They
co-exist in a number of shapes and forms, and all of them are continually under transformation.
An interesting question in such a situation of abundant variation is now not only why and when
which language is used, but also the opposite: why a certain language is no longer used.

The study of changes in language use such as in language shift deals with two questions that
are closely related:
(1) Description of the process: When and where does the language use change?
(2) Analysis: What led to this process?

9 “Variety” is a catch-all term for any language variation, e. g. geographic variation or variation by sex/gender.
“Register” is a term for a functional variety of language, used in a certain context at a certain time. In other words,
register is determined by the situational context (what the person is doing), not by a person’s background (who
the person is) [10]. Examples of different registers are legal English (“legalese”), or the language used in religious
ceremonies, or any kind of discipline-specific technical language. Registers typically vary depending on the formality
of the situation.

18



Linguistics: Why do people shift their language?

A wide array of terminology is available for the description of changing language use. The terms
differ in which aspect of language as a dynamic system they emphasize and how “language” is
conceptualized (see also section 4).

Language change Language change is the general term for change within a language, that is,
changes in a language’s vocabulary, syntax (grammar), morphology, etc.
Language shift Language shift on the other hand is defined as the (mostly permanent) change
from one (single) language to another by a speaker [11]: “the change from the habitual use of
one language to that of another” [12, p. 68]. This process happens progressively and individually,
for one person, but over time also collectively, for a society which gradually changes its language
use. Studies of language shift typically examine the shift from one language to another   rather than
from one variety of a language to another variety of the same language.10 Language shift usually
happens in a language contact situation, a situation where two or more languages (or varieties
of a language) are used at the same time and place (in contact with each other) and thus interact
with each other.11

In some cases, language shift can occur when a new language is introduced forcefully to an area
where it had not been used before, i. e. language shift as a consequence of language contact when
there previously was none, as in colonialism. More generally, language shift is not something
that necessarily “just happens”, it can also be accelerated when one language (as well as the
people using that language) is systematically disadvantaged or not granted legal rights to using
that language. Speakers then do not merely change their language use, they actively (have to)
give up their previous language. Language shift can therefore have wide-reaching consequences.
For many people, language is seen as an important part of their culture and identity (although the
interplay between language and identity is complex, see [15]). Changes in language use might
therefore affect their own identity as well as their linguistic abilities and knowledge.

Both language change and language shift look at changes mostly from a speaker’s perspective
(the speaker’s use of a language is changed or the speaker actively changes their use). It is also

10 The distinction between “language” and “variety of a single language” is notoriously difficult [13], since there
is ultimately no clear line to draw. However, in some cases the distinction is clear, especially when it comes to
languages   from different language families that are not mutually intelligible. This situation applies to the cases studied
in this thesis: Slovenian and German in southern Carinthia coexist in the same geographical area and are influenced
by language contact [14], but are distinguishable as two different languages   and not varieties of a single language
(although they are of course varieties of two different languages). The same holds true for the second case study
of German and Hungarian in Hungary, which are again languages from different language families and cannot be
mutually understood.

11 Language shift is not the only possible outcome in a language contact situation. Language contact can similarly
lead to language change in various ways. See [muysken] for an overview of the different possible scenarios.
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2 MOTIVATION AND BACKGROUND

possible to look at changing language use from a perspective which does not focus on the speakers
but rather the language(s) itself, and the sociological processes influencing language use [16].

Language dynamics Language dynamics is a general term for the way different languages or
speakers of the same language interact and by which factors this interaction is driven.
Language spread Language spread looks at how the space where a language is used changes, i. e.
at the interplay of language and space in the widest sense.12 If a language spreads, then the area
where it is used becomes larger. “Area” and “space” here do not necessarily refer to geographical
space, they can also mean domains of language use such as home, work, etc. [19] or social space
[20]. Spread of a language across space(s) in turn means that a larger and larger part of a speaker
community starts to adopt a certain language.

No matter which terminology is used, the process of changing language use is not an absolute,
abrupt change. It is a gradual change which might start with changing the language in one area
of use, then in another—or only in one area of use.13 This means that after a language shift, the
original language might still be used for one communicative function e. g. for communication
within the family. Even when a language A is completely replaced by a language B, speakers tend
to go through intermediate stages (following the speaker classification by Haugen [23, p. 370]):

A > A/b > A/B > a/B > B (1)

where A,B denotes the primary use and a,b the secondary use of that language.
As a final consequence, language shift/spread can lead to a language no longer being actively

used at all, by no-one. Languages affected by this are often metaphorically called “endangered
languages” which should be saved before they succumb to language death (without going into
detail here on when a language can be considered extinct/dead, see [24]). Likewise, the “vitality”
of languages can be quantified and classified on scales (e. g. [25; 26]) and language maintenance
efforts can be made to prevent language loss and even revive languages [11]. There can also
be language competition and much more (see [27, p. 9f ] for an overview). In these metaphors,
language is presented as a living organism [28; 29]—but it should not be forgotten that language
is only possible through speakers and it is these speakers who do something, not the language
“by itself ”.

12 See also [17; 18] for a more general overview of language and space.

13 This follows a view of multilingualism and language learning where speakers do not alternate between two
separate, “complete”, enclosed languages, but rather mix and match parts from both languages for different functions.
The different languages of a multilingual person then do not form separate systems which are combined without in-
fluencing each other, but instead they form one integrated system (individual multilingualism as “multi-competence”,
see [21; 22]).
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Linguistics: Why do people shift their language?

Many—though not all—endangered languages are languages which have a small number of
speakers or can be disadvantaged in the places where they are used. They are then regarded
as “minority languages”. Language shift is therefore associated with the discourse on minorities
in general. “Minority” as a definition has many aspects (see e. g. [30, p. 32–33] and [31]) and is
characterized by one group being unequal to another group. The minority group differs from
the majority group in one or more features, e. g. in the number of speakers or the rights granted
to the speakers. The latter also indicates inequality as a characteristic of the minority: minority
languages are frequently lower in the societal hierarchy than the majority language and have less
“power”, less prestige and/or fewer speakers.

Minority languages are often associated with a minority group—these are mostly cultural or
ethnic minority groups (“Volksgruppen” in German, see [30, p. 26–29]). Such minority groups
can be found in many countries and are often protected by law. Legal protection is sometimes
dependent on numerical thresholds (a certain number of minority group members must exist for
rights to be granted) which are drawn from the results of language surveys (sections 4.1 and 4.3).

So, what drives language shift? Multiple possible explanations have been identified in the
literature e. g. [32, p. 60–62]; [25–27; 33; 34]: differences in languages’ prestige, lack of interac-
tion with other speakers of the same language, economic reasons, language policy, demographic
factors (village size, rural depopulation, …) as well as the ecological context (ecolinguistics)14 and
many more. A more detailed overview of factors influencing language shift is given in table 1.

Additionally, different mechanisms which influence language shift or more generally language
change15 have been proposed [40–44]: leveling, wave theory and the gravity model. Leveling
refers to “the reduction or attrition of marked variants” [40, p. 98] (emphasis in original), i. e.
the reduction of unusual minority forms. Wave theory assumes that the spread of linguistic
features happens in waves from one culturally dominant center of innovation (first demonstrated
by Schmidt in 1872 [45]). According to Bloomfield [46], this spread primarily happens where
the communication density is strongest because it happens through contact between individuals.
The gravity model (also termed cascade [47] or hierarchical model) is an extension of Bloomfield’s
observation. In the simplest form, it proposes that the interaction Mij between two settlements
i,j depends on their distance dij and population sizes Pi,Pj [34]:

Mij =
Pi · Pj

(dij)2 (2)

14 Ecolinguistics/ecological linguistics studies how language use is shaped not only by social context (speaker
community, speaker numbers, etc.) but also the ecological circumstances such as the physical environment [35]. See
e. g. [36–39].

15 We can view language shift as a case of language change, where it is a “comprehensive” behavior (use of a language
that was not used previously) that spreads rather than a change in an existing system (use of a linguistic feature within
one language that was not used previously).
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2 MOTIVATION AND BACKGROUND

geographical area in which a language is used

isolation of the community

number/percentage of speakers in the population

marriage patterns

settlement structure: rural or urban

community structure (living closely together or dispersed)

possibility of employment in the place of residence

migration

correlation of social status with language use

group identity and its ties to that language

availability of educational, cultural and religious opportunities in a language

availability of material for language teaching and literature

quality of documentation of a language

level of standardization of a language

writing system, compatibility with new technology e. g. the internet

institutional support

official status, legal policies

prestige of a language (within its own community and other communities)

interaction with speakers of the same language

interaction with speakers of other languages, language contact

mass media

Table 1: A non-exhaustive overview of factors influencing language use and possibly lead-
ing to language shift (based on [32, p. 60–62]; [25–27; 33; 34])
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Physics: Can we use physics in linguistic research?

The equation for interaction is inspired by Newton’s theory of gravitation, where the force of
attraction F between two masses mi,mj depends on their product and the squared distance (dij)2

between them, multiplied by the gravitational constant G:

F = G ·
mi ·mj

(dij)2 (3)

The interactionMij resulting from equation (2) is an index score which can be used to compare be-
tween different settlements of different sizes rather than an absolute judgment. Communication
decreases with higher (physical) distance and increases with higher population size.16 Increased
contact between individuals leads to language change, so language change should start in bigger
cities (i. e. from several centers rather than only one) and gradually spread to smaller towns.
Accordingly, each town has a sphere of influence for propagating language change. The model
is then extended [34] to include linguistic factors such as linguistic similarity and to measure the
influence of one center on another (rather than the interaction between them).

Starting from scratch and creating hypotheses on what influences language use and language
shift is therefore not the hard part in building a mathematical model for language shift, because
this knowledge is well established from previous studies. The challenge is rather to identify which
factors play a role in a given language contact situation, and to incorporate these into the model
by quantifying their influence.

2.2 Physics: Can we use physics in linguistic research?

Physics at its core is the study of matter in all its forms. To do so, there is a wealth of approaches,
theoretical and experimental (and nowadays even computational). Many of these approaches
have been adopted by other disciplines, leading to the emergence of interdisciplinary research
fields: biophysics, chemical physics, geophysics, astrophysics and so on. Most of these fields still
study matter in some way, but the use of physical methods is not restricted to the study of material
things. Apart from the connection of physics with philosophy in some fields (quantum physics
in particular), there is the branch of social physics (sociophysics) which uses tools inspired by
physics to study human behavior e. g. voting in elections or marital interaction (divorce and
marriage repair) [48]. Social physics in turn has close ties to computer science and information
theory. Social physics can be seen as part of a larger research effort concerned with understand-
ing all kinds of social phenomena, one of which is language.

16 While this was certainly true when the gravity model was introduced by Trudgill in 1974, the rise of the internet,
video chat, text messaging, etc. allows speakers to easily keep in contact even if they are geographically separated.
“Distance” thus cannot be taken to mean only physical distance anymore.
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2 MOTIVATION AND BACKGROUND

Physicists looking at language [49] is not a new phenomenon, and neither is the other way
around: linguists looking at physics. Many linguistic theories draw motivation from physical (or
chemical, depending on how we look at it) concepts, some of which are:
– Coherence and cohesion in text linguistics. Linguistic coherence refers to what makes a text

meaningful e. g. logical/thematic structure. For a text to be coherent, the sentences must
have logical organization and semantic continuity. Similarly, physical coherence refers to wave
sources which have the same frequency/wavelength and a constant phase difference, making
it possible for them to interfere.
Linguistic cohesion on the other hand refers to what holds a text together on its surface, i. e.
linking words between sentences whereas cohesion in chemistry and physics refers to the
attractive forces between particles of a substance which makes them stick together.

– Verb valence. Valence is the number of arguments needed for a verb to form a grammatical
sentence, i. e. the number of arguments which can be “bound” to a verb. For example, “to love”
needs two arguments (I love words) and therefore has valence two. This concept is inspired by
valence in physics/chemistry, i. e. the number of hydrogen atoms which can be bound to an
atom.

– The theory of language dynamics, which is explicitly motivated by classical mechanics and
dynamics in physics. Just like dynamics is the science of forces and influences responsible for
motion of physical objects, language dynamics is intended to be the science of influences on
ever-changing language which is constantly “in motion” [50, p. 20].

– Glottochronology which seeks to uncover genetic relations between languages by assuming
that the base vocabulary in a language “decays” (is replaced by other words) over time, as do
atoms in radioactive decay.

Another analogy that comes to mind concerning language shift is one central to this thesis: that of
diffusion. Diffusion in physics means the movement of particles as well as the transport of matter
through this movement. This movement is studied over time and space. It can be measured
experimentally and simulated using mathematical models implemented on the computer (see
e. g. [51] for an overview and section 2.3 below where modeling of physical diffusion is discussed
more in detail and in relation to linguistics).

“Diffusion” in the broader sense as “the spread of something” can be found in many fields,
sometimes under the term “interdisciplinary diffusion”. Models of physical diffusion have been
successfully applied in biology and medicine, for example to evaluate the spread of diseases,
genetic markers or invasive species (and assess the effectiveness of management strategies to
control them), or to follow the path of animals searching for food [48; 52–58]. Not all diffusion
theories concern material things: Models on the diffusion of innovations aim to explain the
spread of new ideas or technological innovations [59]. Similarly, in conjunction with archeology
and history, the spread of culture can also be investigated as diffusion [60; 61]; this can include

24



The analogy between diffusion of matter and of languages

the spread of beliefs like religion or of skills like farming. Models of cultural diffusion17 can also be
used to study where a certain part of culture originated e. g. by modeling genetic relationships
between languages (language trees) to locate the Indo-European “homeland” where the Indo-
European language family presumably originated [63; 64].

Likewise, language shift can be seen as a spreading process—a new behavior (use of a certain
language) spreads as “language diffusion”. This linguistic diffusion can thus be modeled similarly
to physical diffusion.18

2.3 The analogy between diffusion of matter and of languages:
Are languages like atoms?

[This section is based on [2].]

Now that we have found an analogy between physical diffusion and “language diffusion” which
might be suitable to use for the mathematical modeling of language shift, let us examine this
analogy in more detail with regard to two aspects: the characteristics of the elements involved,
and their dynamics (movement).
(1) Any physical system has a state it is currently in, depending on the arrangement of its

particles. Likewise, a particle itself has a state which determines its characteristics. We
can posit the same with regard to people and languages: a person is in the state of using
one, two or multiple languages (for all or only specific communicative purposes), and any
combination of languages is possible. In both physics and linguistics, these states can change
through external or internal forces. Speakers of one language can adopt another. Let us take a
look at what happens in a situation where two languages are unequal, i. e. we have a majority
and a minority language. Speakers of a majority language usually learn the minority language
in addition and they become bilingual (for some communicative functions and possibly for
a limited time). On the other hand, speakers of the minority language are most likely already
bilingual because they function in an environment dominated by the majority language. This
means that the majority language can only spread to areas where it is not already used: to
communicative domains still reserved for the minority language. If this has already taken
place (“complete bilingualism”, i. e. in all domains and areas), the majority language cannot

17 Here, I mean only mathematical models for cultural diffusion inspired by physics. In cultural anthropology, there
are different models for cultural diffusion as well as a typology [62, p. 27ff ], but these do not have a strict mathematical
formulation behind them.

18 Linguistic diffusion usually refers to the change and spread of individual features in a language (“innovations”
like the new pronunciation of a word), through contact between varieties of a language or different languages, i. e. it
refers to language change rather than language shift. Therefore, there are also models directly inspired by physical
diffusion which look at the spread of dialects e. g. [65; 66]. Linguistic diffusion can also look at the diffusion (spread)
of individual words e. g. [67].
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2 MOTIVATION AND BACKGROUND

spread—but the minority language can decrease in use (assuming that the majority language
by definition has more power). In analogy with physical diffusion: If the majority language
completely replaces the minority language, particles vanish from the system. This means
that the number of speakers of a language is not a conserved quantity. However, this applies
only to the languages and their manifestation as “speaker number equivalents”, but not
the speakers themselves: No one disappears if they stop using a language, although their
linguistic behavior does.
What about the number of states a system (the particles or the speakers) can be in? We
have already noted that speakers can change their state by learning additional languages,
or dropping ones they no longer use. In case of language shift, they can be e. g. Slovenian
speakers and then become German speakers.19 Similarly, atoms can change their “identity”
(chemical element) through radioactive decay. For atoms this is a one-way process whereas
speakers are able to change back and forth between languages.20 However, in contrast to
speakers atoms can only be one thing, one element at a time.21 A lead atom is only a lead
atom, but never a lead atom and a gold atom at the same time. People, on the hand, usually
have no problem being bilingual or multilingual.22

(2) In physical diffusion, it is the particles which are in motion. In language diffusion, a behavior
(use of a language) spreads among a community, but it is not the languages themselves which
are moving. Even though languages may sometimes be described metaphorically as living
organisms which can become “endangered” or “dying” [28; 29] (especially in discussion of
minority languages), they are not inherently and independently alive and thus cannot move.
This means we cannot directly equate particles with speakers or languages, but should rather

19 We will not go into detail here about what it means to be a speaker of a language. At this point, self-identification
of someone as a speaker of language X suffices.

20 Another restriction placed on atoms is that not all chemical elements can be transformed into each other: some
elements cannot be turned into a certain other element no matter how much energy is put into the system. There is
no such general restriction on speakers: they are theoretically able to acquire any new language (even though it might
be more difficult if one starts later in life or if there are other factors such as being hard of hearing), although one
might not achieve the same proficiency level as someone who learned the language from birth or had no such factors
involved.

21 For every chemical element, there can be multiple atomic representations. These are called isotopes and have
different inner structures (numbers of neutrons), but are grouped together as the same element. Applied to linguistics,
isotopes correspond to speakers with different proficiency levels of the same language. Isotopes can develop into
different elements through radioactive decay. This is not the case with language: If someone forgets their knowledge
of English, they do not turn into日本語話者 (a Japanese speaker).

22 This tends to complicate mathematical descriptions, which is why many mathematical models consider only
“binary speakers”, i. e. those who use language A or B and directly go from one to the other without the intermediate
stages in equation (1). More complex models include an intermediate bilingual stages.
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The analogy between diffusion of matter and of languages

focus on similarities in the spreading process. In other words, we do not have an object-based
analogy but rather a process-based analogy [68].

The movement of particles in physics is determined by the laws of thermodynamics.
Following these laws, a system of particles aims to arrange itself in such a way that its free
energy is minimized. Free energy determines the amount of work available in the system. Its
value for various states of the system is described by the so-called free energy function. The
minimum free energy can be accomplished in several ways, depending on the components
(chemical composition) and the form of the free energy function of the system. An example:
If all components have “full miscibility”, i. e. they can be mixed without restriction to form
a homogeneous solution (as is the case e. g. with water and ethanol), the free energy is
minimized when an equal concentration of particles is achieved everywhere. Accordingly,
movement (diffusion) goes from areas with many particles (high concentration) to areas with
few particles (low concentration). However, generally a minimum of free energy coincides
with a phase separation (particles separated by their type on different sides) rather than
an equal concentration of particles, so diffusion runs into the other direction than in our
example. In order to change the direction of diffusion determined by thermodynamics,
additional energy must be added to the system.

(3) Diffusion in physics is the transport of matter through the movement of atoms, which, as
the subject area “physics” implies, is physical. In linguistics, the transport of behaviors or
features is not physical but virtual (even if these behaviors of features may have physical
manifestations such as sound waves, or if they are transported physically in the “vessel” of
speakers who move). We can measure and make visible the distribution of atoms in matter
and the movement of atoms with various experimental methods [51; 69]. We can do the
same with linguistic behavior, but by their nature virtual elements are harder to pin down.
What we see as a physical manifestation changes depending on how we look at it and which
medium is used for expression (speech, writing or signs in the case of sign languages), so we
obtain a slice of reality—but there are many realities.23 This is a key point in collecting data
on language use and linguistic behaviors for the study of language spread: Language is first
and foremost located in people’s heads, so we rely on the same people telling us what they do
and how they behave. We also rely on how they interpret our questions and what a person
accepts as “a language” (a subject of debate even among linguists).

*

23 The same predicament arises in physics: the famous example of wave-particle duality in quantum mechanics,
whereby energy and most physical entities such as atoms have characteristics of both waves and particles. Depending
on the interaction with the detector in an experimental set-up, we observe either the wave or particle character.
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2 MOTIVATION AND BACKGROUND

Evidently, there are many ways to use physics in linguistic research. However, as Altmann and
Meyer [49] caution, the abundance of possible analogies between physics and linguistics do not
mean that physical argumentation can (and should) be used to explain linguistic phenomena and
draw conclusions within the linguistic system. In their words [49, p. 49]: “(i) Use mathematical
methods current in physics but do not use physical argumentation. (ii) Search for analogy as
much as possible, and if found, do not reduce one discipline to another but try to find a common
mathematical structure and a reason for this structural commonality!” Ultimately, the question
thus becomes not “Can we use physics in linguistic research?”, but “How do we use physics
in linguistic research?” The next section will attempt to answer this question, at least for the
question posed at the beginning of this thesis: Why do people shift their language?
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3 Methods: Modeling language shift / How dowe use physics
in (this) linguistic research?

When physics is used in other disciplines, this can mean that the same experimental techniques
are used, that theoretical concepts are transferred as analogies or that mathematical models based
on these concepts are adapted for application in that discipline. In the case of linguistics (as well
as all the fields cited in the preceding section which study interdisciplinary diffusion), the latter
two are usually the case. They are also the tools employed in this thesis: applying the concept
of diffusion from physics to linguistics to the study of language shift (or the spread of languages),
and using mathematical models to describe the process on a large scale and gain insight into the
reasons for language shift.

3.1 Mathematical models as a tool

Mathematical models and computer simulation are tools to identify the underlying rules for a
process. They can also be used as substitutes for an experiment, when experiments are not
possible (see also [70, p. 10]). This is important for research on changing language use (historical
sociolinguistics) insofar as that language use does not change overnight. Investigating language
shift as a process necessitates several “measurements” over time. However, this means we also
cannot go back in time to take more or different measurements, i. e. we usually cannot repeat the
study under different conditions as we could with a physics experiment in a lab.24 In this case,
mathematical models are helpful.

Modeling is the abstraction from the “real world”, the creation of abstract rules to describe
processes, usually expressed by mathematical formulas. Simulation is the application of these
abstract rules to empirical data e. g. by implementing the model as a computer program and
running it. Put another way, modeling is the imitation of one process through another [70], on
an abstract “meta-layer”.

Figure 2 shows the general principle of modeling and simulation employed in this thesis. Let
us assume we want to study the process of language shift, i. e. how language use changes over
time (and space). We expect that people do not change their language randomly, but that there
are factors and rules governing the process. We then create hypotheses on what these rules could
look like based on existing observations and studies. For example, we might speculate that the
number of people who will use a language in the next year depends on the number of speakers

24 Not all physics experiments can be repeated.
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we currently have plus interaction with other speakers around them. This rule is then applied
to each data point which gives us some result. We can compare this result to empirical data and
change the rules based on how well the result from the simulation fits the data. This process of
improving the model can be repeated until a satisfactory goodness of fit between result and data
is achieved.

Figure 2: General principle of modeling and simulation employed in this thesis

If the model results and the empirical data fit together, then the model is a possible explanation
for the underlying process. However, it is important to keep in mind that even with the best
mathematical model, we cannot “prove” anything. We can recreate the course of history the
way we assume it happened, and hope that the outcome is the same as in reality. This means
that some degree of background knowledge is needed to create useful models. It also means we
need to be clear on what part of reality the model imitates to interpret the results, particularly
when concepts are transferred from one discipline to another in interdisciplinary research. In
the following section, we will consider how different models of physical diffusion can be applied
to linguistic research to model different aspects of language shift (language spread and speaker
behavior—immaterial and material aspects of change, as it were).

3.2 Modeling language shift as a physicist

[This section is based on [2].]

We have seen that the analogy between diffusion in physics (the spread of particles) and diffusion
in linguistics (the spread of languages) is not perfect. This means that we need to be especially
clear on what is being modeled when we try to apply methods and models from physics to
linguistic data.
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Modeling language shift as a physicist

3.2.1 Models of physical diffusion
Physicists generally study diffusion in two ways: from a macroscopic point of view (looking at
the concentration of something, i. e. the amount of substance per unit area or unit volume, and
its change), and from a microscopic point of view (looking at how individual particles behave
and move).
(1) Macroscopically, the change in the concentration c is described by the so-called diffusion

equation (Fick’s second law). The concentration of a substance can vary over space and time,
i. e. in one dimension it is a function c = c(x,t); in two or three dimensions it is a function
c = c(r,t) where r is a spatial vector. For the simplest case (one dimension, homogeneous
medium, no external influences, etc.) we obtain the following diffusion equation25:

∂c
∂t

= D · ∂
2c

∂x2 (4)

In this equation, ∂c/∂t gives the temporal change in the concentration c of a substance, i. e.
the development of the concentration over time. From the other side of the equation, we
see that the development over time is proportional to the expression ∂2c/∂x2, the second
derivative or curvature of c with respect to x. The curvature represents the change of the
so-called concentration gradient over space, i. e. the change of local differences in concen-
tration. The diffusion coefficient or diffusivity D is a measure for both the proportionality (as
a multiplicative constant) and the speed of diffusion. Its unit is area covered per time, in SI
units m2/s.

(2) Microscopically, we observe and model the behavior of individual particles on an atomic
level. As diffusion is the transport of matter through the movement of atoms, this movement
is governed by the boundary conditions imposed by the state of matter. In gases or liquids,
particles can move relatively freely and fly or shuffle around. In solids, atoms or molecules
jump from one place to another. These places are called sites and are defined by the structure
of the solid, e. g. positions on a lattice for solids with crystal structure. Atomic movement
usually is random and chaotic. It is generally described by the mean square displacement,
which measures how far a particle has moved after a certain time on average. Because atomic
diffusion is a stochastic process, i. e. there is no predetermined outcome, only an average
travel or jump distance can be given, hence the name “mean square displacement”. The mean
square displacement 〈r2〉 can be related to the macroscopic diffusion coefficient D by the

25 In two or three dimensions with the Cartesian coordinates (x,y) or (x,y,z) the diffusion equation takes the form

∂c
∂t

= D · Δc (*)

where Δ is the Laplace operator ∂2/∂x2+∂2/∂y2 (two dimensions) or ∂2/∂x2+∂2/∂y2+∂2/∂z2 (three dimensions).

31



3 METHODS

Einstein-Smoluchowski relation:

〈r2〉 = 2n · D · t (5)

where n is the number of dimensions of the system and t is the elapsed time.

3.2.2 Models of language spread/shift
We have seen that there are two main ways of examining physical diffusion, and we find them both
represented in mathematical models of language spread. Such models can be broadly divided
into two classes:26 (1) macroscopic reaction-diffusion equations which follow the fraction of
speakers in the population, (2) microscopic agent-based models which follow the behavior of
individual speakers.

Reaction-diffusion equations
Examples: [76–80]27

Reaction-diffusion models expand equation (4) by adding a term to account for external influ-
ence, the so-called “reaction term”. The result is a differential equation or a system of equations
of the following type:

∂c
∂t

= D · ∂
2c

∂x2 + f(c) (6)

where c is the concentration of speakers, i. e. the fraction in the population, and f(c) is any
function of c, the reaction term. Similar to reaction-diffusion equations in chemistry and physics,
this equation describes the change ∂c/∂t in the concentration (here the fraction) of speakers
over time. The evolution of the fraction depends on ∂2c/∂x2, the change in the concentration
gradient over space, and the diffusion coefficient D. The reaction term f(c) generally describes
the transformation of the substances involved in the reaction into one another, i. e. as the
concentration of one substance grows, the concentration of another substance becomes smaller.
Depending on its sign, it can lead to an increase (positive f(c)) or a decrease (negative f(c))

26 There are of course multiple other mathematical models of language spread which do not neatly fit into the two
categories presented here. Models based on statistical mechanics, network theory, complex systems theory and/or
game theory are rather popular for the general study of social dynamics and thus also for language use, see e. g. [71] for
a review, or [72–74] for examples of such models for language shift. See also [75] for a general review of mathematical
models for language shift. Here, we will restrict the overview to models explicitly inspired by (physical) diffusion
models.

27 A similar class of models (often based on the so-called Lotka–Volterra equations) looks at the change in the
concentration of speakers without a spatial (space-dependent) component ∂2c/∂x2, e. g. [81–85]. These are not
mentioned in detail here as they do not have an exact analogy in physical diffusion.
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Modeling language shift as a physicist

of the concentration/fraction. For linguistic applications, it describes the interplay between
speakers of different languages (for a set of equations), or the transformation of speakers of one
language into speakers of another language so that the fraction—and number—of speakers of the
second language increases (which leads to a decrease of the speakers of the first language by the
same amount, neglecting changes in the population). Reaction-diffusion equations can also be
extended further by including birth and death rates.

Let us look at an actual example of a reaction-diffusion model for language spread. In the
simplest form (see [79; 86]), we have two monolingual groups c1, c2 who use different languages
and interact with each other. The evolution of the two groups over time is given by the following
equation system:

∂c1

∂t
= D1 ·

∂2c1

∂x2 + c1[α1 − β1c1] + γc1c2 (7a)

∂c2

∂t
= D2 ·

∂2c2

∂x2 + c2[α2 − β2c2]− γc1c2 (7b)

where c1[α1 − β1c1] + γc1c2 and c2[α2 − β2c2] − γc1c2 represent the growth of the two language
(speaker) groups. This growth term consists of two parts: ci[αi − βici] is the inherent population
growth in a speaker group ci and γc1c2 is the interaction between the two groups. The popu-
lation growth term follows the logistic growth model originally proposed by François Verhulst
[87, p. 35–39]; [48, p. 3–6]. The first part with coefficient αi represents the general growth rate
(birth rate). The second part with coefficient βi represents the self-limitation of growth (as
resources—in this case the number of people who can speak a language—are finite).

In the interaction term, the coefficient γ modifies the strength of the growth happening by
exhange between groups (rather than by general population growth). It describes the rate of
shift from one language to the other—if a language is “attractive” to speakers (and hence γ is
positive), then people from group c2 will shift their language towards the other language c1. The
term is included in both equations with differing signs (plus or minus) because it is assumed that
people who stop using one language will start using the other—no-one is “lost” to a language-less
state or a language other than the two being modeled.

Reaction-diffusion equations and diffusion equations look at the evolution of the concentra-
tion of something. Applied to language spread, this corresponds to the fraction of speakers
of a language in the populations (or even the absolute number of speakers), even if it is the
languages we actually want to model. Languages cannot exist without speakers, so whenever
we model changes in the concentration (fraction) of a language, we always model the fraction of
speakers by proxy.28 This applies likewise to absolute numbers: We cannot have a result of “537

28 Bilingual speakers, if there are any, are then a separate language group and fraction, i. e. the population splits
threewise into two monolingual groups and one bilingual groups.
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Hungarian”, although a result of 537 Hungarian speakers is perfectly acceptable. From this, we
see that languages and speakers obviously cannot be directly equated, but they are interwoven
and cannot be regarded as completely distinct entities.

Agent-basedmodels and cellular automata
Examples: [88–93]

Agent-based models are the equivalent of a microscopic view on diffusion, in that they model the
behavior of individual speakers, the so-called agents. In these models, the individual interactions
between agents (speakers of a language) are simulated and at each interaction, the agents change
their language with a probability p. This is similar to the jump rate of atoms, who jump only with a
certain probability from one place to the next in a solid. Also similar to atoms in a crystal, speakers
in agent-based models can be placed on a lattice in fixed places. Changes in the use of a language
can then be realized in two ways. Either speakers are immobile and shift only their language, then
the result is a model of actual “language movement”, i. e. changes in linguistic behavior. Or the
speakers do move, then we again have no clear separation of speaker movement and language
movement. In any case, at some point any model of “language” needs to incorporate linguistic
behavior into a physical person, the speaker. Such a transformation can be done in a number of
ways, the one employed in this thesis (see section 7.4) is to operate with the probability of using
a language to explicitly model linguistic behavior rather than speaker numbers outright. The
probability is then multiplied by the population size and we obtain language as we encounter it
in the real world and our data: the number of speakers of a language.

Cellular automata are related to agent-based models in that they provide a way to model the
agents’ behavior discretely in space and/or time [94; 95], e. g. as atoms placed on a lattice which
jump from one lattice site to the next. Applied to language spread, this means our speakers are
arranged on a lattice (grid) divided into cells of equal sizes. Each of these cells is updated per
time-step according to some mathematical rule which describes the possible change in linguistic
behavior. Cells can be filled either with speakers (one speaker per cell) or with larger units which
can be inspired by empirical data, e. g. villages with multiple speakers. In the latter case, cells
stand for geographic positions and create an abstract representation of real space (unlike in agent-
based models, where this is not necessarily so). As the grid cells are flexible in what they represent
(individual speakers or something else), cellular automata can be used to model both speakers
and languages, and changes in their distribution.

In mathematical terms, cellular automata are generally deterministic (meaning the outcome is
pre-determined by a rule and not influenced by probability). They can only have a finite number
of states (usually binary, 0 or 1). Both properties hold true for the model based on cellular
automata which is introduced in a later section (see section 7.4): The state, i. e. the number
of speakers of a language represented by that cell, is given by a mathematical rule which does
not have a stochastic element, so it can be calculated straightforwardly if the initial conditions
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are known. The result for a cell only changes when the initial conditions change, but not due to
random effects (meaning there is only one possible outcome per initial condition). The number
of states is not binary but finite because it has an upper limit given by a cell’s total population—it
is impossible to have more speakers of a language than there are people in the population per cell,
and it is impossible to have non-integer results for speakers.

*

While reaction–diffusion equations and cellular automata have been presented in separate sec-
tions here, they can be seen as two ways of approaching the same problem which converge—
meaning one can be transformed into the other (ref. [96] gives examples of transformations in
both directions). Differential equations such as reaction-diffusion equations use derivatives of
functions. Derivatives are the limits of so-called difference quotients: The difference quotient
is defined as the difference between a function value f(x + Δ) and f(x), divided by Δ. When Δ
becomes infinitesimal (it goes to zero: Δ → 0), the value of the difference quotient is called the
derivative of a function. In other words, the derivative gives the rate of change or the slope of a
function for infinitely small steps, i. e. the rate of change in one point. This means the discrete
rate of change (given by a rule for one timestep) in the cellular automaton is transitioned into
a continuous equivalent when written as a differential equation. (Conversely, integrals—the
“reverse” of derivatives—are the continuous versions of discrete sums.)

Although reaction–diffusion equations and cellular automata can both (re-)produce complex
behavior and represent two sides of the same coin, turning the coin, i. e. the actual transforma-
tion, is sometimes not straightforward [96]. It is easier to go from continuum dynamics (reaction–
diffusion equations) to discrete dynamics (cellular automata) than the other way around, as no
general method is available for obtaining a differential equation from cellular automaton rules.
For this reason, a thorough mathematical formulation as a differential equation of the cellular
automaton presented in section 7.4 will not be attempted in this thesis.

3.3 The atoms of language

[This section is based on [2].]

Up to now, I have not specifically stated what is considered the atoms on the linguistic side of
our analogy between the movement/spread of languages and the movement/spread of atoms.29

I have generally equated “speakers” with atoms, but also “languages” as the bigger entities which

29 I have also not been very specific about the nature of atoms vs. particles in diffusion (although efforts have been
made to use the word “atoms” where statements apply only to atoms), simply because it is not a key point for this thesis.
Both atoms and particles can move, both transport matter which is the definition of diffusion, and both change the
concentration of a substance when they move.
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then settle down in the “vessel” of speakers. Concerning language, we can take another point of
view: just like matter is made of particles, language is made of smaller elements. Then, words or
linguistic features of any kind can be seen as the atoms which spread. This spread can be treated
by the procedures outlined above in the same way. Just as we can model the proportion in the
population using a certain language with reaction-diffusion equations macroscopically, we can
model the proportion in the population using a certain linguistic feature, and the proportion
which is not using the same feature (yet, but might adopt it as language change). For a more
detailed microscopic view, we can also model the behavior of individual speakers who adopt a
linguistic feature with a certain probability (or not), just as they might adopt another language
as language shift occurs.

3.4 Incorporating social and psychological influence factors

[This section is based on [2].]

Diffusion models of any kind use the tool of mathematics to describe the development of some-
thing over time and space, be it the concentration of a substance or atomic movement. It follows
that every mathematical variable therefore should correspond to a piece of the thing or process
being modeled. Physical models are rather transparent in this regard. They operate with e. g.
particle concentration and particle displacement, both of which are accessible by experimental
techniques or can be derived from experimental results. So even if a measurement is expensive
and labor-intensive, there generally is a physical equivalent to our mathematical term. Linguistics
is not as kind and straightforward. Many factors influencing language spread/shift cannot be put
directly as variables into our models as they do not have a readily available equivalent in terms
of quantity. A prominent example of this are social and psychological factors, e. g. the pres-
tige/status of a language (level of respect speakers have towards a language), potential economic
advantages or upward social mobility tied to a certain language.

All of these attitudes towards and feelings about language influence the attractiveness of a
language, i. e. its currency for attracting new speakers, and thus also language spread, but they
cannot be easily measured or rated on a numeric scale. Attractiveness is one reason majority
languages have an advantage over minority languages. Majority languages tend to have a higher
attractiveness as speakers expect social or economic benefits in adopting the majority language.
If learning the majority language increases the possibility of finding a job locally, then this incen-
tive attracts new speakers and the language spreads. Going into the other direction (majority
language speakers shifting to the minority language) requires more effort in the form of energy
and/or money to increase the attractiveness of the minority language. As in physics, the barrier
resulting from the languages’ different attractiveness levels can only be overcome by putting
additional energy into the system. Without this additional energy, the process goes into one
direction only, as in thermodynamics.
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Even though social and psychological factors are difficult to objectively measure and put into
numbers (“feelings about language are inaccessible” [9, p. 9], as sociolinguist William Labov
put it), various efforts have been made to incorporate them in models of language spread to
represent the process more realistically. For example, prestige of a language has been included as
a parameter e. g. in [81] with a value of this parameter s from 0 to 1, where 1 is the highest prestige
possible (without specifying what this means in terms of linguistic or economic “currency”). In
a model with two languages only, it is assumed that the second language then has the prestige
1− s. A numerical value for prestige is obtained by fitting the model to empirical data. While the
result does not correspond to anything concrete in the “real”, physical world, it can be used to
compare different language shift scenarios with a spectrum of prestige differences.

Social and psychological factors influencing language shift can also be subsumed under one
parameter. For example, in [77] and equation (7) prestige is assumed to be included in the shift
coefficient γ which describes the shift from one language to another, for whatever reason. Again,
the shift coefficient does not have an obvious equivalent in the real word, but it can be used
to compare different scenarios or find “stable solutions”, i. e. coexistence between languages
without further shift. It can also indicate the general attractiveness of a language.

As will be seen later, the model developed in this thesis (see [1] and section 7.4) tries to bypass
the issue of introducing an abstract parameter to account for social and psychological factors. It
does so by using data on things which correspond to a language’s attractiveness and are present
in measurable amounts in the “real” world. Our model includes data on bilingual schools where
the minority language is also taught, and on parishes, where the minority language is used during
religious ceremonies (e. g. mass). We also try to operationalize the interaction between speakers
of the same language, as this interaction is important for a language’s attractiveness. If no one is
around to communicate with in the same language, it becomes less attractive to adopt or use that
language.

Since no person is an island, we take into account not only the interaction with people in
the same village, but also that with people in surrounding villages. Each surrounding village
contributes interaction proportional to its number of speakers of a language and indirectly
proportional with its distance30—the more people in a neighboring village, the higher the
interaction and the further away the neighboring village, the smaller the interaction. Such a
formulation explicitly incorporates an immaterial social factor in the model, in such a way that
its quantity follows from its physical expression. In other words, its numerical value can be
calculated from data we already have or can easily obtain.

30 For the mathematical details, see section 7.4. Distance in this simplification only measures the direct path
between two points without taking into account the road-rail network, any mountains in-between, etc. or the
possibility of communication through electronic media.
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Obviously, not all things which influence the general attractiveness of a language can be
quantified in the same way as we did with interaction. Building a model is therefore always a
trade-off between absolute correspondence to the real world and an improved fit to the data.
Abstract parameters e. g. for prestige or attractiveness may lead to a better description of the
data, but too many abstract parameters result in an intransparent model which becomes hard to
falsify.
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Mathematical models are usually at some point tested on empirical data, to see if the model is
able to describe reality and to falsify implemented hypotheses. To test a model of language use
(and the resulting language shift), we therefore need data on language use. How do we obtain
data on what language people use? The easiest way is to simply ask them—flippant as it sounds,
this is what language surveys (and researchers) have done and still do. “Language survey” here is
a general catch-all term for any questionnaire asking a language-related question and registering
the answer. There is not one definite end-all, be-all language survey because there are many ways
to ask about language as outlined in section 4.1. Answers to language-related questions strongly
depend on how the question is posed, what answers are possible and who is asking.

Language surveys offer information about languages by counting them in one way or an-
other. They can give a numerical result on how many people use the language (the number of
speakers)31 and such results serve as the basis for modeling language shift in this thesis. More
specifically, for a model of language shift (the change from the use of one language to another)
we need data on
– which language is used
– when (at which time point),
– where (at which point in space) and
– by how many people (the number of speakers).

We also need enough data for modeling, i. e. quantitative data with a high temporal and spatial
resolution.

Studying language shift frequently means historical research because many processes of language
shift have started (or happened) long in the past. This means that in addition to the general limita-
tions on language surveys, we are confronted with the so-called “bad data problem” [98, p. 10f ]:

[W]e do not have access to the same amount and quality of data as we would have if
we would do a case study today, for the simple reason that the people whose linguistic
and societal behavior we are studying are dead. Getting linguistic data is not merely

31 Many languages are characterized by their number of speakers, minority languages even more so: There are only
x speakers left, the number of speakers is declining, the language is disappearing. Questions about using a language
also open up another discussion: When is one a “real”, legitimate speaker of a language? How much competence is
needed, and competence in which variety of the language? See [97, p. 11–14].
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a matter of getting a tape recorder and recording how people speak; we will have to
make do with what is left of the written record, with all the implications this has for
the representativeness of the data. [99, p. 3]

Essentially, we cannot generate any new data and need to make the most out of data which still
exists. This limits our approach to mathematical modeling because it means the model should
not be (much) more complex than the data: If the data do not offer information on bilingualism
and we aim to test all aspects of the model with empirical data, then it becomes more difficult to
integrate bilingualism in the model.

In a broader sense, working with only the data on language use already available means working
with a fixed concept of “language” defined by the data. In this thesis “language” and “language
use” is therefore to be understood as given by the available data. The data set used in the following
is the result of a survey on language use (section 4.6). We can only model this data set in the sense
of modeling the statements of people who have answered the language survey. Thus it is the
“commitment” to a language as evidenced in the statements which changes over time and space.
These statements likely overlap with actual language use to some extent, but we cannot be sure
how much because as the next section points out, language surveys do not necessarily give an
“objective measurement”. They can also present a simplified reality if the answer categories are
inadequate and e. g. do not make it possible to indicate bilingualism. It is therefore worth looking
not only into the methods of collecting data on language use, but also into their drawbacks before
diving into the actual modeling.

4.1 Methods of collecting data on language use

[This section is a translation of section 3 in [3].]

The following section gives an overview of ways to collect data on language use as well as their
limitations, especially with regard to the Austrian/Austro-Hungarian census which is used for
modeling later. As this thesis focuses on mathematical modeling of language shift, this overview
will be restricted to sources offering quantitative information which can be used to test such
a model, and especially language surveys where people have been actively asked about their
language use. Data on language use can also be gained in a number of other ways: qualitative
interviews, linguistic landscaping (looking at the visibility of different languages in public space
[100] e. g. on signs or graffiti or even gravestones32) and many more.

32 For example, one might investigate if the spelling of names has changed over time to reflect different languages
and ethnic identities tied to language e. g. Germanization of Slovenian names in cemeteries in Carinthia to remove
markers identifying people as members of the Slovene ethnic group [101].

40



Methods of collecting data on language use

4.1.1 Censuses
The census is the most comprehensive tool for gathering data on language use and records
the entire population of a country in regular intervals. In addition to collecting data on the
population, it also asks for information on other demographic characteristics such as occupation,
household size—and language, starting from the end of the 19th century.33 The exact questions
vary depending on the country. As censuses are regulated by law and the participation is thus
obligatory for all residents34, the result (theoretically) gives information about the language use
distribution in the entire country.

Censuses were and are carried out with questionnaires. In contrast to this are the so-called
register-based censuses (Registerzählungen) in which data is drawn from existing registries with-
out separate surveys. In register-based censuses, it is only possible to record characteristics
for which registers already exist (e. g. tax data, resident registers). Languages are usually not
recorded in these registers, so information about language use cannot be gained from register-
based censuses. Since the census in Austria after 2001 is carried out as a register-based census,
no census results on language use exist after 2001.

Censuses are generally not designed to conduct elaborate linguistic studies. They are first and
foremost a tool for the state to gain information on its language distribution and possibly create
policies or legislation to regulate language use [103, p. 111]. However, they can also be used for
demographic studies in conjunction with linguistic questions, i. e. the demography of language
( John de Vries [104] calls this “demolinguistics”, see also [105]). Additionally, census data can be
used simply to identify places of interest for more specific studies [106].

4.1.2 Non-governmental surveys
Non-governmental surveys form a smaller-scale counterpart to the official census. While the
census covers all languages and a large territory, non-governmental surveys usually focus on
answering questions with regard to only one or more (minority) languages and in a smaller
area: How many people use the language X? These surveys are often carried out by minority
organizations and the results for the number of speakers often differ greatly from those of the
census (for reasons for this discrepancy, see section 4.2). They can also be carried out by linguists
e. g. the Wenker survey of German dialects started by Georg Wenker. Wenker intended to map

33 The decision to include a question related to language on the census was made at the 1872 meeting of the
International Statistical Congress (Internationaler Statistischer Congress, today the International Statistical Institute)
in Saint Petersburg, where the member states of the congress agreed to ask for the “language spoken” from then on
[102, p. 213ff ]. Countries interpreted this differently, as can be seen from the fact that the Austrian part of Austria-
Hungary asked for the language most commonly spoken in everyday life whereas the Hungarian part asked for a
person’s mother tongue.

34 Residents participating in the census do not necessarily have to be citizens. Sometimes, the results are even split
into results for all residents and results for citizens only.
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all German dialects of the German Reich (Deutsches Kaiserreich) and sent out questionnaires to
schools asking the teachers to translate sentences into the local dialect. These questionnaires
included a question on what other (non-German) languages were spoken at the school location.

4.1.3 Other statistics on language use
In addition to surveys counting the number of people using a language, there are statistics on
the spaces or occasions (domains e. g. home, work, …) in which a language is used. These are
again usually geographically limited. They can consider only one language (in how many schools
is language Z used as language of instruction?) or more generally register the languages used
in certain domains (which languages are used in different parishes in a county? how many
newspapers in language T are published and how often?).

4.2 Limits on the informative value of language surveys

[This section is a translation of section 4 in [3].]

Language surveys are designed to gather information on language use. However, results of lan-
guage surveys rarely represent “objective” measurements unlike physical quantities like current
or wavelength. The results and thus the information on language use to be gained are dependent
on many factors which will be outlined in this section.

4.2.1 What is being counted?
Surveys which ask about a person’s language can do this in a number of ways [103]. Mackey and
Cartwright [107, p. 69–70] distinguish between two types of questions:
– Questions concerning language skills: What was the first language you learned? Which lan-

guage(s) did you learn at school? How do you rate your skills of language X?
Examples: mother tongue, first language (L1), foreign language, second language (L2).

– Questions concerning language use: Which language do you use in a certain context, at a
certain time, with a certain person? Which language do you use in your family? Which
language do you use at work to communicate with customers?
Examples: main language, home language, everyday language, family language, working
language.

Strictly speaking, results of language surveys can only be compared if the question is the same.
Moreover, it remains open how any question on language use is interpreted by the person
answering the question—and if he or she interprets it the same when answering the same question
in the next survey.

Especially in language questions based on a self-estimate of a behavioral trait which is
emotionally charged, it is likely that there may be a certain amount of inconsistency
in the replies. For example in the 1961 Canada Census, according to one inter-census
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study, the index of inconsistency and deviation was highest in questions referring to
mother-tongue, bilingualism and ethnic origin. [107, p. 73]

Not only the question, but also the possible answers can influence the result and in the worst
case represent the true language use incorrectly: Are only yes/no answers possible? Are multiple
answers possible so that multilingualism remains visible? Are answers (e. g. individual language
names) predefined or is there a text entry box? If answers are predefined, by what criteria are
these selected? If a language has multiple names, which one is used? If there are many varieties
of a language, are they all listed and accepted as answers or are they subsumed under one umbrella
term (e. g. the standard language and its name)? As one can imagine, having to consider all of
these things makes the development of comprehensive language surveys quite tricky. See e. g. ref.
[108] for a discussion of the struggles in (re-)formulating questions concerning language use and
defining possible answer options for a survey conducted by the Swiss Federal Statistical Office.

Even if any language can be given as an answer in the way the respondent wants, the an-
swers are often condensed again during data evaluation, see [109; 110]. For example, the user
manual for the Austrian census 2001 [111, p. 209–210] offers only four options for all African
languages (in the sense of languages used on the African continent): Arabisch (“Arabic”), Sua-
heli (“Swahili”), Westafrikan. Eingeborenensprachen (“West-African indigenous languages”) and
Afrikanische Sprachen sonstige (“African languages, other”). The manual does not explain how
the classification of the answers happens.

4.2.2 Who asks?
Answers to language-related questions do not only depend on the way the question is phrased,
but also on who asks the question—in more than one way. Firstly, the answer depends on
which consequences the respondent associates with their answer and if they see their anonymity
guaranteed. Someone who fears negative consequences for acknowledging they use a certain
language will be less inclined to answer truthfully.35 Conversely, one might claim to speak a
language only because they want to gain some benefit associated with using the language.

Secondly, even if the question is answered truthfully, it is not guaranteed that this answer will
be registered. Questionnaires can be manipulated which has happened e. g. in the 1910 census
of the Cisleithanian states of Austria-Hungary, see [112, p. 235]. If the questionnaire is not filled
out by the respondent themselves but the survey is done as an interview, then there is another
possibility of manipulation: the way the interviewer asks the question and writes down the
answer. Brix [112, p. 235] gives again the example of the census 1910 where Italian enumerators
(census takers) did not ask, “What language do you speak?” but rather, “Lei parla italiano?” (“Do

35 This is a possible explanation for the discrepancy between census results and results from surveys done by
minority organizations when it comes to speaker numbers of minority languages.
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you speak Italian?”). Even if the question is posed as intended, it is up to the census taker how
they record the answer.

4.2.3 What do the results tell us?
To interpret results of language surveys, it is not only necessary to know the exact questions (as
with all qualitative surveys), but also the circumstances surrounding the survey [104]. Owing
to these two factors and the uncertainty of how the respondents interpret the questions, results
from language surveys are only informative to an extent, especially when it comes to unspecific
questions about one’s “everyday language”.

The statistics on the answers to language-related questions may be presented in such
a way as to show the number of people in any given area using a given language.
Such a presentation means: ‘At this place at this time so many people have made
this statement about their language use’. [107, p. 76]

Results of language surveys can therefore be seen as primarily a statement about one language.
This is supported by Brix [113], according to whom the census results about the everyday lan-
guage of Austria-Hungary 1880–1910 should be seen as results on nationality rather than actual
speaker numbers.36

Series of language surveys are often used to track the development of a language. It is tempting
to follow the speaker numbers according to the census over time and deduce that a language is
“dying out” or that the geographical area where a language is used becomes smaller. This might
well be the case, but it could also simply point to mobility in the population as two completely
different scenarios can lead to the same census results [107, p. 76,86]: in one case, language shift
has actually occurred and in the other a redistribution of the population has happened.

Despite these limitations, census data often offers the only way to track quantitatively the
development of languages   (or statements about languages). Gathering data about language
use with the same temporal and spatial scope solely by linguistic fieldwork is very difficult or
sometimes plain impossible (e. g. when it comes to data from the past).

4.3 Legal provisions in connection with language surveys

[This section is a translation of section 4.4 in [3].]

As mentioned above, the answers to questions about language heavily depend on who is asking
and if (perceived) advantages or disadvantages might result from a truthful answer. Ideally, such
questions will be answered truthfully without manipulation by others. However, language does

36 Statements about language are often equated with speaker numbers, which is a simplification in any case. On
the other hand, the way the question is posed often does not allow for a more nuanced view.
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not exist in an ideological vacuum and very real consequences result from stating that one speaks
a certain language on a survey [114]. This is especially true for speakers of so-called minority
languages. Minorities37 are granted the right to use their language in many situations by law.38

These include the right to use the language as an official language for administrative procedures,
the right to school instruction and to topographical signs (place names or street signs) in their
language. The legal regulations are often based on the results of language surveys and make the
rights dependent partially on a numerical threshold (the right exists only if over x% of the popula-
tion uses the language).39 In South Tyrol, resources such as government jobs or the composition
of the parliament are determined according to the composition of the three language groups
(German, Italian, Ladin) [117, p. 124–127]. Austrian examples include the minority protection
provision of the Treaty of Saint-Germain-en-Laye (1919) and the provision on topographic signs
in the Ethnic Groups Act (Volksgruppengesetz 1976).

Was das öffentliche Unterrichtswesen anlangt, wird die österreichische Regierung
in den Städten und Bezirken, wo eine verhältnismäßig beträchtliche Zahl
anderssprachiger als deutscher österreichischer Staatsangehöriger wohnt,
angemessene Erleichterungen gewähren […]
(Treaty of Saint-German-en-Laye, Art. 68, emphasis K. P.: “a relatively considerable

number [of Austrian citizens using a language other than German]”)

Durch Verordnungen […] sind […] festzulegen: […] Die Gebietsteile, in denen we-
gen der verhältnismäßig beträchtlichen Zahl (ein Viertel) der dort wohnhaften
Volksgruppenangehörigen topographische Bezeichnungen zweisprachig anzubrin-
gen sind.
(Ethnic Groups Act §2 (1) 2. (original version40 BGBl. 396/1976), emphasis K. P.: “relatively

considerable number (one quarter) [of members of an ethnic group living there]”)

37 I am using the terms “minority” and “minority group” here rather than “ethnic groups” because in most cases,
these groups are actually disadvantaged in contrast to the majority, i. e. in a position of less power.

38 Provisions about minority languages are often an addendum to laws regulating the rights of minority groups.

39 Rather than restricting rights to members of a minority group who actively proclaim being a member of that
minority group (Bekenntnisprinzip, “admission principle”), laws might also grant the rights for a certain geographical
area (Territorialprinzip, “territory principle”). See also [30, p. 12–14]. For example, there is a long-standing discussion
on how Article 7 of the Austrian State Treaty (1955) should be interpreted: Should minority rights be dependent on
the numerical size of the minority group or only on the area where the minority is present? (see [115, p. 43–46];
[116, p. 175–177])

40 The 25% limit to granting rights was deemed unconstitutional by the Constitutional Court (Verfassungsgerichts-
hof ) in 2001. In 2011, the Austrian Federal Government, the government of the state of Carinthia and representatives
of the Slovene minority in Austria agreed to a limit of 17.5% (based on the 2001 census) to identify places where
bilingual signs must be provided. In its current version ( January 31, 2019), the law explicitly lists villages where
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Even if the law does not explicitly mention a number (such as in the Treaty of Saint-German-
en-Laye), judicial interpretation will likely set one (e. g. a limit of 20% for minority rights in the
Treaty of Saint-Germain [116, p. 176]). Determination of an exact number is a lengthy process
and subject of much debate: Who can decide what is the limit to a group being granted rights? If
the group is scattered across a large area rather than in one densely populated spot, limits—except
very low ones—will inevitably lead to most members of the group not being granted rights.

The basis for judicial interpretation is often taken from results of language surveys. For exam-
ple, the decision on whether more than one quarter of the population belongs to a minority group
(and thus whether bilingual topographic signs have to be installed according to the Ethnic Groups
Act, see above) is based on results from the language-related question on the Austrian census.41

Wherever people in Carinthia stated they use Slovenian as their everyday language, they thus
automatically became members of the Slovene minority, whether they wanted to or not. For this
reason, language surveys and especially the census are also a political vote for many speakers of
minority languages. For them (in contrast to speakers of majority languages), personal rights
are dependent on “winning the census” [118, p. 194f ] because the interpretation of results of
language surveys mixes language and ethnicity. The next section will take a closer look at this
mixing.

4.4 Mixing language and ethnicity in surveys

[This section is a translation of section 4.5 in [3].]

Language surveys ask for a person’s language and count only the language. So much for the
theory, but reality sometimes looks quite different. The situation becomes even more delicate
if results from language surveys are used to directly deduce the size of a minority group. Not
every member of a minority group uses the minority language and vice versa, not everyone
who uses the minority language is a part of the minority group. The line between minority
and minority language is just as difficult to draw as defining when a language is considered a
minority language. This is also reflected in the evaluation criteria of census results. Depending
on the source, Carinthian Slovenes are all those who stated one of the following as their everyday

bilingual topographic signs are to be installed.

41 The definition according to the Ethnic Groups Act is as follows: “Ethnic groups in terms of this Federal Act
are such groups of Austrian citizens living in parts of the Federal territory and having a language other than German
as mother tongue and having traditions of their own.” (Ethnic Groups Act/VolksgruppenG §1 (2), own translation)
From this definition, the language but not the traditions can be measured “objectively” (through the census). It should
be noted that the Ethnic Groups Act defines ethnic groups by their mother tongue as a characteristic, but the census
asked for the everyday language from 1951 to 2001.
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language in the census:42

– “Slovenian” (and only that)
– “Slovenian” and “Windisch”43 (no combinations with German)
– “Slovenian” and the combination “Slovenian and German” (and sometimes “German and

Slovenian”) or
– “Slovenian”, “Windisch” and the combination “Slovenian and Windisch” (and sometimes

“Windisch and Slovenian”) and possibly all combinations of these with German

Nevertheless, language is often a defining characteristic of a minority and is easier to measure
than cultural attributes—which is why language is so frequently used to identify the minority
group. This argumentation can be found as early as 1923 in Wilhelm Winkler’s theory on the
significance of statistics in the protection of minorities [122], see also [123].44

In censuses, there are sometimes separate questions about language and ethnicity (such as
in the Hungarian Census 2011 where different questions ask for citizenship, spoken language
and “nationality”). Even in these cases language can serve as a criterion for ethnicity. The
Canadian census 1971 asked for ethnic origin and three more questions about linguistic features
([107, p. 78]). For the question on ethnic origin, the respondent is instructed to use language as
a criterion:

42 The number also changes depending on if the whole area of Carinthia or only the so-called “bilingual part” of
Carinthia is considered. The bilingual part of Carinthia is not a well-defined term; in [119] it is defined as the scope of
the Minderheiten-Schulgesetz (Minorities School Act) for Carinthia without the city of Villach/Beljak.

“Bilingual” here refers to societal bilingualism/multilingualism, the linguistic situation of a society/speech commu-
nity. This is to be distinguished from individual multilingualism which refers to a single person’s ability to use multiple
languages in communication. Bilingual speakers might be found everywhere in Carinthia, but societal bilingualism is
seen as restricted to the southern part. The two language shift situations we will investigate in detail later have societal
bilingualism/multilingualism, and the census (if it includes bilingualism as a possible option for answering) tells us
about the individual bilingualism/multilingualism of people.

43 “Windisch” is another name for the Slovenian language or one of its dialects [120]. With regard to the Slovenian
ethnic group in Carinthia, the term also has a political connotation. In the discourse after the referendum 1920
about whether Carinthia should remain part of Austria, the ethnic group was divided according to their conviction
[121]: into the “German-friendly Slovenes” who were committed to Austria (the “Windisch”) and the others which
were more drawn to today’s state of Slovenia, the “Slovenes”. Nowadays, the term is partly used pejoratively for the
Slovenian ethnic group, but also as a positive self-identification of members of the same ethnic group.

“Windisch” is its own answer category on the census or rather it is a separate evaluation category from 1939 on. It
is also the only non-standard name visible in the results from 1939 to 2001. Theoretically it is possible to write any
dialect or variety of a language (e. g. varieties of German like Viennese or Tyrolean, or Carinthian Slovenian or its
dialects which are all a variety of Slovenian) in the text box asking for a person’s language, but the Austrian census
results do not show any of these except for Windisch. We thus cannot say how many people called their variety of
German something other than “German” on the questionnaire, or how many people used “Carinthian Slovenian”.

44 Winkler also argued for recording the Denksprache (“thought language”) instead of the mother tongue, because
the latter represented an earlier state rather than the current one [122, p. 51,53–54]; [123, p. 86].
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Use as a guide if applicable in your case: 1. The language you spoke on this continent,
if you were born outside Canada. 2. If born in Canada, the language spoken by your
ancestor on the male side when he came here. (Instruction Booklet, 1971 Census of
Canada, cited in [107, p. 78])

The Austrian 1934 census did not separately ask for language and ethnicity, but about the lan-
guage of the culture one feels they belong to [30, p. 69], and once again language and ethnicity
were equated. After the annexation of Austria (Anschluss), the 1939 census of the German Reich
asked separately about language and ethnicity. The result was that about 43,000 people stated
they used the Slovenian language (or were bilingual)45, but only about 7,700 stated they were of
Slovenian ethnicity [124, p. 68–69].

On the other hand, in Austria today nobody is obliged to claim to be part of a certain ethnic
group (Ethnic Groups Act/VolksgruppenG §1 (3)). The same is the case in the Framework
Convention for the Protection of National Minorities of the Council of Europe.46 The Austrian
census therefore cannot and should not be a minority survey. Even so, results of the census,
more specifically the results of the question about language are used in jurisdiction. Similarly, in
statistical publications the number of persons using a language according to the census is equated
with the number of people belonging to a minority group e. g. in [119]. The seemingly objective
language surveys are thus used for non-linguistic questions and problems which leads to even
more criticism of language surveys.

4.5 Criticism of language surveys byminorities

[This section is a translation of section 4.6 in [3].]

Language surveys and their methodology—in addition to all above-mentioned issues—have been
criticized especially by members of minority groups. They see themselves underrepresented
in surveys, particularly in the census, and argue that the census does not give a true picture of
where minority groups are present—a valid point, considering the mixing between language and
ethnicity done in the interpretation of the results (see section 4.4). Another criticism against
recording language use via the census is that the question is often suggestive: The Austrian census
asked about the Umgangssprache (“everyday language”) from 1951 to 2001, i. e. the language

45 This sum includes “Slovenian” and “Windisch” as well as all combinations with them. For the term “Windisch”,
see footnote 43 on page 47.

46 “Every person belonging to a national minority shall have the right freely to choose to be treated or not to be
treated as such and no disadvantage shall result from this choice or from the exercise of the rights which are connected
to that choice” (Framework Convention for the Protection of National Minorities, Art. 3 (1)). The framework
convention has been ratified by 39 countries including Austria and Hungary.
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that is used in everyday life.47 However, speakers of minority languages might not have many
opportunities to use their language in everyday life: the university does not offer study programs
in the minority language, there are no jobs which use the minority language, and friends and
acquaintances do not understand the minority language but one still wants to communicate with
them. Instead, Carinthian Slovenes have demanded that the census ask about the mother tongue
instead, but they have also noted that fewer and fewer Slovenian-speaking people in Carinthia
admit to their mother tongue due to the political climate [116, p. 204].

Minorities often completely reject language surveys as they fear that their “official” size might
be smaller than the size proclaimed by the minority group itself [125, p. 10]. Special surveys
by the state whose only purpose is to gain information on the size of a minority group (even
if it is again by proxy by asking about language) are boycotted [116, p. 188–189]; [115, p. 44–
46], e. g. the Geheime Erhebung der Muttersprache (“secret survey of mother tongue”)48 1976
in Austria in preparation for the passing of the Ethnic Groups Act. This means that there are
large differences between the results of official censuses and surveys conducted by minority
organizations. Enotna Lista, the Slovenian unity party list in Carinthia, notes that according to
the 1991 census, approximately 14,000 people in Carinthia used Slovenian, but a private survey
in bilingual parishes resulted in 50,000 people using Slovenian [126].

As the size of a minority has consequences in terms of subsidies and protective rights which
depend on quotas, minority organizations are interested in having as many people affiliated with
the group as possible. They argue with results of their own surveys which tend to produce higher
numbers than the official census. On the other hand they call for minority protection without any
quotas at all—but even then, it has to be determined where the minority (language) is present.
The need for surveys (in whatever form) therefore remains.

4.6 Data on language use in this thesis

After discussing how language use can be recorded and what the limitations of self-reported data
on language use are, a final question remains: What data is used to test the model for language
shift developed in this thesis?

Language shift is a process, i. e. we need data about language use for at least two time points
to compare them and identify differences. Additionally, we can consider language shift in space
in the sense of geolinguistics: In what places does language shift occur first/last/not at all? We
therefore ideally want to have data with a good temporal and spatial resolution as the basis for

47 The official explanation concerning the intended interpretation of “everyday language” varied slightly between
censuses.

48 “Secret” here in the sense of “anonymous”, meaning that on the ballot only the language and nothing else was
recorded. In contrast to this, censuses ask for all manner of personal data (name, age, language, etc.) on one sheet,
meaning that results can theoretically (under disregard of data protection) be traced back to individuals.
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our model of language shift. Such detailed data combined with mathematical modeling enable
us to gain a complete and detailed picture of the process of changing language use. Good spatial
and temporal resolution means in this case:
– covering a large timescale with many data points in-between (e. g. data for every year, not only

every 25 years)
– covering a large geographic area, but for very small units (e. g. data for every village, not only

for every county or state)

In reality, data conforming to these desires are hard to find because data collection is very labor-
intensive and time-consuming. Many linguistic corpora (collections of data) have been recorded
only at one point in time or covered only a small geographic area. They might have asked only
few speakers per village or focused on variation of one language rather than the use of different
languages.

An alternative is using census data. Participation in the census is usually mandatory by law,49

so the results cover the complete population and the entire area of a state. This means the spatial
resolution is very good. Censuses are not held every year, but they are held in regular intervals,
so the temporal resolution is also good. For example, the Austrian census data on language
use covers the time from 1880 until 2001 in approximately 10-year intervals (figure 3).50 Data
for Austria(-Hungary) is available for most of the years in which the census was conducted51

on the level of individual population units and there is no minimum unit size, i. e. even for
hamlets with four inhabitants, information on their language use according to the census is
available. The questionnaires and questions about language are well-documented for each year.
The data situation (in the sense of: availability of data) is therefore very good, which is why census
data from Austria(-Hungary) was chosen as the primary data source for mathematical modeling,
despite the limitations pointed out in earlier sections (section 4.2).

Figure 3 gives an overview of available census data for Austria(-Hungary) and the nature of
their questions about language. The graphic shows information on data available on the smallest
possible spatial resolution, i. e. data which is available for small geographical units (ideally per
settlement) and not only the whole country. Such fine-grained data is needed for modeling
language shift over time and space. In addition to census data, other sources of data on language

49 While general participation is mandatory, some questions may not be compulsory to answer, e. g. the four
questions on ethnicity and language (mother tongue and languages used with family members or friends) in the
Hungarian 2001 census [127, p. 97].

50 Earlier censuses had included only data on the number of residents. A census in 1869 included questions on
“cultural” characteristics such as religion, but not on language, see [128–130]. After 2001, the census methodology
was changed to register-based and no more data on language use is available from the census.

51 For example, the original data sets of the 1923 Austrian census were lost in a fire and only few preliminary results
remain [30, p. 64].
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use were integrated where available. These include data on languages taught in school [131] and
parish language [132] in Austria. For Hungary, no such additional data was available.

The time periods used for modeling are: 1880–1910 and 1971–2001 from the Austrian cen-
sus, and 1880–1930 from the Hungarian census. These time frames were chosen because for
the Austrian census, the way of asking about language during these periods remain the same
(Umgangssprache, the language used most commonly in everyday life). Data from 1951 and 1961
where the question was also the same could not be obtained for individual settlements.52 For
the Hungarian census, a period starting from the same year as for Austria was chosen, beginning
in 1880 in this case where data is again available per settlement. The question about language
remains the same (anyanyelv, “mother tongue”) throughout until 1930 which marks the end
of the modeling period. No further data was included because the 1941 census is likely to
be influenced by politics (although no obvious deviation is visible on county level, compare
figure 29) and the number of German speakers drastically declined after World War II as German-
speaking settlers were forced to leave the country or voluntarily resettled.

Data used for modeling were either freely available on the internet (the complete Hungarian
census53) or taken from the official publications (historical censuses of the Austrian part of
Austria-Hungary [133–136]). A complete list of original sources can be found on page 123 of
this thesis. In these cases, the data had to be typed up manually to bring them into a suitable
format for modeling.54 The Austrian data for 1971–2001 were obtained by a special evaluation
commissioned from Statistics Austria (already in a machine-readable format). Data for this time
period for individual settlements cannot be published in full due to data protection reasons.

52 Here and in the following, “settlement” always refers to the smallest self-contained entity designated in the
census, regardless of whether it legally was a village, town or hamlet.

53 Scans of census publications until 1990 are available from the online collection HUNGARICANA:https://library.
hungaricana.hu/en/collection/kozponti_statisztikai_hivatal_nepszamlalasi_digitalis_adattar/. Data for the most
recent censuses is available from http://www.nepszamlalas2001.hu (2001) and http://www.ksh.hu/nepszamlalas/
(2011).

54 The digitized datasets have been deposited in the online repository figshare:
Carinthia, Austria: https://doi.org/10.6084/m9.figshare.4535399
Southern Hungary: https://doi.org/10.6084/m9.figshare.6115634
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* Some additional data on language(s) spoken available (in a different resolution).
** Some additional data on the mother tongue available (in a different resolution).
1 Separate question on nationality (same categories as mother tongue).
2 Separate indication on whether Hungarian/a language other than the native language is spoken in
addition.
3 Separate question on the language used with family members and friends.

Census data which include the possibility of answering more than one language are indicated by blue
sans-serif font.

Information shown for data available with the smallest possible spatial resolution (generally per
settlement—not included: data only available for the whole country). Not included: other related
questions asked on the questionnaire, but for which no data is shown in the results.

Figure 3: Overview of censuses in Austria(-Hungary) with data on language use and the way the language-related
question is phrased. Light grey box: Time period of Austria-Hungary. Darker grey boxes: Data used in this thesis
for modeling language shift. Sources: [30; 127] as well as the official publications of results (see page 123).



5 The lab: Language contact in Austria(-Hungary)

After obtaining the data, the next step is to choose a sample: one or more specific situation(s)
and area(s) in Austria(-Hungary) on which to test the model. These situations are the laboratory
where data from an experiment was gathered, in this case data on language use from a very large
and long-running experiment (since 1880).55

We will be looking at two language contact situations in today’s Austria and today’s Hungary
(shown on the map in figure 4):

(I) Slovenian–German in southern Carinthia (Austria). The first Slavic peoples settled in
Carinthia around the 6th century [116], so there has long been language contact in this
area—for the most part a peaceful coexistence. This changed with the rise of nationalist
tendencies at the end of the 19th century, when the first conflicts between the two
language (and ethnic) groups began which to some extent continued until recently.

(II) German–Hungarian in southern Hungary (counties Baranya and Tolna). The German-
speaking minority in Hungary is largely the result of historical settlement policies. In
the 17th and 18th century after the expulsion of the Ottoman Empire, large parts of
Hungary were populated by settlers from Germany and Austria who were motivated by
the Habsburg Government to immigrate [137]. From the end of the 19th century, these
Ungarndeutsche (Hungarian Germans) were increasingly pressured to adopt Hungarian
culture and the Hungarian language following the Kingdom of Hungary’s assimilation pol-
icy (the so-called Magyarization). Nowadays, the majority of the remaining Hungarian
Germans lives in the counties Baranya/Branau and Tolna/Tolnau.

As can be seen on the map in figure 4 (and in more detail in figure 14 and figure 30), we restrict
ourselves to areas within today’s country borders, i. e. no parts of Carinthia or Baranya which
were ceded to other countries after 1918.

In order to start modeling language shift in these two situations, it is helpful to have a look at the
data first rather than blindly throwing mathematics at them. Looking at the data gives us the op-
portunity to create data-led hypotheses instead of making random assumptions. Analyzing data
is also crucial for model-building itself as the data structure determines modeling possibilities.
Coming back to an earlier example: If the data do not contain explicit information on speaker
bilingualism, it becomes much harder to test model predictions on bilingualism because in this
case, only “secondary expressions” (i. e. other variables on which bilingualism has an effect, e. g.

55 An experiment in which none of the parameters can be changed and which cannot be repeated.
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Europe today (2019)

Austria

Germany

Italy

Czech Republic

Slovenia

Slovakia

Croatia
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German Empire
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Romania

Serbia
Bulgaria

Bosnia-Herzegovina

Kingdom of 
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Croatia-Slavonia

Ottoman Empire

Austrian
crownlands 

Figure 4: Areas used for data evaluation and modeling in Carinthia and in southern Hun-
gary, respectively. Top: Location of the two areas within Europe in 1880, bottom: within
Europe today (2019). The areas are shown in more detail in figure 14 and figure 30. Map
data: [138; 139].

schooling options) are testable—if there is data for these. Such limitations should be considered
before creating a model.

In addition to looking at the data for each situation separately, it is also worthwhile to do a
comparative data evaluation when we model more than one language contact situation. After all,
language shift processes happen differently in different situations. This means that any model
for language shift is likely to have situation-dependent parameters as well. To uncover these
parameters or even see if there are any differences at all which might affect modeling, comparison
is necessary.
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We will therefore do both: We will first do a comparative data analysis and see what conse-
quences different circumstances and local conditions in different language contact situations
have for mathematical modeling (section 6). Then, we will look at each situation separately
(Austria in section 7, Hungary section 8).
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6 Comparative data evaluation: What consequences do
local conditions have for modeling?

The comparative data evaluation will focus on a time period where the data can indeed be
compared: 1880 until 1910, when there was no separate Austria and Hungary but only the
Dual Monarchy of Austria-Hungary (the Austro-Hungarian Empire). In this time period, data
is available for individual settlements and the phrasing of the language-related question on the
census does not change. Additionally, it is a period of (relative) stability insofar as that no drastic
political events such as World War I occur.56

6.1 Historical background: multilingual Austria-Hungary /
Setting the data in context

Austria-Hungary was a historical region and political entity in Central and Eastern Europe which
emerged from territories ruled by the Habsburg Empire. From 1804 to 1867, the so-called
Empire of Austria existed in which the whole area was run as one monarchist state. In 1867
the Empire of Austria was converted into the Dual Monarchy of Austria-Hungary following the
Austro-Hungarian Compromise. The Compromise led to a division of the Habsburg Empire after
demands for autonomy had repeatedly arisen within the state. From 1867 on, there were two
equal parts of the Empire (figure 5):
– Cisleithania (“Austria”/the Austrian lands, Die im Reichsrat vertretenen Königreiche und Län-

der/“The Kingdoms and Lands Represented in the Imperial Council”)
– Transleithania (“Hungary”/the Hungarian lands, a Szent Korona Országai/“Lands of the

Crown of Saint Stephen”)
– In addition, the territory of Bosnia and Herzegovina was under Austro-Hungarian rule (and

later in 1908 fully annexed).

Both parts were politically independent (e. g. separate parliaments and no common citizenship),
although the military and foreign affairs were still handled jointly and there was a lot of regional
diversity in administration [140–142]. In 1918, Austria-Hungary dissolved following the defeat
in World War I.

56 It is not a period of complete stability as nationalism was already present and the different ethnic groups began
to demand independence which was a factor in the eventual dissolution of Austria-Hungary.
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Historical background

Cisleithania
(Austrian lands)

Transleithania
(Hungarian lands)

Bosnia and Herzegovina

Figure 5: Map of Austria-Hungary and its position in Europe. This figure shows the
two halves of the Empire as well as Bosnia and Herzegovina which was ruled by Austria-
Hungary. Map data: [138; 139; 143].

The two parts of Austria-Hungary also conducted separate censuses which differed in some re-
gards. Table 2 gives a comparison of both censuses. Figure 6 and figure 7 show examples of results
from the Austrian and the Hungarian census. The most obvious difference concerning language
seems to be that the Austrian census asked for Umgangssprache, ‘everyday language’, whereas
the Hungarian one asked for anyanyelv, ‘mother tongue’. According to the official Hungarian
interpretation, “mother tongue” was the language “a person sees as their own, speaks best and
prefers” as well as the language “which has been acquired in pre-school, at school or through
other social contact”.57 The Austrian question for “everyday language” was to be answered with
the language “a person usually uses during common interaction”.58

57 Own translations of the explanations cited in [144]: „[die Sprache] die die betreffende Person als ihre eigene
ansieht, und in der sie am besten und am liebsten spricht“ und „[die Sprache, die sie sich] im Kindergarten, in der
Schule oder durch sonstige gesellschaftliche Kontakte angeeignet hat“

58 Own translation of the explanation cited in [144]: „[die Sprache] deren sich die Person im gewöhnlichen
Umgange bedient“
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6 COMPARATIVE DATA EVALUATION

Austria Hungary

years 1880, 1890, 1900, 1910 1880, 1890, 1900, 1910

spatial resolution per settlement per settlement

people covered present citizens present citizens

language-related question Umgangssprache anyanyelv
(‘everyday language’) (‘mother tongue’)

number of possible answers only one language only one language
9 available choices free-text field

results categories German + Hungarian +
1 (rarely 2) language(s) + multiple languages +
“other” “other”

publications bilingual mostly monolingual*
(in crown lands with non-
German language groups)

Table 2: Comparison of the Austrian and Hungarian census in Austria-Hungary during the
time period 1880–1910. * Some results were published in Hungarian and German.
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Figure 6: A page showing results of the Austrian census 1890 [134, p. 63]. Columns contain-
ing data on language use have been colored.
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Figure 7: A page showing results of the Hungarian census 1880 [134, p. 63]. Columns
containing data on language use have been colored.



Influence of language policy

From its beginning, Austria-Hungary (and the former Habsburg Empire) was a multinational
state extending over multiple national groups and cultures59. We therefore also have many
different languages used in Austria-Hungary, as is visible in figure 8. Figure 8 is an ethno-linguistic
map, meaning that it shows the ethnic groups of Austria-Hungary by equating ethnic group with
the language given in the census (see section 4.4 for further discussion of this practice). If we
consider this image as a purely linguistic map (each color a language), then we see a plethora of
language contact situations wherever different colors meet. In many of these language contact
situations, language shift occurred and is visible in the census data.

As mentioned above, the goal of this thesis is to take a closer look at two of these situations:
Slovenian–German in Carinthia and German–Hungarian in Hungary. These two are situated in
different halves of Austria-Hungary, meaning we can compare the different circumstances in Aus-
tria and Hungary as well as the consequences of these differences for quantitative mathematical
modeling. I will focus here on comparison with regard to two circumstances: language policy,
and population and settlement structure.

6.2 Influence of language policy

Language policy (or politics)60 refers to the sum of all measures and mechanisms which affect
(the status of ) one or multiple language(s) [146, p. 3ff ]; [147]. These measures regulate how
languages are used in practice, especially in multilingual societies or organizations. Examples of
language policies are laws which determine the official language(s) of a state, or the language(s)
used for certain administrative processes. Language policies can also be used to assign a higher
social value (prestige) to one language or variety of a language by actively promoting it or
forbidding the use of other languages. Interventions and efforts to “save” minority languages also
fall under this term. Language policies can be explicit (as laws) or implicit (the value assigned by
the speakers to a language or variety).

59 The terms “nation” and “culture” are used here as categories to distinguish groups of people from each other,
to illustrate that the people living on the territory covered by the political entity Austria-Hungary were diverse.
They assume that people in the group share certain characteristics such as language, ethnicity, territory or traditions.
However, it should be kept in mind that human identity is complex and assigning people to a group based on their
outward characteristics is not always in line with how they identify. We cannot assume that “a nation” or “a culture”
is one big homogeneous group and that anyone who e. g. uses a certain language is automatically part of that group.
As such, these terms (and similar ones e. g. “ethnic group”) should be regarded critically.

60 Language politics as a term is usually used strictly for political/legal measures, i. e. intentional measures from an
authoritative or regulatory body—coming from “top-down”. More generally, language policy can also begin from the
“bottom-up”, i. e. from the speakers themselves, and it does not always have to be deliberate. The field is also often
subsumed as “language planning and policy (LPP)” and has been existing as an academic discipline since the 1960s,
although interventions to influence language can be found earlier [145].
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Figure 8: Distribution of ethnic groups of Austria-Hungary in 1910, based on census results
on language. Shaded blue and red areas denote the two language contact situations studied
in this thesis. Map: based on [148].

In German, a further distinction is made between Sprachenpolitik and Sprachpolitik [149, s.v.
“Sprachenpolitik”, “Sprachpolitik”]: Sprachenpolitik concerns the interplay of multiple lan-
guages, whereas Sprachpolitik is targeted at only one language e. g. languge planning or language
regulation to maintain a certain standardization of the language. However, the line between the
two is sometimes not an easy one to draw.

In Austria-Hungary, the two parts of the Empire pursued different language policies [137;
142; 150–152]. In the Austrian part, German was the prestige language and had a high social
status. German therefore held a special position and was also the primarily used language, e. g.
in the military (which was jointly handled with the Hungarian part, i. e. there was only one
military with German as the official language used for drill commands—which led to conflicts
with the Hungarians [153]). Nevertheless, by law all languages in the Austrian part were equal as
established in the December Constitution (Dezemberverfassung) of 1867, even though in some
areas German was the de-facto official language as other languages were simply not recognized
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by governing bodies. Overall, there was a relatively liberal acceptance of multilingualism in the
sense that it was not actively discouraged by the government. In some cases, this liberal approach
paradoxically led to linguistic segregation: as no citizen could be forced to learn the language of
another ethnic group, this meant that in bilingual crown-lands, it was forbidden to make both
languages mandatory subjects in school [154].

Circumstances were different in the Hungarian part of the Empire, which comprised the
Kingdom of Hungary and the Kingdom of Croatia-Slavonia.61 In contrast to the Austrian part,
Hungarian was legally established as the only official language of the Kingdom of Hungary by
the Hungarian Nationalities Law 1868 (Act XLIV/1868), although the law granted rights to use
other languages in education, local administration and justice.62 The situation is perhaps best de-
scribed as a “language-led” patriotism—only those who used Hungarian were “true Hungarians”.
At the same time, unlike in the Austrian part, there were also large-scale governmental efforts to
enforce Hungarian as the only language. As part of this so-called Magyarization, teachers for
example offered prizes if children performed well in Hungarian language-classes and showed
patriotism [155, p. 26]. In general, there was a much stronger pressure towards a monolingual
society in which one language was hierarchically at the top, namely Hungarian.

The question is now if these two different language policies in the Austrian part and the
Hungarian part are reflected in the census results. One would probably expect that in the
more liberal Austrian half the minority language Slovenian will decrease less than the minority
language German in the Hungarian part. However, when we look at the census results this does
not seem to be the case. Figure 9 shows the percentage of the two language groups (majority and
minority) from 1880 to 1910 for both language contact situations. In Carinthia the percentage of
Slovenian decreases from roughly 46% to about 30%, a decrease of 35% of the starting value. In
southern Hungary on the other hand, the percentage of German decreases only from roughly 35%
to about 32%, a decrease of 10% of the starting value. That means as a consequence for our model
that the Magyarization is not directly visible in census results and therefore does not need to be
taken into account as an extra parameter. The model can only (at best) imitate the results given
by the census, and if these results do not show an influence of Magyarization, then the model
does not need to include one. This is an important point concerning the limits of mathematical
modeling: no matter what we know about the process, about what should be there, in the end we
try to replicate the empirical data and are bound by them and any effects visible in them.

61 Croatia-Slavonia had been given special status within the Hungarian part of Austria-Hungary by the Croatian–
Hungarian Settlement (nagodba in Croatian, kiegyezés in Hungarian) in 1868.

62 The Hungarian Nationalities Law only applied to the Kingdom of Hungary, but did not extend to the Kingdom of
Croatia-Slavonia. In Croatia-Slavonia, Croatian was established as the official language for legislation, administration
and judicature by the Croatian-Hungarian Compromise. Representatives of Croatia-Slavonia were also permitted to
use Croatian in the Hungarian parliament.
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Figure 9: Percentage of the two language groups (majority and minority language) in the
population from 1880 to 1910, calculated from census results. Only Slovenian and German,
or German and Hungarian are taken into account.

It is surprising that the census results do not reflect the large pressure to adopt Hungarian in the
Hungarian half. There is a possible explanation which again shows the importance of setting the
data into context: The Austrian census asked for Germ. Umgangssprache (“everyday language”,
the language used most commonly in everyday life) whereas the Hungarian census asked for
Hung. anyanyelv (“mother tongue”). It is likely that a person’s mother tongue (or the statement
about it) does not change, no matter what language the person uses later in life. Mother tongue
is a characteristic fixed in the first few months and years of a person’s life and therefore cannot
be altered except by a conscious decision to “re-write history” by giving a different statement
on the census. Everyday language on the other hand is more fluid and can change based on
different circumstances. Even though we cannot know how much the people answering the
questionnaires were influenced by the state’s explanation of these terms (see section 6.1), at face
value (and even considering the intended interpretation) the two categories represent different
aspects of language use. We can therefore assume that the nature of the question does play
some role in explaining the smaller decrease of German in Hungary compared to Slovenian in
Carinthia.

6.3 Influence of settlement and population structure

After looking at the influence of different language politics, we will now turn to the settlement
and population structure of Austria and Hungary to see (a) where the differences lie and (b) if
these differences have consequences for modeling.

64



Influence of settlement and population structure

Table 3 shows a summary of data on geography and population for the two language contact
situations. As noted before, “settlement” designates the smallest administrative population
unit shown in the census, disregarding any further distinctions (whether it is administratively
speaking a village or a hamlet, town privileges, city status, etc.). From this table, we see that
in Carinthia, there are more settlements in a smaller area than in Hungary, meaning there is
a difference in settlement structure. There is also a difference in settlement size. Figure 10
shows the distribution of settlement sizes for Carinthia and southern Hungary, i. e. how often
settlements with 100, 200, etc. inhabitants occur. Here, settlement size is calculated only by
taking the two most frequent languages (Slovenian/German or German/Hungarian). We can see
that the distributions for the two areas have their maximum at different points: the maximum for
Carinthia is at a smaller range than the one for southern Hungary. This means that in Carinthia,
smaller settlements occur more frequently than in southern Hungary. As visible on the inset, in
Carinthia, most settlements have 100 or fewer inhabitants, in Hungary, most settlements have
300–400 inhabitants.

Slovenian–German German–Hungarian
in Carinthia in southern Hungary

number of settlements ≈ 1500 ≈ 450

geographic area ≈ 3100 km2 ≈ 8100 km2

language distribution ≈ 85,500 Slovenian + ≈ 157,000 German +
in the beginning (1880) ≈ 102,300 German ≈ 285,000 Hungarian

Table 3: Summary of data on the two language contact situations investigated in Austria-
Hungary. Numbers have been rounded.

The difference in settlement sizes in Carinthia and southern Hungary is reflected in geography
and spatial distribution. Figure 11 shows two maps depicting areas of Carinthia and southern
Hungary on the same scale. The maps show that Carinthia has rather small settlements which are
closer together (sometimes only the settlement name is visible and not even the settlement area
itself on this scale) while Hungary has larger settlements which cover a larger area and are further
apart. What does this difference in geography mean for modeling? For modeling language
shift or spread over time and space we need an abstraction of the real geographical space for a
mathematical description. Let us assume that we want to create an abstract representation of the
area, e. g. through a grid of square cells, where on average each settlement should be covered by
only one cell. Then the consequence is that this grid should have a smaller cell size in Carinthia,
where settlements are smaller, than in Hungary, where settlements are larger (see figure 11). In
other words, different settlement structures enable different abstract representations.
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Figure 10: Distribution of settlement sizes (number of inhabitants) in Carinthia (blue) and
southern Hungary (red) in 1880. Bin size of the histogram: 100 inhabitants. The inset
shows the section marked in grey on the complete histogram. The y-axis on the main plot
is logarithmic in order to make small frequencies visible.

Figure 11: Maps of areas of Carinthia (left) and southern Hungary (right) on the same scale
with a grid overlay, showing that different grid sizes are to be used for the different areas.
Maps: OpenStreetMap.org / © OpenStreetMap contributors.
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The differences in geographical structure and settlement distribution also have consequences for
language contact. Figure 12 shows a graphical representation of these differences. In Carinthia,
we have one cohesive Slovenian language area due to the proximity of the individual settlements.
In Hungary, we have more distant “language islands” which are separated and not interconnected.
The contrast becomes even starker when taking topography into account: For Carinthia, the
white areas in the figure are mostly mountainous regions, and people tend to settle in valleys
and flat areas. For Hungary, the whole area is mostly flat plains, meaning that the scattered
settlement structure in this region is not necessarily due to geographic constraints. The different
distributions do not mean settlements in Hungary are completely isolated from each other (as
the term “island” might imply), but simply that it is less likely for them to directly influence each
other than in Carinthia. As a consequence for our mathematical model, this means interaction
probably should be incorporated as a parameter in a model for language shift in Carinthia. In
Hungary, interaction should be tested as a model parameter as well, but seems less likely to have
an effect based on the geographic structure as we see it here.

Figure 12: Schematic representation of the settlement structure in Carinthia and south-
ern Hungary. Maps show all settlements regardless of linguistic make-up on the same
scale. In Carinthia (left), settlement structure is more cohesive and the settlements are
grouped closer together. In southern Hungary (right), the settlements are more distant
and not interconnected. Geographic data from Kärnten Atlas (https://gis.ktn.gv.at) and
OpenStreetMap.org / © OpenStreetMap contributors.

Apart from the general difference in geographical structure in both regions (which does not
discriminate between languages, i. e. one language group does not settle only on mountains
and the other only in valleys), there are also other more cultural differences in the population
structure of the minority groups. Concerning religious affiliation, the Slovenian-speaking
population in Carinthia is more homogeneous than the German-speaking population in
southern Hungary: While almost all Carinthian Slovenes have been and are Catholic, there
have always been both Catholic and Protestant (and Jewish) Germans in Hungary and interfaith
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marriages were unacceptable [137, p. 85]; [156].63 In addition, the two minority groups in both
countries are distinct in their linguistic varieties. There are several Slovenian dialects in Carinthia
[14], but they are closely related and classified as one dialect group (the Carinthian dialect group
of Slovenian). In contrast, the dialects of Germans in Hungary are very heterogeneous, not least
owing to the history of German in Hungary: German-speaking people settling in Hungary from
the 17th century on came from many areas of Germany and Austria. This led to a mixture of
dialects from various German dialect groups, eventually evolving into today’s dialects of German
in Hungary which can still be distinguished by their original provenance [158, p. 262f ]; [159].

As a final point, let us have a brief look at the linguistic structure of the whole population. We have
noted (table 2 and figures 6 and 7) that the Austrian census publications show language-related
data on German plus 1 (or rarely 2) language(s) and everything else is grouped into the category
“other”. The Hungarian census publications show data for many different language groups (plus
a category “other” in one way or another). Neither census in this time period has results on
bilingualism. In Carinthia, the “other” column is empty most of the time, meaning there are
no languages represented other than Slovenian and German. In Hungary on the other hand,
there are often considerable numbers of other languages, especially Croatian/Serbo-Croatian
in Baranya county, the south of which is part of Croatia nowadays. This means that the situation
in Hungary is a lot more complex because we have more than two language groups. A model
therefore also has to be more complex if it is to take into account all language groups.

We can of course focus solely on the two groups of German and Hungarian (which we have
done so far and will do in the following for reasons of simplicity), but the question remains:
Where do we draw the limit on when to ignore “other” languages? Put differently: Can we ignore
29 people using Croatian, but not 30? I am afraid there is no clear answer to be found within this
thesis (or anywhere else). Any mathematical model is necessarily a simplification of the “real
world” and this is a tradeoff we make when creating an abstraction. Still, even a simplified model
can be helpful to gain insight into a complex process such as language shift. To create such a
model, we will now return to the two individual language contact situations.

63 Religion played an even larger role than language in marriage patterns—Catholic Germans would rather marry
Catholic Hungarians than Protestant Germans [157, p. 323].
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7 Situation I: Slovenian–German in Carinthia

The first language contact situation we consider for modeling is Slovenian–German in Carinthia,
Austria. In this region, use of Slovenian is declining in favor of the majority language German and
a language shift is taking place (and has been for quite a while). After giving a short overview of
the historical background, I will outline the data preparation and finally describe the modeling
process. Lastly, results will be discussed and influence factors on language shift will be identified.

7.1 Historical background

[This section is largely a translation of section 4.1 in [4].]

In the southern part of Carinthia, Austria, there has long existed a language contact situation
between a Slovenian-speaking autochthonous64 minority and the German-speaking population
group [116; 160–162]. The first Slavic peoples settled in Carinthia in the 6th century during the
Migration Period (Völkerwanderung). For a long time, the area was multilingual. It was only
in the middle of the 19th century that the rise of nationalism led to the first major conflicts
between the two population groups, which were to continue for a long time. The question of
which language was spoken by whom and what that meant in conjunction with belonging to
an ethnic group became more and more important. Ethnicity and language were often equated
during this time, a practice which continued later on (section 4.4).

At the end of the 19th century, the first large-scale surveys on the distribution of Slovenian
speakers began. The first language statistics for Carinthia were issued in 1846 by Karl Freiherr
von Czörnig. Subsequently, until 2001, the census also included a language-related question in
some form [30, p. 45ff ]; [124]. However, these results on language use were used not only for
linguistic investigations (as in the present case) but also as a political instrument.

Slovenian is a recognized minority language in today’s Austria, i. e. there is a legal right to
using Slovenian as official language for administrative processes, the right to Slovenian-language
instruction in schools as well as a right to bilingual topographical signs (village signs with both
the Slovenian and German name on it). These rights were established by the Austrian State

64 “Autochthonous” means “native to the land, indigenous”. Autochthonous minorities (historical/indigenous
minorities) are groups which have been living in an area for a very long time, usually for centuries, before today’s
states and state borders were established. The term is used in contrast to minority groups which have been “newly”
created through recent immigration. Once again, the line between the two types is not straightforward to draw. The
distinction can also become problematic as minority rights are usually restricted to autochthonous minorities.
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Treaty (Staatsvertrag) in 1955 and regulated in more detail by the Ethnic Groups Act 1976
(Volksgruppengesetz).65 For the most part, these rights are somehow linked to the presence of
minority members—the rights are intended to benefit the Slovenian ethnic group in areas where
they actually live. However, in Austria no-one can be forced to declare membership to an ethnic
group, therefore results from the census on language use are often used as a criterion for the
granting of rights. For example, in its original version (BGBl. 396/1976), the Ethnic Groups Act
calls for a 25% threshold of ethnic group members in the population for the provision of bilingual
topographic signs. To determine where the 25% threshold was met, census results on language
were used.

1880

2001

1 km²

0 10 20 km

Figure 13: Percentage of “Slovenian” in census results in southern Carinthia, Austria. Top:
census results for 1880, bottom: census results for 2001. The two biggest Carinthian towns,
Villach/Beljak and the capital Klagenfurt/Celovec, are encircled according to present ad-
ministration.

Figure 13 shows a picture familiar from the introduction of this thesis: the percentage of “Slove-
nian” as everyday language in southern Carinthia in 1880 compared to 2001, according to census
results. If we compare the two figures, the area in which mainly Slovenian is used becomes

65 Minority language rights in Austria had actually been already formalized after World War I in the Treaty of Saint-
Germain-en-Laye 1919, before the annexation of Austria 1938 (Anschluss) and its re-establishment by the Austrian
State Treaty in 1955.
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smaller over time. We can therefore assume that language shift, i. e. a change in language
use in some form is happening, even if the census does not necessarily reflect actual language
use (section 4.2). This notion that language shift is happening is supported by many smaller-
scale qualitative studies of Slovenian in Carinthian villages e. g. [163–167]. With the help of
census data, we can now examine this language shift quantitatively in the whole area of   Southern
Carinthia.

7.2 Preparing the data

[The first part of this section is largely a translation of section 4.2 in [4].]

As mentioned in section 4.6, census data provide—despite their limitations—the best possible
starting point for building a quantitative model of language shift in Austria(-Hungary). The
Slovenian ethnic group is located mostly in the south of Carinthia and this is where language
shift is happening. For this reason, it makes sense to restrict ourselves geographically to that area.
Therefore, only data from the districts of Völkermarkt, Klagenfurt/Klagenfurt-Land, Villach-
Land and parts of Hermagor was used. Data from municipalities bordering the area in the North
was included as well (see figure 14). For this region, the following two data sets were selected for
modeling:
– 1880 to 1910 from the census of the Austrian half of Austria-Hungary
– 1971 to 2001 from the census of the Federal Republic of Austria

These periods were chosen because during them, the census consistently asked for Um-
gangssprache (defined as “the language used most commonly in everyday life”), i. e. the phrasing
of the language-related question did not change. A certain degree of comparability is therefore
given, while the phrasing differed during the years in-between (figure 3). For 1951 and 1961,
where the census also asked for Umgangssprache, no data for individual settlements could be
obtained; data are available only at the level of municipalities in the official publications. After
2001, no more data on language use is available through the Austrian census.

A large part of the data we are working with are historical data from the Austro-Hungarian
Empire. It is generally not digitized other than possibly existing as scans. The first step in
preparing these data for mathematical modeling was therefore digitization.66 The second data set
for 1971 until 2001 was already available in digital form (special data evaluation commissioned
from Statistics Austria).67 The Austro-Hungarian census forces a binary situation as only one
language could be answered: according to the data, people in Carinthia use either German or

66 The digitized census data for southern Carinthia 1880–1910 have been made available online (https://doi.org/10.
6084/m9.figshare.4535399).

67 Due to privacy protection laws, data on language use for individual settlements cannot be published for 1971 to
2001.
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Figure 14: Map of Carinthia with its districts (today’s borders). Grey shading roughly
indicates the area used for modeling, based on today’s borders of municipalities. Map data:
[138; 139]

Slovenian as everyday language, but not both. Later census results from 1939 and afterward
(and thus the second time period from 1971 on) allow for bilingualism as an answer category,
e. g. “Slovenian, German” or “German, Slovenian”. For the sake of consistency, these bilingual
answers had to be converted to either German only or Slovenian only. To do so, the first language
given in the answer was counted, i. e. “Slovenian, German” was reduced to “Slovenian” and
“German, Slovenian” to “German”. Similarly, statements including “Windisch” were counted as
“Slovenian”. “Windisch” is a politically-charged term for members of the Slovenian ethnic group
in Carinthia who feel they belong to German(-speaking) culture and often do not want to claim
minority rights [115, p. 42]; [120; 121], see also footnote 43 on page 47. From this, we once again
see that the census data do not necessarily offer “objective” data on language use.

The data give us information on the number of speakers per settlement, in 10-year intervals.
As we want to build a model for language shift over time and space (as in physical diffusion), we
now need to connect these speaker data to their spatial position. To do so, we first create an
abstract representation of Carinthia itself by subdividing the area into a regular grid with cells
sized 1 km× 1 km (figure 15). Carinthia is roughly 84 km high (north border to south border,
approx. 0.8◦ of latitude) and roughly 184 km wide (west border to east border, approx. 2.4◦ of
latitude), the grid covering the total area of Carinthia therefore has 84 × 184 = 15,456 cells. As
Carinthia is not a perfect rectangle shape, only 9,549 of the cells actually cover the area inside
the Carinthian borders, the rest covers the area outside state borders which was not considered
for modeling. We also do not consider periodic boundary conditions of any sort for simplicity,
meaning that the number of people in the area is not conserved (as it should not be—after all, the
number of people in the world is not conserved).

The data on language use (speaker numbers) from individual settlements are assigned to grid
cells based on the geographic coordinates of the settlement (figure 16). Geographic coordinates
(WGS 84) for the position of each settlement were manually retrieved from the KAGIS Kärnten
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Figure 15: Creating an abstraction of the geographic area by overlaying a regular grid

Atlas (https://gis.ktn.gv.at). The capital of Carinthia, Klagenfurt/Celovec, was split into multiple
cells for the second time period due to its size. Speaker numbers for Klagenfurt/Celovec were
equally distributed to all cells.68 If two or more settlements are covered by the same grid cell, the
speaker numbers are added in that cell. In the end, we obtain a set of matrices for each year of
the census, for both Slovenian and German (8 matrices per time period, 4 per language). These
matrices have the speaker number per language and year as entries, with speaker numbers in
positions where settlements are, i. e. they are a regular abstract representation of census data
distribution in space to make mathematical modeling easier.

Figure 16: Assigning speaker numbers from individual settlements (orange) to grid cells

7.3 Macroscopic view: The language border

[This section is based on [1].]

Now that we have digitized data in a format we can do calculations with, it is time to set up the
model and simulation. As mentioned in section 3.2, there are two ways of looking at physical
diffusion, and similarly two ways of looking at linguistic diffusion (language shift in this case):
macroscopically, and microscopically. In this section, we will first consider the macroscopic
view.

68 As the census gives no information on the distribution of speakers within a settlement (whether they cluster
together or are spread evenly), we must assume they are distributed equally over the whole settlement area.

73

https://gis.ktn.gv.at


7 SITUATION I: SLOVENIAN–GERMAN IN CARINTHIA

In the macroscopic view of language shift, we can look at two things: (1) the “concentration”
(proportion/fraction) of speakers of a language in the population and its change over time and
space and (2) the area where a language is used, i. e. the border around the area where Slovenian
is used and its change over time and space. These two aspects are actually intertwined: if people
change their language and the fraction of speakers of a language decreases, then the area where
a language is used becomes smaller and the border moves (not considering here a scenario in
which “holes” develop in the language area and it dissolves from within).

Mathematically, the existence of such a moving border between two groups which differ in
one characteristic follows from Fisher’s equation [168], which is a reaction–diffusion equation.69

Fisher’s equation describes the spread of genes in biology where one gene is more advantageous
than the other:

∂c
∂t

= D · ∂
2c

∂x2 + k · c(1 − c) (8)

Here, c is the concentration/fraction of the advantageous gene in the population, D is its
diffusivity (a measure for its spread) and k is the conversion rate from non-advantageous to
advantageous. The fraction of the non-advantageous genes is given by c′ = 1 − c.

A similar situation applies in Carinthia, where German has a higher status than Slovenian in many
parts, i. e. it is more “advantageous” and people generally “convert” from Slovenian to German.
We can therefore write the development of the fraction of German speakers as follows:

∂cG

∂t
= DG · ∂

2cG

∂x2 + k · cG(1 − cG) (9)

Here, cG is the concentration/fraction of German speakers in the population, DG is the diffusivity
of the German language and k is the conversion rate from Slovenian to German. The fraction of
Slovenian speakers is given by cS = 1 − cG. The one-dimensional approach is sufficient in this
case as the census data show that the language border movement is basically one-dimensional
(from north to south).

Equation (8) (and thus also equation (9)) has solutions which describe the moving border (or
traveling front) as the “wave” of the more advantageous, higher status group spreads. The velocity
v of this moving front is given by:70

v = 2
√
D · k (10)

69 This equation is also known as the Kolmogorov–Petrovsky–Piskounov (KPP) equation.

70 A derivation of the wavefront velocity can be found e. g. in [48] or [168].
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Linguistically, language borders, language boundaries or language fronts delineate the border
between two areas where people use different languages.71 However, language borders are often
influenced by political boundaries. They are also hard to draw because in most cases, people in
a country do not use the same language everywhere, even if it is subsumed under one umbrella
term. For example, the German spoken in Lower Austria, Vienna and Burgenland (the eastern-
most states of Austria) is wildly different than the German spoken in Vorarlberg (the westernmost
state). However, they are still accepted as the same language, namely German. Many societies
are also multilingual and people are mobile, making it hard to draw clear borders on a map as
there are no definitive boundary criteria [169, p. 134]. Any boundary between languages drawn
on a map is therefore deceptive: it is unlikely that people abruptly stop using a language once
we take one step over the border, or that everyone within the language area uses that language
and those outside do not. Even the term “border” itself creates a false illusion; that of a clean cut
rather than the transmission zone it represents in reality.

Coming back to our mathematical model which is supposed to follow the movement of a
language border, this means we must first define a language border between Slovenian and
German in some way. As this border should be based on language use rather than other factors
like ecological factors (mountain ranges …), we turn to the speaker numbers provided by the
census. From these results, it is evident that we do not have an “ideal” clearly delimited Slove-
nian language area where 100% of the population uses Slovenian on one side and 100% of the
population uses German on the other. We have seen in figure 13 that there is an area where
Slovenian is predominant (in the south), but there is no clear-cut border to the rest of Carinthia
but rather a buffer zone along which language use changes gradually.

To draw a language border between Slovenian and German, we must therefore set a limit on
when a cell counts as “Slovenian” and when it counts as “German” for the purpose of modeling.
In other words, how many people in the population must use Slovenian for this cell to be
within the Slovenian language area. Figures 17 to 19 show the results for different limits on
the percentage of people using Slovenian: 50%, 25% and 17.5%.72 From these figures, we
can see that the language border cannot be drawn as a straight line which would be a gross
oversimplification. It is also evident that with none of these limits it is possible to draw a
continuous language border between German and Slovenian for the second time period (1971–

71 A similar concept would be that of isoglosses, which separate areas where one linguistic feature of the same
language is different, e. g. the pronunciation of a phoneme or a syntactic construction. Bunches of isoglosses (many
isoglosses in the same place) create dialect boundaries. Dialect boundaries separate dialects whereas language borders
separate languages. In reality sets of isoglosses generally do not neatly line up, so dialect boundaries are a theoretical
idealization of complex reality.

72 The latter two were chosen as the lower limit for the provision of bilingual topographic signs in the Ethnic Groups
Act 1976 in the original (25%) and revised version (17.5%).
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7 SITUATION I: SLOVENIAN–GERMAN IN CARINTHIA

2001) because there are only few dispersed cells with a significant percentage of Slovenian
speakers. As the traveling wave fronts resulting from Fisher’s equation are continuous,73 we
cannot apply it in the second time period where there is no continuous language border which
could move.

1880 1910

1971 2001

<50% 50% Slovenian        (cells with 0% not shown)

Figure 17: Slovenian language area in southern Carinthia for four different years (start and
end of each modeling period). Cells with ≥ 50% Slovenian speakers are shown in dark
purple, cells with < 50% Slovenian speakers in light purple. Cells with 0% Slovenian are
not shown.

For the first time period (1880–1910), it is possible to draw a language border and measure its
velocity from the data. This velocity was calculated as follows: The language border was defined
as the line bordering all cells with ≥ 50% Slovenian speakers, minus outliers not connected to
the contiguous language area. The language border was then horizontally divided into n points
(corresponding to the number of cells comprising the language border horizontally, i. e. one
point per kilometer). For each of these points Pi, the vertical change in position (north-south
difference due to movement) between the two time points t1 (1880) and t2 (1910) was calculated.
The difference is divided by 30 (the number of year between t1 and t2 to obtain the average velocity
per year:

v =
n∑
i=1

Pi(t2)− Pi(t1)
30n

(11)

73 It is also assumed that the concentration c is a continuous function, i. e. there are no sudden jumps. Concerning
language shift, such jumps might occur in cases where e. g. all people speaking one language are killed or deported.
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Macroscopic view: The language border

1880 1910

1971 2001

<25% 25% Slovenian        (cells with 0% not shown)

Figure 18: Slovenian language area in southern Carinthia for four different years (start and
end of each modeling period). Cells with ≥ 25% Slovenian speakers are shown in dark
purple, cells with < 25% Slovenian speakers in light purple. Cells with 0% Slovenian are
not shown.

1880 1910

1971 2001

<17.5% 17.5% Slovenian        (cells with 0% not shown)

Figure 19: Slovenian language area in southern Carinthia for four different years (start and
end of each modeling period). Cells with ≥ 17.5% Slovenian speakers are shown in dark
purple, cells with < 17.5% Slovenian speakers in light purple. Cells with 0% Slovenian are
not shown.
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For a limit of 50%, we obtain a velocity of v = 0.034 ± 0.017 km/year. Using equation (10) we
can also calculate the product of diffusivity and conversion rate DG · k, or if the conversion rate is
known, the diffusivity of the German language. The conversion rate can be calculated from the
census data by calculating the fraction of German speakers cG at the beginning (t1 = 1880) and
end (t2 = 1910) of the time period. If we neglect the diffusion term in equation (9) (pure growth
of German speakers), then we obtain for k:

k =
cG(t2)− cG(t1)
cG(1 − cG)/30

(12)

where cG is the average fraction of German speakers between 1880 and 1910. Using the census
data for southern Carinthia74 and assuming their error to be 10%, we calculate a conversion rate
of k = (0.0224 ± 0.0065) year−1. From k and the measured velocity v, we obtain a diffusivity of
DG = (0.013± 0.014) km2 year−1.

It is important to note that the velocity (and hence the conversion rate and diffusivity) given
above is an average (a mean-field approximation). Due to this reason, we will see later in
section 7.4 that the diffusivity calculated from the velocity of the language border is much smaller
than the diffusivity obtained from a microscopic model—compare table 5 with the above value
for DG. (Conversely, the velocity calculated using the diffusivity of the microscopic model is
considerably higher than the velocity obtained from census data: v = 0.1101 ± 0.0034 km/year
compared to v = 0.034± 0.017 km/year.) However, this averaging masks important differences
along the movement of the language border.

Figure 20 shows the language border for both 1880 and 1910, so the movement along the
border can be examined. It is apparent that there are parts along the border where the distance
moved is large (black arrows) while in other parts, there is no movement at all (green arrows).
The two areas without border movement indicated in figure 20 are rural areas behind mountain
ranges, i. e. next to unpopulated areas, so there is no German language area on the other side. This
absence of “linguistic pressure” from the other side might explain the lack of border movement.
In any case, it is another reason why border velocity is not very insightful in this case: equation (8)
and equation (10) presume the existence of a moving border everywhere (a traveling front which
does not change its shape while moving) and can thus not be employed to describe the “shrinking”
of the Slovenian-language area. We will therefore take a different approach, which is described
in the next section: a microscopic view which is much more detailed, making use of the grid cells
previously mentioned.

74 1880: 102,314 German and 85,369 Slovenian speakers; 1910: 154,361 German and 65,352 Slovenian speakers
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Microscopic view: Grid cells and cellular automata

Figure 20: Percentage of Slovenian speakers in 1910 and schematic of the language border
for 1880 (orange line) and 1910 (brown line). The border is defined as the line framing all
cells with≥ 50% Slovenian speakers and moves southwards in one direction (black arrow).
Green arrows indicate areas without border movement. Reprinted from [1].

7.4 Microscopic view: Grid cells and cellular automata

We have seen that the “macroscale view” of tracking the movement of the language border has
its limitations because it essentially averages over the whole area. A microscale view and model
can give us more insight into the local processes happening in different areas by calculating each
point individually. In doing so, we can follow the development over time and space globally
while being able to identify deviating processes locally, such as the different dynamics in urban
centers compared to rural areas. A microscale model means we can also use more detailed data—
if such detailed data are available, meaning sufficiently high-resolution data are a prerequisite for
microscopic models.

As described in section 3.1, the general principle in (mathematical) modeling is to first estab-
lish hypotheses (rules) to describe the change for each data point. These rules are then applied
to all data points and the result is compared to the empirical data. If the goodness of fit between
model results and empirical data is not satisfactory, then the rules are improved and the process
is repeated until suitable agreement between the model results and the data has been achieved.

In a microscale model, we calculate the change in each data point individually. Calculating each
point individually in our case means turning back to the grid cells and calculating what happens
inside each grid cell. In the terminology of cellular automata (see section 3.2.2): Each cell has an
initial state and its state will be updated according to a fixed mathematical rule. By applying the
rule to all cells simultaneously and equally, a new generation of cells is created after one time-step,
with new data/states. The process is then repeated.

We apply this procedure here as follows: the cells in our matrix (the grid cells) include the
speakers numbers, hence we need to create rules for how the speaker number of a language
changes over time and then apply these rules to all cells. In other words, we have a certain number
of speakers now and we want to predict by some rule how many speakers we will have per cell
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after one time-step. To create hypotheses on what these rules look like before formulating them
mathematically,75 two things are important:
– What makes sense?

Any hypothesis should be a reasonable assumption based on previous studies.
– What can we measure?

We want to eventually compare the model to empirical data, so ideally the parameters should
at least be correlated to something which can be measured and for which data are available.

In addition to these, the model should be kept as simple as possible at first rather than starting
with a hypothesis which already includes 50 different variables. With that many parameters, it
becomes difficult to say which one plays a substantial role.

Keeping this in mind, the next step after mapping the data (section 7.2) is to create hypotheses
on how the number of speakers changes per cell and year. Although census data are available
only every ten years, we divide the periods in-between into yearly steps to simulate the language
distribution for each year. This lets us interpolate missing data—an advantage of mathematical
models—to follow the gradual nature of language shift.

We create our hypothesis based on factors influencing language use and language shift men-
tioned in the literature (section 2.1). As a first basic hypothesis, we assume that the number of
speakers in the next year (after one time-step) is dependent only on two factors:
(1) the current number of speakers
(2) the (potential) interaction with other speakers of the same language in the surrounding

cells76

A schematic of the application of this hypothesis to cells is shown in figure 21. We assume that
the hypothesis we have created applies to all cells simultaneously and equally. The hypothesis
can now be written as a formula by combining two underlying concepts: the probability of using
a language in a given cell, and the calculation of speaker numbers from that probability.

Following our hypothesis, we assume the probability pα(r,t+1) of using a language α (with α = S
or G, Slovenian or German) after one year (one time step) is directly proportional to:
(1) the absolute number of speakers of that language in the previous year nα(r,t)
(2) the (potential) interaction with other speakers of the same language in the neighborhood

Fα(r,t)

75 Technically speaking, hypotheses become rules by formulating them mathematically.

76 There is no reason to assume people will automatically speak to each other solely based on the fact that they
use the same language, hence the term “potential interaction”. However, even if interaction is not realized, the mere
possibility of using the language influences language shift.

80



Microscopic view: Grid cells and cellular automata

Figure 21: Schematic representation of how speaker numbers in the following year are
calculated. Each cell represents an area of 1 km× 1 km, the number inside gives the number
of speakers of a language in that area. In this case, we assume that the number of speakers in
the next year depends on two factors: the current number of speakers plus interaction with
other speakers of the same language in all surrounding cells (not only the nearest neighbors
as depicted here).

The probability pα(r,t+ 1) in a cell at position r after one time-step (one year) is then given by:

pα(r,t+ 1) =
nα(r,t) + Fα(r,t)

nS(r,t) + FS(r,t) + nG(r,t) + FG(r,t)
(13)

This probability is normalized to the total number of speakers and the total interaction in a cell, i. e.
it is given as as the ratio of a language-specific influence per cell compared to the total influence
on language use (for both languages) in that cell.

To compute the (potential) interaction Fα between speakers of the same language α with the
neighboring cells, we sum up the contribution (interaction) of all cells surrounding a cell at
position r (as shown in figure 21, but including all matrix cells, not only the nearest neighbors):

Fα(r,t) := Fα(r,nα,t) =
∑
rj ̸=r

cα(r,rj,nα,t) · dA (14)

The element dA is equal to the size of one cell, in this case 1 km× 1 km. The contribution
(interaction) arising from each individual cell is modeled as a Gaussian function:

cα(r,rj,nα,t) =
nα(rj,t)
4πDαΔt

· exp
(
−
|r− rj|2

4DαΔt

)
(15)

where Dα is the diffusion constant, a measure for the diffusivity and the sphere of influence of
a language, i. e. how far and fast a language “diffuses” from its outset. Δt is set to 1 year as the
interaction is calculated in one-year time steps from the result of the year before.

Modeling interaction in this way is motivated by both linguistics and physics. In linguistics,
following Trudgill [34] interaction between settlements (or in this case, two cells) is proportional
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to the number of speakers in the settlements nα and decreases with the distance |r− rj| between
the settlements (compare equation (2)). In physics and chemistry, Gaussian distributions are
used to describe the diffusion of particles, i. e. they are a solution to the diffusion equation
equation (4) under certain boundary conditions. The form of equation (15) is based on the
solution of the diffusion equation in two dimensions, for a single non-continuous source (i. e.
particles are released once at one point in space but not continuously or at multiple points)77:

c(r,t) =
N

4πDt
· exp

(
− r2

4Dt

)
(16)

77 A complete derivation with the exact mathematical boundary conditions (e. g. concentration vanishing far away
from the source) and an overview of other possible solutions can be found e. g. in [170–173]. This solution was chosen
because in our cellular automaton, we only have one source per cell (as we are looking at each language separately),
the cell is treated as a point in space, and we are only looking at one timestep before starting with new initial conditions
(new initial distributions of speakers) so there is no continuous release of the same language.

It would of course be possible to use solutions for other boundary conditions, e. g. ones where the total number of
particles is not constant (continuous source) or where release of the substance occurs over a finite area rather than
at one point, and arguments can be made for either. However, in these cases solutions to the diffusion equation
are given by the error function erf(x) = 1√

π

∫ x
−x e

−t2 dt whose value can only be approximated numerically. It
does not appear meaningful to choose a non-analytical function for modeling language shift with the simple model
presented here, especially when there are arguments for using an analytical solution (the Gaussian distribution) and
the analytical solution provides a good fit to the empirical data, as we will see later. Similarly, one might expand the
Gaussian distribution by introducing further parameters (e. g. different parameters for the width of the Gaussian and
the height/amplitude rather than only one Dα), but again we strive for the simplest model possible which can describe
our data reasonably well and can be motivated by existing research.

One could also ask if diffusion is even the right theory/concept to be applied here because in physical diffusion,
the total number of particles is a conserved quantity and the total number of speakers of a language obviously is not.
Speaker numbers can change through birth and death, but there is also no natural limit to how many people can learn
a certain language—and people can learn more than one language. (This is also part of the reason why reaction–
diffusion equations are popular for modeling language shift, as they generally do not assume a conserved quantity
of speakers but rather that speakers of one language transform into speakers of another language, as in chemical
reactions.)

We are not dealing with a closed system here (there are no periodic boundary conditions—speakers/languages
which disappear to the right side do not enter the system again on the left side) so we are not modeling what happens
to the speakers who leave the system. However, we are looking at discrete time steps and calculating the probability
of using a language iteratively, with completely new initial conditions after each time step. This means that within one
time step, the amount of language (expressed by proxy through the speaker numbers nα) which spreads is conserved.
This can be seen by turning equation (15) into a continuous function (by replacing Δtwith t and integrating over space
(from − inf to + inf in both directions). The integral yields the number of speakers nα(rj,t) for all t, i. e. the amount of
language which spreads is equal to the number of speakers at the beginning of the time step, not more and not less (as
it should be, and as it is in physics—the integral of equation (16) over space yields the number of particles N released
in the beginning, no matter how much time has elapsed). Therefore there is no conflict with applying diffusion theory
to language shift in the way done here.
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where c(r,t) is the concentration of a substance at position r (with r2 = x2 + y2 for two-
dimensional Cartesian coordinates x,y) and time t. N is the total number of particles released
initially at t = 0 and r = 0, which then spread, and D is the diffusion constant which determines
how fast the substance spreads. We assume here that D is the same in both x and y direction, i. e.
Dx = Dy = D.

The model we have introduced thus directly incorporates inspiration from both disciplines:
through the mathematical formulation and the inclusion of factors on language shift identified
through previous studies and their dependencies.

The number of speakers of a language in a cell is calculated by multiplying the total number of
people in the cell by the probability of using a language:

nα(r,t) = ntotal(r,t) · pα(r,t) (17)

The total number of people is not predicted by this model, it is an external input (census data).
As the census is only available every ten years, ntotal(r,t) is given by linear interpolation between
censuses for a first simple approximation.

Equation (13) and equation (17) can be combined and we obtain:

nα(r,t+ 1) = ntotal(r,t+ 1) · nα(r,t) + Fα(r,t)
nS(r,t) + FS(r,t) + nG(r,t) + FG(r,t)

(18)

This rule is iteratively applied to all cells to calculate new speaker numbers for any number of
years, from the previous year’s results. The rule we have created here is, of course, only a simple
first model which will be expanded later (section 7.4.2). We will now check the validity of the
underlying hypothesis (that language shift depends on the two factors included in the model) and
the corresponding mathematical formulation by turning the model into a computer simulation.

7.4.1 Judging themodel: Simulation and evaluation procedure
[This section, apart from the first paragraph, is a direct quotation of the sections “Evaluation procedure” and “Evaluating

model performance” (Supporting Information) in [1].]

After creating a model, we now want to implement this model as a computer simulation and more
importantly, judge its performance compared to the empirical data. Ideally, the model recreates
the data perfectly and gives us the same results as the data. This is rarely the case, so we need some
benchmarks to see just how well the model reproduces the given data set. We are also interested
in whether the model performs better than a so-called baseline model. A baseline model might be
a very simple model, or one which essentially assumes that everything stays as it is. We hope that
the model we have created performs better than the baseline model (i. e. is able to reproduce the
data more accurately), but again we need some value on which the two models can be compared.
This section will therefore describe the simulation and evaluation procedure. Simulations were
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performed using GNU Octave 4.0.0. The data from the first census in each period (1880 and 1971)
were set as the initial state from which the number of speakers in each cell changes according to
equation (18), assuming a linear population development between censuses. To evaluate the
goodness of fit between simulated data and census data, a great number of metrics are available
which each have advantages and disadvantages. It is therefore helpful to use multiple metrics,
especially in cases of large data scattering such as with census data on language use. We use
ordinary least squares to minimize the squared sum of errors (SSE):

SSE =
m∑

k=2

n∑
i=1

(Oi,k − Ei,k)
2 (19)

where Oi,k is an observed data point (census data) and Ei,k is an estimated data point (simulated
data). k is the number of times the observed data can be compared to the estimated data. k runs
from 2 to m, where m is the number of censuses within the period. The data from the first census
in each period (k = 1) are excluded as they are equivalent to the initial state of the system, hence
there is no error for the initial state and we sum only over the remaining censuses. Optimization
was done using the Nelder-Mead method [174]. Additionally, we used least absolute errors where
the sum of absolute errors (SAE) is minimized to check the reliability of the fit:

SAE =

m∑
k=2

n∑
i=1

|Oi,k − Ei,k| (20)

To evaluate model performance, a baseline for comparison is helpful. As a baseline we use an
interaction free model (Fα = 0) which means that the fraction of speakers of either language
remains constant, speakers being lost or gained only through changing population size. To check
if our model is better than the baseline, we use three metrics:
(1) the total number of Slovenian speakers in the last year of each period as calculated by the

model, which should be close to the real number.
(2) root mean square error which is related to OLS (equation (19)). The root mean square error

(RMSE) gives the mean error per cell per 30 years in speakers, which should be low:

RMSE =

√√√√ 1
n

n∑
i=1

(Oi − Ei)2 (21)

where Oi is an observed data point (census data), Ei is an estimated data point (simulated
data) and n is the number of populated cells.
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Microscopic view: Grid cells and cellular automata

(3) mean absolute error which is related to LAE (equation (20)). The mean absolute error
(MAE) is the sum of absolute errors divided by the number of cells n, which should also
be low:

MAE =
1
n

n∑
i=1

|Oi − Ei| (22)

Both errors are calculated from the result of the simulation and the census data at the end of
each 30-year period. Results are given in table 4, indicating that the model with interaction (and
optionally with habitat parameters) consistently leads to a better fit than the baseline. Note
that RMSE and MAE average over all cells. A more detailed look into the model’s error per
category/number of speakers in a cell is given below.

Reliability of the model per category
Figure 22 shows two measures of the model’s reliability: the mean absolute error (MAE, equa-
tion (22)) per category and grid cell, and the relative error per category (per initial number of
speakers). To gain insight into where the model works best, we show the error per category to
differentiate between cells with different numbers of Slovenian speakers. Both errors are given
per 30 years, i. e. the error in the result of the simulation after 30 years compared to the census
data at the end of each 30-year period.

The relative error is given by the sum of absolute errors divided by the sum of the number of
Slovenian speakers in this category

relative error =
n∑
i=1

|Oi − Ei| /
n∑
i=1

Si (23)

where Si is the number of Slovenian speakers per grid cell, summed over the n grid cells in this
category.
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Figure 22: Measures of the model’s reliability compared with census data: mean absolute
error per category in speakers (left) and relative error per category in percentage of speakers
(right). Both errors shown are per 30 years. Categories are set by the number of Slovenian
speakers in the initial state of the system (census data from 1880 and 1971, respectively).
The simulated data for the period from 1880 and 1910 is calculated including the habitat
parameter for bilingual schools; the data for the period from 1971 to 2001 are calculated
including the habitat parameter for urban areas. Reprinted from [1].
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Period
1880–1910 1971–2001

Model Total no. of Slovenian
speakers in 1910

RMSE per 30 years
(speakers)

MAE per 30 years
(speakers)

Total no. of Slovenian
speakers in 2001

RMSE per 30 years
(speakers)

MAE per 30 years
(speakers)

Baseline model 85,233 52.41 20.32 16,336 17.86 9.35

Interaction model 67,727 44.11 18.41 11,260 15.06 8.01

Interaction model 64,092 41.75 18.41 12,052 12.94 6.93
with habitat

Census data 65,352 — — 12,056 — —

Table 4: Comparison values for the goodness of fit of the baseline model (constant fraction of speakers
of either language), the interaction model (equation (13), and the interaction model with habitat (equa-
tion (25)), for Slovenian–German language shift in Carinthia. Three metrics are shown: the total number
of Slovenian speakers (closer to census data is better), the root-mean-square error (RMSE) (equation (21);
lower is better) and the mean absolute error per cell (MAE) (equation (22); lower is better). All results given
for best fits (table 5). The model with habitat includes the bilingual schools habitat parameter for the period
1880–1910 and the urban habitat parameter for the period 1971–2001.
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Total number of Slovenian speakers
Figure 23 shows the total number of Slovenian speakers according to all eight censuses in both
periods (1880, 1890, 1900, 1910 and 1971, 1981, 1991, 2001) in comparison with the simulated
data. Figure 24 shows the fraction of Slovenian speakers for the same periods, again comparing
simulated data with census data. The agreement is satisfactory.

a b

Figure 23: Total number of Slovenian speakers in southern Carinthia as estimated by the
simulation (gray dots) and according to census data (black squares). (a) Period from 1880
to 1910. (b) Period from 1971 to 2001. The simulated data for the period from 1880 and
1910 are calculated including the habitat parameter for bilingual schools; the data for the
period from 1971 to 2001 are calculated including the habitat parameter for urban areas.
Reprinted from [1].

a b

Figure 24: Fraction of Slovenian speakers in southern Carinthia as estimated by the sim-
ulation (gray dots) and according to census data (black squares). (a) Period from 1880 to
1910. (b) Period from 1971 to 2001. The simulated data for the period from 1880 and 1910
are calculated including the habitat parameter for bilingual schools; the data for the period
from 1971 to 2001 are calculated including the habitat parameter for urban areas. Data for
total population used in the calculation of the fraction are given by linear interpolation of
census data.
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Deviation of simulated data from census data over space
Figure 25 shows the residuals for the two periods (census data minus simulated data). Evident
deviations in period 1 find their explanation in extraordinary outliers in the census data: some
settlements switched from a strong German-speaking majority to a strong Slovenian-speaking
majority. The same also happened in the opposite direction. Both of these developments are very
different from the average trend in southern Carinthia which was a moderate transformation from
Slovenian speaking to German speaking. In addition, several settlements “flip-flopped” from one
census to the next, changing from a Slovenian-speaking majority to a German-speaking majority
and then back to a Slovenian-speaking majority and back again to a German-speaking majority
in the last census of the period [112, p. 238f ]. This behavior, which seemed to be influenced by
(local) politics rather than actual language use changes, cannot be captured by our model. The
residuals thus show where language spread and retreat deviates from “average” development
and open up possibilities for further research (far beyond the scope of this thesis, meaning
that answers unfortunately cannot be given here): What were the reasons for these deviations?
Can these reasons—which might be identified only by other research approaches (sociological,
historical, …)—be integrated into the model as a habitat factor?

7.4.2 Results
[Apart from the introductory paragraph, this section is a direct quotation of the results section in [1] and the corresponding

sections from the Supporting Information of [1].]

In the previous section we have established a way to evaluate the performance of our model and
shown that it performs better than the baseline, i. e. the model is appropriate for describing
language shift in Carinthia. We have also identified the regions where the model does not
appropriately reproduce the data, thereby indirectly giving a preview of the results. These results
are outlined in full in the following: simulation of language shift in Carinthia for 1880 to 1910
(period 1) and 1971 to 2001 (period 2). We start with the results for a basic model containing
only two influence factors (number of speakers + interaction) which is then extended through
the introduction of so-called “habitat conditions”. “Habitat conditions” are, similar to the term
of habitat in biology and in the spirit of ecolinguistics, environmental conditions which influence
language use. “Environmental” is here to be taken loosely and does not necessarily refer to the
natural environment (mountains, rivers, …) but rather to things like schools using a language.
The extended version of the model allows us to capture the influence of these additional factors
on language use and hence language shift.

Language shift in the period 1880–1910
The widths of both Gaussians, and hence the diffusivities for German and Slovenian, are fitted
to the number of speakers in each cell as given by the census data. Fits to the census data were
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1880–1910: census minus simulation

1971–2001: census minus simulation
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0 10 20 km

Figure 25: Residuals for the number of Slovenian speakers: census data for the last year
of each period minus simulated result at the end of each period. (a) Period from 1880 to
1910. (b) Period from 1971 to 2001. Shades of blue: model produces too many Slovenian
speakers, shades of red: model produces too few Slovenian speakers. The two biggest
Carinthian towns, Villach/Beljak and the capital Klagenfurt/Celovec, are encircled accord-
ing to present administration. As in figure 23, the simulated data for the period from 1880
and 1910 are calculated including the habitat parameter for bilingual schools; the data for
the period from 1971 to 2001 are calculated including the habitat parameter for urban areas.
Reprinted from [1].

performed for the period from 1880 to 1910. The best solution was achieved with the values given
in table 5.

Figure 26 shows the increase (red) and decrease (blue) of the number of Slovenian speakers
in southern Carinthia for census data and simulated data. We obtain satisfactory agreement
between the empirical data and the predicted data on a microscopic scale. This can be seen
in detail in figure 22 where the model’s errors are shown for cells with different numbers of
Slovenian speakers. Figure 25 shows the residuals (census data minus simulated data). The total
number of Slovenian speakers as predicted by the simulation also agrees with the census data
(see figure 23). Thus our model is able to follow how either language has spread and retreated in
the time period 1880 to 1910.
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Period
Diffusivity 1880–1910 1971–2001

DG (km2 year−1) 0.1356 0.1078
DS (km2 year−1) 0.0939 0.0926

Table 5: Fit values for the diffusivities Dα for both time periods. Changing both diffusivities
in the same direction and by the same amount changes little in the quality of the fit, whereas
even a small change to the ratio of diffusivities has a big impact on fit quality. A 10%
change of both diffusivities in the same direction leads to a 1% change in the sum of absolute
errors. On the other hand, if only one diffusivity is changed by 10% (i. e., the ratio between
diffusivities changes as well), this leads to a 10% change in the sum of absolute errors.

1 km²

0 10 20 km

a

b

1880–1910: census data

1880–1910: simulation

1 km²
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Figure26: Increase and decrease in the number of Slovenian speakers in southern Carinthia
between 1880 and 1910. (a) Census data. (b) Optimum simulation without habitat param-
eters. Increase is shown in shades of red, and decrease, in shades of blue. Numbers shown
are absolute numbers. The two biggest Carinthian towns, Villach/Beljak and the capital
Klagenfurt/Celovec, are encircled according to present administration. The optimum
simulation with the bilingual schools habitat parameter is not shown because there is no
visible difference compared with (b). Reprinted from [1].
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7 SITUATION I: SLOVENIAN–GERMAN IN CARINTHIA

Extension of themodel through habitat parameters
In a second step the influence of habitat conditions, such as the influence of urban areas, i. e.
major towns, the language of schools and language in parishes was investigated for the period
from 1880 to 1910. To this end, we introduced a habitat parameter hi into equation (13) which
modifies the effect of local speakers by an exponential function with the argument (±Hhi):

nα(r,t) 7→ nα(r,t) · exp(±Hhi) (24)

We assume that the effect is symmetrical, i. e. if the effect on Slovenian speakers is given by nS ·
exp(+Hhi), then the effect on German speakers is given by nG · exp(−Hhi). In the presence of
an external influence i, H is set to 1 and the coefficient hi gives the strength of influence. In cells
without an external influence H = 0 and equation (13) is recovered. The exponential function
was chosen as a modifier because it is a simple function which for small hi adds n·hi to the speaker
effect if H = 1, while recovering the basic model (equation (13)) if H = 0.

The multiplicative factorH indicates the presence (H = 1) or absence (H = 0) of a local habitat
condition i. e. H = 1 for the two largest towns Klagenfurt and Villach or if a bilingual school or
Slovenian parish existed. Otherwise H is set to zero. We obtain the following equation for the
probability pα(r,t+ 1) of speaking a language α at position r and time t+ 1:

pα(r,t+ 1) =
nα(r,t) · exp(±Hhi) + Fα(r,t)

nS(r,t) · exp(+Hhi) + FS(r,t) + nG(r,t) · exp(−Hhi) + FG(r,t)
(25)

Optimization was performed as before. We investigated three parameters which were chosen
because data were available: urban areas, bilingual schools and parish language. Of these three
investigated parameters, only the bilingual schools showed a small influence. However, the
influence is so small that figure 26b does not visibly change with the introduction of the bilingual
schools habitat parameter.

Urban centers
Language change patterns differ depending on whether the environment is rural or urban. Fish-
man [175] argues that speakers in an urban area are typically more likely to shift from the
minority to the majority language while the inhabitants of isolated rural areas resist language
shift. Movement to larger urban agglomerations therefore increases the chance of giving up the
minority language in favor of the majority language.

This development is marginally noticeable in the period from 1880 to 1910 for the two largest
towns Klagenfurt and Villach. In these two towns, the number of Slovenian speakers decreases
slightly faster than the basic model (equation (18)) predicts. An interesting phenomenon appears
between 1971 and 2001 when loss of minority language by moving to urban centers is reversed:
the number of Slovenian speakers now definitely increases faster in urban centers than predicted
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by the basic model. These localized developments can be captured by our model by introducing
a parameter h1 and setting H = 1 in the largest towns for each period (Klagenfurt and Villach).

Best fit for the period from 1971 to 2001 is provided by h1 = 0.025 ± 0.005. h1 is positive for
this period which means that Slovenian speakers have more impact (equation (24)). The model
with this urban habitat parameter better describes the actual data in these urban centers in the
sense that it better reproduces the direction of change, that is, decrease or increase.

Bilingual schools
Between 1880 and 1910 so-called utraquistic elementary schools were meant to teach pupils in
both languages [176]. In 1880, these schools existed in 83 settlements in the bilingual region of
southern Carinthia [131]. We examined whether in these settlements (H = 1) the Slovenian
language was preferentially preserved compared to localities where no such school existed. Best
fit for the period between 1880 and 1910 was achieved with h2 = −0.0224 ± 0.0050. From
equation (24) it follows that the presence of an utraquistic school has a negative impact on the
influence of existing Slovenian speakers. After World War II the bilingual instruction system in
elementary schools was repeatedly changed and unfortunately no detailed data are available on
how many pupils attended classes in Slovenian language.

Parishes
In settlements with a Slovenian majority from 1880 to 1910 mostly Slovenian native-language
speakers were hired as priests [177]. They read the mass in the Slovenian language. Altogether,
there were 98 Slovenian-language parishes in the bilingual region in southern Carinthia in 1880
[132]. We examined the influence of these parishes on the development of Slovenian by applying
the same procedure as for the schools: H = 1 in settlements or towns with masses in Slovenian,
else H = 0. Neither in the first nor in the second period we could find a substantial influence of
Slovenian-language parishes on the probability of speaking Slovenian.

Language shift in the period 1971–2001
After simulating the language dynamics during the Austro-Hungarian Empire, we now turn to
language development in the second period after the two World Wars. The development from
1971 to 2001 was first pursued using the same basic model (equation (18)). Table 5 shows the
numerical results and figure 27 shows the increase (red) and decrease (blue) of the number of
Slovenian speakers in southern Carinthia for census data and simulation. We also investigated
the influence of two habitat parameters for this period: urban areas and parish language. Only
the urban habitat parameter resulted in a noticeable difference in goodness of fit (figure 27c).
Errors depending on the number of Slovenian speakers present are shown as before in figure 22.

The difference in figure 27c between the outskirts and inner cells of the city of Klagenfurt is a
result of the model dynamics: The outer cells have populated neighbor cells only on one side
whereas the inner cells are completely surrounded by populated cells. Introducing a habitat
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1971–2001: simulation with urban habitat

1971–2001: census data

1971–2001: simulation
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Figure27: Increase and decrease in the number of Slovenian speakers in southern Carinthia
between 1971 and 2001. (a) Census data. (b) Optimum simulation without habitat pa-
rameters. (c) Optimum simulation with urban habitat parameter. Increase is shown in
shades of red, and decrease, in shades of blue. Numbers shown are absolute numbers.
The two biggest Carinthian towns, Villach/Beljak and the capital Klagenfurt/Celovec, are
encircled according to present administration. In (b), no additional habitat parameter
was introduced, and a difference between census data and simulation in the two urban
centers Klagenfurt and Villach is particularly visible in this period. This difference indicates
a deviating development in urban areas, which requires the introduction of an additional
habitat parameter. Reprinted from [1].
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condition h increases the probability of speaking Slovenian in the outer cells compared to the
model without habitat. On the contrary, in the inner cells the effect of h is compensated by
interaction (F) with German speakers in the neighboring cells and the increase in Slovenian
speakers is not as strong. This color difference would vanish for larger values of h.

Local differences in the language diffusivities
We have cut out three regions in the districts of Völkermarkt, Klagenfurt and Villach in order
to search for local differences in the diffusion behavior: is there a difference between rural and
urban regions?

In all three regions in the districts of Völkermarkt, Klagenfurt and Villach the diffusivity of the
Slovenian language DS is between 25 and 50 percent lower than the diffusivity of the German lan-
guage DG, largest difference (factor of two) for the urban region of Klagenfurt. We suppose that
the discrepancies between the different regions are due to local differences in language spread
and retreat because of differences in geography and population distribution: faster diffusion in
urban areas, German diffusing particularly faster than Slovenian in urban region of Klagenfurt.

7.4.3 Discussion
[Parts of this section are a translation of sections 4.4 and 5 in [4].]

Modeling means creating hypotheses and testing them on empirical data. After this testing, hy-
potheses can also be rejected when the simulation results do not adequately match the empirical
data, i. e. if the model cannot reproduce the data with sufficient precision. In this case, we have
seen in the previous section that the basic model (where speaker number is only dependent on
the current speaker number and interaction with others) is able to reproduce the census data with
satisfactory agreement. This model was then extended through the introduction of three habitat
parameters: utraquistic (bilingual) schools, parish language and the influence of urban centers.
Surprisingly, no significant influence of parish language and a small negative influence of school
instruction language was found. The lack of influence of parish language might be explained by
the data quality: The listing of bilingual parishes used for modeling gives no indication on how
much Slovenian is actually used during church activities and whether that amount is the same in
all parishes marked as bilingual or Slovenian. One wagers that it is probably not. As the negative
influence of bilingual schools seems especially surprising, it will be discussed here in more detail
because it shows once again the necessity of seeing data on language use in context.

During the time of the Dual Monarchy (Austria-Hungary), the Slovenian language was taught
in Carinthia in so-called “utraquistic” elementary schools. These were nominally bilingual,
although Slovenian was used as a language of instruction only in selected subjects [176]. Com-
pletely Slovenian-language schools existed only in very few places (at the beginning of World
War I there were three in all of Carinthia [178, p. 156]), as they had been replaced by utraquistic
schools [116, p. 43]. The introduction of utraquistic elementary school led to many conflicts.
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The Slovenian ethnic group repeatedly accused the German-speaking side of unduly favoring
the German language and having the “Germanization” of the population as a goal [178, p. 156],
[176, p. 297f ]. In some parts, there was also a lack of teaching staff proficient in Slovenian
[178, p. 156f ], [176, p. 297f ], so it remains unclear to what extent teaching actually took place
in Slovenian and how much Slovenian was taught.

The locations of the schools and their languages of instruction (utraquistic, German only or
Slovenian only) are listed in the Carinthian teacher calendars (for example [131]) and were
used for modeling. There was a slight negative (!) influence of the utraquistic schools on the
language shift from Slovenian to German (in the sense that an utraquistic school weakens the
local influence of the Slovenian language). Such a result can be seen as an indication that the
utraquistic schools actually served to “Germanize” the population rather than to preserve the
Slovenian language. Thus, this intention of “Germanization” as suggested by other sources is
also reflected in the result of the simulation—the simulation reveals a large-scale tendency and
puts it into numbers.

As noted in section 7.4.2, the system of utraquistic schools does not remain in place today.
After the collapse of the Austro-Hungarian monarchy in 1918 and two World Wars, the Slovene
minority in Carinthia was granted the right to elementary education in Slovenian by the Austrian
State Treaty 1955. With the Minderheiten-Schulgesetz (“Minorities School Act”) for Carinthia in
1959, the use of the Slovenian language in primary and secondary schools was regulated by law.
Compulsory bilingual education was abolished [179]. Pupils were now able to voluntarily sign up
for Slovenian-language instruction, regardless of prior knowledge or ethnicity, but they had to be
registered by their parents every school year. Thus, in the bilingual area of Carinthia (as defined
by the Minority Schools Act) nominally Slovenian-language instruction takes place everywhere.
However, the registration system also means that the number of pupils attending Slovenian-
language classes in a school fluctuates constantly, which is why individual schools cannot be
classified as bilingual (or not). It is impossible to draw a line on how many percent of children at
each grade level need to attend Slovenian-language classes in order for a school to be considered
bilingual. A purely Slovenian-speaking high school is only available in Klagenfurt/Celovec. The
fundamental reforms of school education in Carinthia after the two World Wars therefore make
modeling for the second period from 1971 to 2001 impossible.

The model also revealed a difference in the development in urban vs. rural areas. In the first
period (1880 to 1910), the number of Slovenian speakers in the two larger cities declined more
rapidly than predicted by the model for the rest of Carinthia. The urban environment probably
favored the shift to the German language. In the second period (1971 to 2001), however, the trend
was reversed: especially in Klagenfurt/Celovec, the number of Slovenian speakers increased
more than predicted by the model. In recent times, a change of heart seems to be taking place
and additional language skills in a non-majority language are perceived as an asset [180]. A
similar development was observed in members of the Carinthian Slovenes who live in Vienna
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[181]. This is also reflected in the increasing number of applications for bilingual education in
Carinthia [182]. Another factor could be that people with a Slovenian-speaking background in
the cities are again more committed to keeping Slovenian “alive” for socio-symbolic or political
reasons—or a nostalgic romanticization, especially those with a higher level of education [183].
Migration probably also plays a role: it is possible that Slovenian speakers from more rural
areas increasingly move to the larger cities and thus increase the number of speakers there.
However, this hypothesis cannot be examined using the census data, as they are anonymous. We
unfortunately cannot compare whether the Slovenian speakers in Klagenfurt/Celovec in 2001 are
the same who lived there in 1971 and whether and where these speakers from rural areas came
to Klagenfurt/Celovec.

Compared to other minority languages, Slovenian has the distinct advantage of having a home-
land, i. e. a state (the Republic of Slovenia) where it is not a minority language and where all sorts
of media and linguistic material are being produced in the language daily. This state today borders
Carinthia (as did its predecessor state in the times of Austria-Hungary), so one would assume that
Carinthian Slovenes benefit from the geographical proximity to Slovenia. However, Carinthia
and Slovenia are separated by a large mountain range, the Karawanks, which prevented easy
exchange between the two places and even hindered reception of Slovenian TV and radio across
the border in Carinthia in former times. Nowadays, particularly with the advent of the internet,
it has obviously become much easier to access Slovenian-language media from anywhere. It
remains to be seen how this influences the development of Slovenian in Carinthia, especially
considering that Slovenian dialects in Carinthia are different from the ones in Slovenia.

7.5 Preliminary conclusion

From everything said/written so far, we can now draw preliminary conclusions before going on
to the second language contact situation of German–Hungarian in Hungary. To briefly sum up:
We have seen from the example of Slovenian–German in Carinthia that quantitative research on
language shift using modeling and simulations is a suitable tool for identifying and describing
trends over a large area. More specifically, quantitative models of language shift based on models
of physical diffusion can be used to identify factors influencing language shift in language contact
situations. These fall into two major categories: “macroscopic” models which look at a larger
area, and “microscopic” models which look at individual data points.

Macroscopic models can be used to follow the movement of a border separating two language
areas. However, defining such a language border is not straightforward and difficult to do
objectively. In some cases, such as in Carinthia for the second period (1971 to 2001), it does not
seem possible at all: when the speaker number has been drastically reduced through language
shift, no contiguous language area exists any more. In this case, microscopic models such as
our model based on grid cells offer an alternative for a more detailed and complete description
of language shift. The microscopic model developed in this thesis also takes into account the
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interaction with all neighboring cells, instead of interaction from only one direction as in the
language border model. More generally, we have demonstrated that a microscopic model based
on models for physical diffusion can be successfully used to describe language shift.

However, microscale models are only possible where data are available in sufficient resolution
(with high temporal / spatial accuracy). This point is also the biggest challenge because such
data are not available for many language contact situations. Census data represent a possible data
source, as argued in section 4.6, even if the goal of the census is not the direct survey of linguistic
competence or if the results do not necessarily reflect the actual use of language. However,
as language shift is a multifactorial problem, we need data on many factors for an appropriate
model which need to have the same resolution as the census. The census also provides other
data (for example, socioeconomic indicators such as commuting) alongside data on language
use. However, this data cannot be directly linked to the language use data due to the anonymity
of the census: If in a settlement at a time t 30 people speak German and commute to Klagenfurt
and 10 years later 30 people in the same place speak German and commute to Klagenfurt, then
we cannot assume that they are the same 30 people. Due to this problem of not being able to track
groups of people, factors like the influence of commuting to large cities was not investigated, even
though data on the commuter numbers are available through Statistics Austria (albeit only at the
level of the municipalities and not the settlements, that is to say in a significantly worse spatial
resolution—hence it would have only been possible to take commuting into account statistically,
e. g. by estimating the fraction of commuters in a municipality and applying this same number to
all settlements in the municipality).

Our basic model uses only two influence factors, both of which can be calculated from census
data: the number of speakers, and interaction with other speakers. This makes it possible to
follow language shift using only one data set. Another advantage: by including only parameters
whose value can be directly derived from data, the model can be applied in situations where data
on other factors cannot be obtained or are simply not available.

Application of our model has helped identify the primary factors influencing language use and
lets us answer the question: What drives language shift in southern Carinthia? Or, conversely,
what prevents language shift? The number (and indirectly the fraction) of speakers (directly
in each cell and indirectly through the interaction with surrounding cells) seem to be a good
predictor of language shift: if there are many possibilities to use the language, then language
shift occurs less frequently. Once we remove interaction from equation (13), the probability of
speaking a language remains constant.78 Interaction (and accordingly the number of speakers

78 As this is a very simple model, we have not modeled the interactionwithin a cell. Such interaction in the same cell
can change the overall probability of speaking a language even in the case of an isolated settlement without interaction
with neighboring cells. Birth and death rates were also not considered. However, assuming these rates are the same
for both language groups (i. e. Slovenian speakers do not die faster or have more children than German speakers) and
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in the neighborhood of a cell) is therefore essential for changes in language use (in whichever
direction), which has been argued by previous linguistic studies [33; 34] and is confirmed by our
simulation.

We have also seen that while the mathematical description and modeling of complex processes
can help us understand the underlying relationships, they do not necessarily provide us with
waterproof evidence out of the box. This is exemplified in the influence of the school language in
southern Carinthia as described above: According to the data, the simulation shows a negative
influence of a utraquistic (bilingual) school on the preservation of the Slovene language. From
this, we must not conclude that bilingual schools generally harm language preservation and argue
for their abolition.

With the background knowledge of the actual nature of the utraquistic school, the result is
better understood: In its execution, the utraquistic school may not have served the preservation
of the Slovenian language because it was instrumentalized by politics to push the interests of one
side (the German-speaking side). The lack of data on the language of instruction in the second
period also indicates opportunities for future research. Quantitative description of language shift
can therefore never replace the qualitative approach—but it can complement it excellently.

the transmission of each language to children is equal to the probability of speaking a language within a cell (i. e. not
only the dominant language is taught to babies), the probability is not changed.
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8 Situation II: German–Hungarian in southern Hungary

In the previous chapter we have presented a model for language shift in Carinthia, a part of Austria.
We would obviously like this to be a general model for any possible language contact situation,
but so far we have only shown that it works for one situation. In this section we will therefore
have a look at another test case for our language shift model. I will introduce the case of German–
Hungarian in southern Hungary, a language contact situation in the Hungarian half of Austria-
Hungary (and later Hungary). Here, language shift is occurring, though the circumstances are
different from the situation in the Austrian half and later Austria (see section 6 for a more in-
depth look at these differences). As with Carinthia, a short overview of data preparation is given
before applying the microscopic model to the data. From the results, conclusions can be drawn
for the modeling of different language shift situations. These “lessons learned” will be discussed
in the last chapter of this thesis.

8.1 Historical background

The first German settlers on the territory of today’s Hungary (and the much larger Kingdom of
Hungary in Austria-Hungary) arrived in the 10th century after the establishment of the Kingdom
of Hungary with the coronation of Stephen I (Stephan/István) and his German wife, Gisela. Later
waves of immigration followed during the Middle Ages, but were interrupted by the war against
the Ottoman Empire in the 16th century. The larger German-speaking groups and areas which
remain today arose from an active recruitment policy of the new Habsburgian rulers and the
residing great landowners after the expulsion of the Turks [137; 184; 185].

When the Ottoman Turks left after their defeat, the region, now in the Habsburg Empire, was
very quickly re-populated with people from the territory of the Habsburg Empire and the Holy
Roman Empire starting around 1720.79 Large numbers of the new settlers coming to the area
of today’s Hungary were German-speaking, many from Swabia, leading to the term “Danube
Swabians”, which was applied to settlers regardless of their actual origin. As people came from
many different German-speaking areas, the result was a linguistically diverse group and different
dialects of Hungarian German [158; 159].

79 Previously, at the end of the 17th century, the area was briefly re-populated with South Slavic peoples. These
were asked to assimilate or leave after conflicts with the lords of manor arose, and the overwhelming majority left
[184, p. 85–100].
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Speakers of German80 were distributed all over the Hungarian part of the Austro-Hungarian
Empire, both in regions which nowadays are no longer part of Hungary but also in today’s
Hungary, around the capital Budapest and in the counties Baranya/Branau and Tolna/Tolnau
south of Budapest [186]. The latter two and the neighboring county of Somogy/Schomodei are
often referred to as “Swabian Turkey”, deriving from the previous rulers of this area, the Turks.
It is also the area where most of the remaining Hungarian Germans in today’s Hungary live, and
the area which we will use for modeling (excluding the county Somogy).

As noted before (section 6.2), Hungarian Germans who tended to use German as their primary
language, like all other non-Hungarian speaking groups, were subject to a strong pressure for
assimilation in the late 19th and early 20th century, as the Kingdom of Hungary pursued its
so-called Magyarization policy—language was regarded as the basis for patriotism; accordingly,
all “real Hungarians” should also speak Hungarian. Consequently, we would expect this to lead
to a drastic language shift, even more than in the “usual cases” of minority languages without
additional overt political pressure. However, no drastic effects can be seen in the data for the
first 50 years (figure 28) although the percentage of Germans in the population declines over
time and local effects are visible when taking a closer look at individual settlements. This means
we may be able to apply the same model as in Carinthia because the dynamics reflected in the
data do not seem different at this stage.

There is an important exception to the point of “no drastic effect in the data”: After World War
II, the attitude towards Hungarian Germans changed. They were forced to leave on a large scale
(expulsion) and many voluntarily emigrated under the changed political conditions. This led
to a drastic drop in the percentage of German speakers in the population which is apparent
e. g. in census data (figure 29).81 In recent times, the number of Hungarian Germans seems
to be on the rise again according to the census—though we have seen that caution must be

80 Here things get a bit complicated: As I have noted, someone being a speaker of a language does not equal being
part of a certain ethnic group, or the other way around. Hence we cannot assume that German speakers in today’s
Hungary also have ethnic ties to the German-speaking settlers who immigrated in the 18th century. However, we can
assume that in the beginning, most people immigrating continued to use German as their primary language, this being
their first language back in the area they had left to settle in Hungary. In addition, many German speakers in Hungary
are descended from these settlers and today self-identify as Hungarian Germans, Ungarndeutsche, regardless of their
level of use of or proficiency in German. The term “Hungarian Germans” is a bit ambiguous in that it could suggest
these people have ties to today’s Germany which did not exist as a country when the settlers arrived (only as part of
the larger Holy Roman Empire), so Hungarian Germans are technically not the descendants of “German settlers” but
rather of settlers from German-speaking areas.

81 In physics, such an abrupt change would correspond to a phase transformation. These occur under changing
environmental conditions, as is the case also for the Germans in Hungary.
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Figure 28: Percentage of “German” in census results in southern Hungary (counties
Baranya and Tolna). Left: census results for 1880, right: census results for 1930. The biggest
town, Pécs/Fünfkirchen, is encircled according to its 1880 borders.

taken when using numbers from the census to describe the development of a minority.82 A
recognized minority by the 2011 Act on the Rights of Nationalities (2011. évi CLXXIX. törvény
a nemzetiségek jogairól), Hungarian Germans are also granted several rights e. g. minority self-
government (Landesselbstverwaltung der Ungarndeutschen) or minority schools (whose status is
again tied to a percentage, 25%, of children who take part in the minority education).83

The recent history of Hungarian Germans means that no meaningful continuous model for
language shift covering the time from 1880 until 1950, 1960 and beyond can be applied in this
case. This is different from the situation in Carinthia, where the number of Slovenian speakers
declined over time, but there never was a drop as drastic as in Hungary, allowing us to use the
same model for two time periods 60 years apart. This cannot be done for Hungary. What we can
do, however, is model the time period from 1880 until 1930 (before World War II) in the same

82 The Hungarian census is especially tricky in this regard as recent ones asked multiple questions related to
nationality/ethnicity and language [127] (the Hungarian census is still conducted with questionnaires unlike the
Austrian one), and it is sometimes unclear which answers to which questions are taken as arguments, and whether
this is justified. On the other hand, this allows for a granularity of answers pertaining to language and identity which
is not possible in the Austrian census.

83 The Act on the Rights of Nationalities is the most recent legislation concerning the treatment of minorities in
Hungary. See [187] for a brief history of minority rights in Hungary.
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Figure 29: Percentage of “German” in census results (mother tongue) for the counties
Baranya and Tolna from 1880 until 2011. Numbers take into account all languages in the
population (not including people who did not answer or who could not speak) and also
reflect the county borders at census time (no re-transformation to current borders). For
these reasons, the fractions for 1880 to 1910 are slightly different from the ones in figure 9.
Sources: [188–198].

way we did in Carinthia, to see if our microscopic model holds, and to identify factors influencing
language shift in the case of Hungary. To do so, we will again turn to the census.

8.2 Preparing the data

Although the reservations about census data on language discussed earlier (section 4.2) remain,
we use census data, simply because they provide the necessary amount of data in sufficient
spatial and temporal resolution, and they are the only source available to do so. Censuses were
conducted in the Hungarian part of Austria-Hungary with a similar bundle of questions as in
the Austrian part. These censuses were continued in Hungary after the collapse of the Austro-
Hungarian Empire. Concerning language, the questionnaire asked for the mother tongue (rather
than for the everyday language as in the Austrian part), although there was no possibility to
indicate bilingualism.

As mentioned in the previous section, speakers of German were (and are) distributed all over
the area of the former Kingdom of Hungary. To study language shift from German to Hungarian,
here we choose two counties (vármegye/megye in Hungarian, or comitatus in Latin) within the
borders of today’s Hungary: Baranya and Tolna (figure 30). As we do not extend our model to
today, we use the county borders of 188084 for simplicity, not including the area in the south

84 These are slightly different from today’s borders as established in the administrative reform of 1950 (after the end
of the chosen time period, meaning the reform does not affect modeling).
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8 SITUATION II: GERMAN–HUNGARIAN IN SOUTHERN HUNGARY

of Baranya which bordered the Kingdom of Croatia-Slavonia and was ceded to Croatia after the
dissolution of Austria-Hungary. The time period we use runs from 1880 (the first Hungarian
census to include data on language) to 1930 (the last census before World War II). The next census
in 1941 is not used because it is likely even more politically influenced than other censuses, being
conducted during World War II. An extension to later times is not meaningful for the reasons
outlined above: an artificial drop in the percentage of Hungarian Germans owing to deportations
and emigration.

Area used for 
modeling

Former parts 
of Baranya / Hungary

Figure 30: Map of Hungary with its counties (today’s borders). Grey shading roughly
indicates the area used for modeling, counties Baranya and Tolna, based on the 1880 county
borders. Map data: [138; 139].

The Hungarian census data are available on the Internet as scans (processed with optical character
recognition and thus searchable), however the speaker numbers still had to be typed up so they
could be processed further.85 Throughout, only one language could be given as mother tongue,
so the data did not need to be consolidated (mapping bilinguals to monolinguals) as with the
Austrian data. For simplicity, we use only information on the number of German and Hungarian
speakers, disregarding other languages. While there are speakers of other languages listed in the
census, their number is rather small compared to the number of German speakers: In only 53 of
the 449 total settlements (11.8%) there are more than 100 speakers of other languages in 1880.86

The total population of each settlement is therefore calculated by adding the numbers of German
and Hungarian speakers.

85 The digitized census data for southern Hungary 1880–1930 have been made available online (https://doi.org/10.
6084/m9.figshare.6115634).

86 While a limit of 100 speakers of other languages may seem high, keep in mind that settlement size in Hungary is
rather large, generally > 300 as seen in figure 10 (only counting Germans and Hungarians), so percentage-wise the
fraction of other languages is still rather small. Plus as noted, a substantial presence of speakers of other languages
occurs only in one-eighth of all settlements, so we neglect it here.
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Applying the microscopic language shift model

After digitization, we have data for the number of speakers (to be precise: the number of
people with a certain mother tongue/first language/L1) per settlement, in 10-year intervals.
These are then assigned to matrices based on their geographic coordinates the same way as in
Carinthia (section 7.2): the area comprising the two counties is divided into grid cells. The
total area is approximately 98 km north to south (≈1.12◦ of latitude) and 124 km wide (east to
west, ≈1.27◦ of longitude). In this case, a larger cell size of 2 km×2 km was chosen because the
settlements in Hungary are larger and further apart than the ones in Austria. This means it is very
likely that with a smaller cell size (e. g. again 1 km× 1 km), a settlement would be distributed over
multiple cells and total speaker numbers would have to be divided and assigned to multiple cells.
To avoid this, a more coarse-grained abstract representation with larger cells was used (except
for the largest city Pécs/Fünfkirchen which due to its size had to be divided into two cells, as
with Klagenfurt/Celovec in Carinthia). Overall, the result is a grid of (124:2)×(98:2) = 62×49 =
3,038 cells. Of these, 1,956 cover the area of the two counties with the rest being outside county
borders and hence not used for modeling.

The language data from the census (number of people giving a language as their mother tongue)
is mapped to the grid cells based on the geographic coordinates of each settlement. These
coordinates were retrieved from the GeoNames database (geonames.org). The result is a set of
matrices (one for each census year and language, resulting in 12 in total, 6 per language) which
represent the geographic distribution of speakers per year in an abstract way.

8.3 Applying themicroscopic language shiftmodel

Using the matrices of speaker numbers we have obtained, we can calculate the changes in
speakers per cell in the same way that we did previously in Carinthia. The full procedure is
described in detail in section 7.4, but a shortened version is given here for a comprehensive
picture (without being too repetitive).

In our model, we calculate the probability pα of speaking a language α (in this case German G or
Hungarian H) for each grid cell r and each year t as follows:

pα(r,t+ 1) =
nα(r,t) + Fα(r,t)

nG(r,t) + FG(r,t) + nH(r,t) + FH(r,t)
(26)

where nα is the number of speakers of language α in a cell and Fα is the interaction between
speakers of the same language α. The interaction Fα effective on one grid cell at position r is
given by the sum of the contributions of all other cells at rj:

Fα(r,t) =
∑
rj ̸=r

nα(rj,t)
4πDαΔt

· exp
(
−
|r− rj|2

4DαΔt

)
(27)
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where Dα is the diffusivity of a language, a measure for its spread. Δt is set to one year because
the model calculates the interaction for each year from the result of the preceding year.

The number of speakers nα for each grid cell is then calculated by multiplication of the proba-
bility pα with the total number of speakers ntotal:

nα(r,t) = ntotal(r,t) · pα(r,t) (28)

The total number of speakers per cell and year is given by linear interpolation between censuses.
The model is implemented as a simulation using GNU Octave 4.2.0. The data from the first

census (1880) are set as the initial state of the system to which the model as described here and
in section 7.4 is applied. From this, the number of speakers is iteratively calculated for each year
which gives us an estimated result. The model parameters (diffusivities Dα in equation (27)) are
optimized by a Nelder-Mead algorithm [174] using Ordinary Least Squares to check the goodness
of fit to the census data. This means that the algorithm varies parameters to minimise the sum of
squared errors (SSE) between simulation results and empirical data:

SSE =
6∑

k=2

n∑
i=1

(Oi,k − Ei,k)
2 (29)

Here, Oi,k is an observed data point (census data) and Ei,k is an estimated data point (simulated
data). The squared difference between Oi,k and Ei,k is summed for all populated cells n and all
census dates except the first one k = 2 to 6 (1890, 1900, 1910, 1920, 1930). The first census (k = 1)
is excluded because it is set as the initial state of the system and hence has no error.

To see if the hypothesis behind this model (interaction as the driving factor of language shift)
applies to the situation in Hungary, we compare the results of the interaction model with the
results of a baseline model (constant fraction of speakers of either language, i. e. Fα = 0 in equa-
tion (26)). We check if the interaction model performs better than the baseline by comparing the
following at the end of the simulation period in 1930 (table 6):
(1) the total number of German speakers as calculated by each model. This should be close to

the real number according to census data.
(2) root mean square error (RMSE) per cell:

RMSE =

√√√√ 1
n

n∑
i=1

(Oi − Ei)2 (30)

where Oi is an observed data point (census data 1930) and Ei is an estimated data point
(simulated data 1930). RMSE should be low.
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Applying the microscopic language shift model

(3) mean absolute error (MAE) per cell, which should also be low:

MAE =
1
n

n∑
i=1

|Oi − Ei| (31)

where Oi is an observed data point (census data 1930) and Ei is an estimated data point
(simulated data 1930).

As no data on other habitat factors (schools, parish language) were available, the model was only
used in the basic form given above. Judging from pictures (figure 31), the agreement between
model and census data is adequate, although we might notice that the model tends to predict
no change in German speakers (white cells) rather than reproducing the slight decrease which
is taking place (light blue cells in the bottom left part). From the numerical results (table 6), we
see that in the case of language shift in Hungary, our model did perform moderately better than
the baseline model. The error metrics RMSE and MAE are rather high in both cases, especially
compared to Carinthia (see table 4). Part of this can be ascribed to the fact that the average
settlement size in Hungary (and thus the number of speakers per populated cell) is rather large.
(Compare the error per category for Carinthia in figure 22—the mean absolute error rises with
the initial cell value/number of speakers.) Even so, a good model would obviously result in small
errors regardless of the actual value of a cell.

The total number of German speakers in 1930 is more closely approximated by the interaction
model than by the baseline model, although the difference in MAE between models is small
which implies that errors in speaker numbers cancel out when adding everything up: in some
parts, the interaction model produces too few German speakers and in others too many (fig-
ure 32). Overall, it seems to even out somewhat, hence the total number being close to the real
one. For the time-steps between 1880 and 1920 the interaction model is able to satisfactorily re-
produce the total number of German speakers according to census data (see figure 33), although
both models (baseline and interaction) miss the mark in 1930.87

Taken together, these results indicate that the interaction model is not a good fit for the
Hungarian data and suggests that other models (based on other hypotheses/processes) may be
superior. The point to be made here is not that our model is equally bad as the baseline (because
it is not), but rather that the interaction model is not a good choice for this situation because
errors remain high. In contrast to Carinthia, the interaction with other settlements which the

87 In contrast to Slovenian in Carinthia, the absolute number of German speakers barely decreases in southern
Hungary over 50 years. Even so, the percentage in the population decreases owing to a likewise increase of Hungarian
speakers. We also see that there is a spike in the absolute number in the first ten years owing to a general population
increase. Both models are able to reproduce this spike because from 1880 to 1890, the percentage of German speakers
remains nearly constant.
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8 SITUATION II: GERMAN–HUNGARIAN IN SOUTHERN HUNGARY

model is based on does not seem to be the primary driving factor for language shift in Hungary.
While this may seem sobering at first glance (the model is a tolerable, but not a good fit), in the
next (and final) section we will look at how this can help us better understand language shift and
suggest ways to approach the Hungarian data with an improved model.

Period
1880–1930

Model Total no. of German
speakers in 1930

RMSE per 50 years
(speakers)

MAE per 50 years
(speakers)

Baseline model 197,810 449.35 131.14

Interaction model 176,714 344.12 122.10

Census data 156,893 — —

Table 6: Comparison values for the goodness of fit of the baseline model (constant fraction
of speakers of either language) and the interaction model (equation (13)), for German–
Hungarian language shift in southern Hungary. Three metrics are shown: the total number
of German speakers (closer to census data is better), the root-mean-square error (RMSE)
(equation (21); lower is better) and the mean absolute error per cell (MAE) (equation (22);
lower is better). All results given for best fits.
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2 km × 2 km
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Figure 31: Increase and decrease in the number of German speakers in southern Hungary
between 1880 and 1930. (a) Census data. (b) Optimum simulation. Increase is shown
in shades of red, and decrease in shades of blue. The biggest town, Pécs/Fünfkirchen, is
encircled according to its 1880 borders.
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Difference census–simulated data (absolute numbers)

no difference = white
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Figure 32: Residuals for the number of German speakers: census data for 1930 minus
simulated result for 1930. Period from 1880 to 1930. Shades of blue: model produces too
many German speakers, shades of red: model produces too few German speakers. The
biggest town, Pécs/Fünfkirchen, is encircled according to its 1880 borders.
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Figure 33: Development of German speakers in southern Hungary (sum of counties
Baranya and Tolna) as estimated by the simulation (gray triangles and dots) and according
to census data (black squares). Period from 1880 to 1930. (a) Absolute number of German
speakers. (b) Fraction of German speakers in the population. In (b), the baseline model is
not included because it assumes a constant fraction of German speakers.
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9 Discussion: On different language shift situations
andmodels thereof

As we have seen in the preceding section, there are unfortunately no guarantees in life: even if
you have a model which works satisfactorily for one language shift situation, this does not mean
it will provide a good fit for another. In this case, the model which could be used to recreate our
Carinthian data worked only to a lesser extent when applied to the Hungarian data. Given the
complexity of language shift and the differences between the two situations (section 6), this is
not surprising, although it is obviously disappointing.

In an earlier section (section 3.1), I have written that mathematical models are tools to help
us uncover the rules behind a process. They can also do this when they do not work as expected.
Model failure means that either the hypotheses behind the model do not hold, or that they are put
into an unsuitable mathematical form. As an analogy: it means we have either chosen the wrong
tool for a process (a light microscope instead of an electron microscope to look at atoms), or the
wrong configuration for our tool (an excitation energy too low on the electron microscope). In
the first case, we will do more research to choose another, more appropriate tool; in the second
case, we will try and try again until we have found the right configuration (or give up when we
see that it is not possible given the technical boundaries). In either case, we will learn something
new about the object we are trying to measure and model, as has happened here.

Coming back to language shift in southern Carinthia and southern Hungary: We have a work-
ing model for Carinthia, which can help us explain the processes underlying language shift and
the factors involved as well as the (mathematical) form of their influence in this situation. We see
that the situation in Hungary is different and cannot be explained to its full extent in the same
way. However, we cannot proclaim with certainty that in Hungary, the processes underlying
language shift are fundamentally different from those in Carinthia, not with the data we have—
and remember that census data are not linguistic measurements, they are only statements made
by people about their language use.

The point therefore is this: If the aim is to create models which are to be compared to
empirical data, we are somewhat limited by the very same data. This is not a value judgment,
it is how it is, and in some cases (both in physics and linguistics) it is simply really difficult to
obtain data in sufficiently large resolution. Sometimes, it also simply does not make sense to do
large-scale modeling, as for the German minority in present-day Hungary after the 1940s. Owing
to the policy pursued by the Hungarian government towards Hungarian Germans at the end of
World War II, continuity was lost as the majority of German speakers emigrated or was forced
to leave. For this reason, we can create a mathematical model for language shift in Hungary, but
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it will likely remain a historical investigation—unless things drastically change, in which case we
might witness language shifts from Hungarian to German (!). As it stands, the current number of
German speakers in Hungary is very small and mathematical modeling runs the risk of creating
artifacts (effects which are not there) due to a tiny sample size. However, we know a lot about
language use and shift in the area from smaller-scale (socio-)linguistic studies e. g. [199–204].

There are many ways to go from here, and many possible approaches to take (several of which
have been taken in previous mathematical models). We have seen that the Carinthian model
is not applicable, but then what is? We have also seen that close attention must be paid to
the data when creating a model. The Hungarian data represent or should represent people’s
mother tongue, and we can think about what processes cause changes in the population’s mother
tongue. One possibility has been mentioned before and is a “risk factor” for the endangerment
of languages: declining transmission from generation to generation [25–27], meaning that the
language is no longer taught to infants and the speaker community becomes older and older
with no new speakers being added.88 Such a situation might occur for reasons of prestige
(parents expect better socioeconomic opportunities for their children with a language different
to their own, as was the case in Hungary where jobs in administration and government (and
likely education) were tied to knowledge of Hungarian [137]), political pressure (also present
in Hungary during Magyarization) or in mixed-language marriages/inter-marriages = exogamy
(especially in situations where one language has become a minority very small in number and
only inter-marriages are possible, unless other factors preclude them e. g. strong religious reasons
which necessitate in-group marriages = endogamy).89

The different variables encoded in the census data (mother tongue vs. everyday language) are
likely not the only (or perhaps not even the main) reason why the interaction model does not
work well for the Hungarian data, given the uncertainty of how people interpret the question on
the census and that the Hungarian “mother tongue” was also intended to be a language the person
knows best (compare the official instructive explanations cited in section 6.1). We have already
noted the differences in settlement structure (section 6.3), that in southern Hungary settlements
are further apart than in Carinthia. For this reason, the Gaussian distribution might simply not
be a good approximation for interaction because it falls off too quickly. In the case of Hungary

88 In this case, “the language dying out” is for once a literal statement as people still using the language keep passing
away.

89 Migration to a different country — for whatever reason — is also a situation where children might get taught
only the language of the “new” country but not the language of their parents. This does not factor into the situation
in southern Hungary, where we can assume that the overwhelming majority of Hungarian Germans which show up
in the census had been living there for a long time and was likely descended from German-speaking people arriving
in the 17th and 18th century.
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with its settlements spaced far apart, it might be more advantageous to use a distribution with a
longer tail.

Another factor is probably something which does not even have to do with language per se,
although it is a source for changes in language distribution: migration. People moving and
taking their language with them—or changing it once arrived in a new village—introduce an
external movement which is not accounted for in the interaction model. The interaction model,
while not explicit in its interpretation, aims to model the transfer of languages rather than that
of people. These “free-floating” languages are then mapped to the population of a settlement.
This is obviously not perfect, it should rather be seen as a first approximation. In reality, both
languages and people diffuse; sometimes at the same time, sometimes not.

Considering human migration is important particularly when there are effects in the data
which cannot be accounted for by changes in language transmission. In the interaction model,
there is no specific model for population changes. The implicit assumption is that changes
are mainly due to births and deaths within a settlement. This works for Carinthia, because
even for the largest town the population rises rather slowly compared to southern Hungary:
Klagenfurt/Celovec goes from around 18,000 inhabitants in 1880 to around 25,000 in 1910, and
from around 80,500 in 1971 to around 82,000 in 2001.90 In contrast, the largest city in the two
Hungarian counties we studied, Pécs/Fünfkirchen, grows from about 28,000 inhabitants in 1880
to almost 50,000 in 1910. By 1930, the population had risen to over 61,000. So while even for
Carinthia attributing population growth purely to a net difference in births and deaths might be
a stretch, this is completely unrealistic for southern Hungary.

In any case, migration should be included in a better model for language shift. The obvious
problem is because of its anonymity, census data cannot be used to follow individual people and
see where they go. This would therefore have to be estimated by seeing where the population
decreases or increases more than predicted by birth/death rates. In addition, each village can
be assigned an “attractiveness” which depends e. g. on the number of people speaking the same
language there. This attractiveness (a mathematical function of variables, ideally ones for which
data is available) would then govern the migration between villages and be able to reproduce
the flow of people and the changes in population—similar to physical diffusion which is driven
by a gradient in chemical potential, i. e. particles essentially flow according to local changes in
chemical potential.

An improved model for the Hungarian data could therefore consider both factors: migration
and processes changing the use of a language (language shift in the narrow sense). The second,
language shift, can still be modeled mathematically similar to the interaction model: the prob-
ability of changing your language—or not—depends on the number of people using the same

90 These numbers represent Austrian citizens as the census only gives data on language for citizens.
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language around you, and their impact decreases with distance.91 As hinted above, this does
not have to be in the form of a Gaussian distribution; other distributions can be chosen. For
modeling, we would calculate in each time step the population changes by births and deaths and
migration (governed by a function giving the attractiveness of places, see above). Then, the new
population would shift their language—obviously not everyone but a fraction. This shift would
be driven by local language distributions: If one is in a predominantly Hungarian area, then that
person is more likely to shift to Hungarian.

This model would retain the basic principles of the interaction model presented in this thesis,
but would (hopefully) provide a better fit for language shift in Hungary. It would also make the
interpretation more explicit as it does not create immaterial language amounts which are then
mapped to people in order to obtain the number of speakers. Instead, it directly models human
behavior—people might shift their language, but this is done individually for each person (and
only for a subset of the population) rather than creating a probability for the whole cell and re-
calculating everyone’s language according to that probability in each time step.

In the end, it might also be the case that we need even more variables to adequately describe
the Hungarian data apart from migration and language shift in the narrow sense. There might
be multiple divergences between Carinthia and southern Hungary beside the different census
variables and the role of migration, which contribute to differences in model fit. Not all of these
divergent factors are available to us, and some might never be revealed.

We have seen that the interaction model as presented here does work, but also that it does
not tell the full story of language shift in southern Hungary. However, there are many avenues
to be investigated further, some of which are sketched above (in words and not yet in definite
mathematical formulas, because this would go beyond the scope of this thesis). For the moment,
we know that language shift can be followed by models inspired from physics and replicate a
large-scale, multi-decade empirical data set (this is sometimes called a “proof of concept”)—and
that there is lots of space for refinement. After all, any model is a simplification of a complex
process, an abstraction from the real world, and the interaction model is no different.

91 The use of cellular automata would not even be necessary, given that distance can be calculated solely from
geographic coordinates.
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10 At the end: Summary, lessons learned and outlook

To round off this thesis, I would like to summarize the ground we have covered and the main
points to take away from this work.

We have started out by looking at language shift, a situation where people gradually change the
language they use, either completely (for all of their communicative purposes) or for certain
domains (e. g. communication with their children, or at work). After an overview of the multiple
viewpoints and terminology concerning changes in language use, we have seen that language shift
is a complex phenomenon influenced by many factors. However, it is generally hard to determine
the specific factors contributing to a certain language shift situation. In other words, we would
like to know what exactly drives people to shift their language.

I have proposed a new tool to help us in this regard: mathematical models inspired by physics,
which can help identify trends on a large scale and give us a better insight into how language
shift works on a general, society level rather than the level of the individual (the latter of which
can be investigated by qualitative case studies in more detail). This approach is motivated by
analogies between physics and linguistics, in this case the analogy between the movement of
atoms and the spread of linguistic behavior, i. e. spread of the use of a new language. More
specifically, I have shown how to go from diffusion in physics to diffusion in linguistics, and
discussed similarities and differences along with existing models of language shift. As physics
makes heavy use of mathematics, I have introduced the principle of mathematical modeling as a
tool to look at empirical data and processes leading to changes in data (as in language shift, where
the language(s) used by a person changes).

To create a model based on empirical data, we have looked into possible sources of data on
language use and the pitfalls involved in creating these data in the first place (how to measure
a person’s language?) and working with them (what do the numbers tell us?). We have seen
how language surveys are rarely “objective” and heavily depend on the circumstances. We have
also seen that they are used for political decisions and to answer questions they have not asked—
especially census data on language which is often invoked for granting minority rights. However,
as pointed out in the same section, census data are often the only large-scale source we have
covering both a large area and a large time-frame in regular intervals. Accordingly, the census
was chosen as the data source in this work, while keeping in mind that any data on language
use must be critically put into context rather than taken as absolute fact, and that when we are
modeling such data, we are only replicating the data, the statements people make on the census,
not their actual language use (though the two hopefully do overlap to some extent).
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In the following part, we have combined mathematical modeling with empirical data on a scale
and in a spatio-temporal resolution never done before: over periods of 30+ years and covering an
area of over 3000 km2. We have chosen a historical language contact scenario and its aftermath
as our laboratory for this experiment: multilingual and multinational Austria-Hungary, and its
successor states Austria and Hungary today. We have taken a closer look at two language shifts in
this area: (1) from Slovenian to German in southern Carinthia, Austria and (2) from German to
Hungarian in southern Hungary. Before beginning the actual modeling procedure, we took a step
back and examined how local circumstances influence possible mathematical models of language
shift. To do so, we have compared our language contact situations with regard to two specific
factors: language policy (the legal status of the languages involved and the attitudes towards
them), and settlement and population structure. From the analysis, we were able to uncover
the consequences these factors have for models of language shift and show how different data
sets enable different models.

After the comparative data evaluation, we undertook the actual modeling. Starting out
with Slovenian in Carinthia, we have first looked into a macroscopic (larger-scale) approach
to language shift: trying to quantify the movement of an abstract “language border” (a term
problematic in itself ), the line separating the area where mostly Slovenian is used and the area
where mostly German is used. Unsurprisingly, this was unsatisfactory. We were able to derive
a movement speed of the “language front”. However, this speed averages over the whole area
and does not consider local differences such as the fact that there is little movement/change in
some areas and substantial movement in others. Applying different thresholds for defining the
area where mostly Slovenian or German is used also showed that in some cases no continuous
language region can be defined at all and the concept of “border movement” is void.

As we found the macroscopic approach to be inadequate, we turned to a microscopic (smaller-
scale) approach where the development in individual settlements (or rather cells) is modeled.
We first gave an overview of how to prepare the data by creating an abstract representation of
the area as grid cells. The next step was to create rules (hypotheses) for the change in each of
these cells. The validity of our rules was then checked against the census data. For Carinthia,
we were able to identify one main factor for determining the number of people using a language
(or more accurately: reporting it on the census):92 the (potential) interaction with other people
using the same language. The (potential) interaction was split into two terms: (1) interaction
with people in the same grid cell, given by the number of people previously using a language in
the same grid cell, and (2) interaction with other people using the same language in surrounding
cells, quantified by the number of people in surrounding grid cells weighed by their distance.

92 As language shift is measured among others by the number of people using a language and its change over time,
this can be seen as a driver of language shift (or rather a deterrent of shift).
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The mathematical formula deduced for interaction is motivated both by linguistics (interaction
decreases with distance and increases with the number of people, as in [34]) and physics (it is
given as a Gaussian distribution which is used to describe the diffusion of particles, i. e. the
concentration of a substance over time). This means we could successfully describe language
shift in Carinthia, for two 30-year periods, both historically and in recent times.

In addition, we have created an extension of the model to examine the influence of so-called
“habitat factors”, i. e. factors which act locally. We then investigated two factors for which
data were available (bilingual schools and parish language) as possible other drivers of language
shift. Surprisingly, neither factor showed a significant influence, with bilingual schools even
showing a slight negative influence on the persistence of Slovenian. However, this result becomes
clearer against the historical background: these schools in Carinthia were never intended to
promote actual bilingualism, but were rather meant to guide non-German-speaking children
towards German. It also demonstrates once again the importance of setting empirical data
in their proper context. We could also identify a deviating development in the two largest
cities Klagenfurt/Celovec and Villach/Beljak, where the use of Slovenian declined faster (first
historical period) or slower (second recent period) than in the rest of the area, showing an urban-
rural divide in processes of language shift.

The last part of this thesis looked at the second language shift situation in southern Hungary.
This served as our test case for the general applicability of the Carinthian interaction model—
after all, simply because something works for one example does not mean it is universal. Using
the same procedure as in Carinthia for data preparation, we then tried to model the data in the
same way, by the same influence factors (number of people using a language in a cell and in
surrounding cells). In this case the model did provide a better result than a baseline model chosen
for comparison, but it still was not a good choice for this situation with the error remaining high.
This tells us a number of things, mainly that different language shift situations are different (which
should come as no surprise after having seen the wealth of factors influencing language shift given
in the literature) and that the interaction model cannot explain the data to their full extent.

What does the interaction model miss? In the case of Austria vs. Hungary, there might be
differences in the data material at play: the Austrian data at face represent statements about
everyday language, while the Hungarian data should represent statements about mother tongue.
Even though both are self-reported data and not actual linguistic observations, we can assume
that the statements people make on the census are to some extent influenced by the question,
hence the answers being different. So it is entirely possible that even statements about different
aspects of language use (no matter how much they overlap with actual language use) cannot be
represented by a single process in a mathematical model. (This is even more likely for actual
linguistic data on everyday language and mother tongue, both of which are affected differently
by language shift.) The two censuses with different measurement variables concerning language
might result in the same numbers by chance, but this does not seem to be happening here.
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Instead, it seems that there are additional factors influencing language shift which could be
neglected in Carinthia but are clearly visible in the data for southern Hungary and thus cannot
be ignored. One such additional factor could be differences in settlement structure: because
Hungarian settlements are spaced further apart, the used Gaussian distribution is perhaps not a
good mathematical fit to describe interaction between settlements.

As another example, I mentioned the role of migration to explain the large population
growth of the largest town Pécs/Fünfkirchen in southern Hungary. Between 1880 and 1930
the population more than doubles and this cannot be attributed solely to births and deaths.
As a last point, I outlined a new way to approach the Hungarian data—an extension of the
interaction model, if you will—which combines migration and language shift. Migration
would be driven by the attractiveness of a settlement, a function governing the flow of people
from one place to the other. This is loosely inspired by physical diffusion, which is driven
by something called the chemical potential and its local differences—only in this case it is
the people who move rather than the languages. In this model, we would first calculate the
population of a settlement by taking into account births, deaths and migration. Then, a subset
of the population would shift their language based on local conditions such as the local language
distribution and/or the potential for interaction with others using the same language. The
second part can be mathematically modeled similar to the microscopic interaction model
presented previously, in that the (potential) interaction increases with the number of speakers
and decreases with distance. Such a model combining migration and language shift would
explicitly only model people and not languages, making the interpretation more straightforward
than in the interaction model which has to go through the additional step of transforming the
virtual amount of language back into numbers of speakers.

So, after all is said and done what lessons have we learned in these pages, and how do they relate
back to the research questions posed at the beginning (section 1.2)?
– How can language shift be described bymathematical-physical models?

We have seen that there are ways to use mathematical models inspired by physics to describe
and follow language shift—I have demonstrated one such way in this thesis, by developing a
model motivated by physics but also incorporating factors backed by linguistic research. I
hope to have demystified the procedure enough by giving a complete walk-through so that it
can and will be replicated for other language shift situations—the latter part being especially
important because we have seen that the model presented for Carinthia does not reveal all to
the same degree in another situation, with another data set.
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Throughout this work I have argued (and hopefully shown) that models based on empirical
data are worthwhile.93 Modeling with data goes both ways: the model tries to emulate the
data and is checked against data, but is also a priori informed by the data. If a model does not
work, it means it is not appropriate either for the data or for the processes being modeled (or
both). The takeaway here is this: Pay close attention to the data, and be certain of what you
are actually modeling. Mathematical modeling is not a magic tool which gives you an answer
as long as you put data into a box. You have to know the inner workings of the box and what
fits into there, and whether your data are appropriate. Mathematical modeling is a tool, but it
needs someone who knows how to work it. Otherwise, as with most tools (in the strict sense,
e. g. machine tools), the danger of injury is high.

– Why do people change their language, what are the factors influencing language shift?
Given that mathematical models work for specific language shift situations, this can be an-
swered for one situation only. For Hungary, we cannot definitely say at this point (from
mathematical modeling). For Carinthia, the biggest factor playing a role in language shift was—
broadly speaking—the number of people using the same language, either in the same city or in
the surrounding area. In detail, it was the interaction with other speakers of the same language
which in turn depends on the number of people and their proximity, for modeling quantified
as a formula. These findings can be used to draw conclusions on how to foster the use of a
certain language: in this case, by increasing the interacting or the potential for interaction.
Here, geographic structure and distribution of settlements also have to be taken into account,
as these influence interaction patterns in a speaker’s network. However, while mathematical
modeling can tell us that language shift is influenced by interaction (and how, e. g. is there
a threshold for interaction so that a language will never “die out”? what is it? how does
the process change if the proportion between interactions with the two different languages
changes?), it cannot tell us what exactly to do to increase interaction.

We have also seen in Carinthia that in larger cities, the dynamics are different from the rest
of the area. This indicates that for the promotion of minority languages, attention should be
paid to urban areas, although the direction of influence is not clear-cut: While larger cities
generally seem to have a detrimental effect on minority language use (especially historically),
they also offer more opportunities for preservation. Many language and culture clubs as well as
minority language schools are started in larger cities owing to the better infrastructure and the

93 This thesis did not set out to bash abstract models without data or “prove” that models based on empirical data
are superior. The idea of this work was simply to think big and study language shift on a truly large scale, and to show
what can be done if one is lucky enough to have an appropriate data set. Sometimes we are limited by the data available
(or not, as it were) and in this case, it is legitimate to resort to abstract models. It is obviously harder to interpret the
results of abstract models if they cannot be directly mapped to an equivalent in “the real world”, but this does not
mean they cannot be helpful.
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increased reach. These opportunities could also lead to an increase in people re-claiming their
“minority heritage” by starting to learn and use the minority language again if they have family
ties to it. Here, the same holds as in the paragraph above: Mathematical modeling cannot
show us what to do, but it can show us where to do it.

This thesis has forged a path, but it must also be walked upon. To this end, the approach intro-
duced in the preceding pages can (and should) be applied to further language shift situations—
and it will not work for all of them. Failure along the way (though shown less frequently than the
success stories) is part of the process, and also the reason I have included the chapter on language
shift in Hungary where the main result seems to be that the microscopic model developed works,
but is not a good fit because it does not tell the whole story. (Section 9 gives suggestions on how
to improve our approach in this case.)

Theses and other pieces of scientific writing usually conclude with an outlook or suggestions
of specific things to be explored still, and this one is no different: There are many avenues to
take from here, from creating a model for the Hungarian data—perhaps with the approach I
have outlined in section 9 which separates people and languages more cleanly than the basic
interaction model—to modeling other language contact situations (of which there are many in
the world) in Austria-Hungary, Europe and beyond, both historical and contemporary. In these
cases, mathematical modeling could be combined with other methods, with data sources other
than the census, for cross-validation or to identify discrepancies between data sources.

A simple(r) option would be to run the Carinthian model again and play around with interac-
tion as a parameter, to investigate e. g. how low interaction can be for a language to still persist
or how the ratio between interactions with different languages affects language shift. One could
also improve the model I have presented, to refine it even further, for the Carinthian data or
other data sets—perhaps by going into a more ecolinguistic direction and seeing how geographic
factors such as proximity to the border to Slovenia (and conversely the increasing “pressure” of
the majority language the closer a settlement is to the primarily German-speaking area) or the
isolation of settlements affect language shift. Distances between settlements could be estimated
in more sophisticated ways, e. g. by taking into account the road and rail network. Similarly,
more complex models for population development and/or migration could be included. Or one
could look into additional habitat factors which have not been treated here, e. g. the influence
of cultural institutions and national activism (see [205–207] for a discussion on the construction
of nationalist identities in the population of Austria-Hungary; see also [208] for a more general
examination of the strategies employed in the making of a nation as well as the role of economic,
cultural and social conditions for state-building and ethnic homogenization).

One could (and should) think at length about the separation between people and languages
and how this is represented in mathematical models, an issue I have touched on only very briefly
in the context of the model sketch for the Hungarian data in section 9. Another possibility
would be to examine in more detail the analogies between languages and atoms and transferring
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different diffusion models from physics to linguistics (or see which ones are applicable at all).
After all, I have barely scratched the surface concerning the mathematical treatment of atom
movement in physics. Diffusion models are as diverse as language shift situations, which is
perhaps the key point when it comes to modeling language shift: Ultimately, we need to keep in
mind that language shift situations are all both complex and, more importantly, different, hence
there is no “model of everything”, just like we have no “theory of everything” in (theoretical)
physics. Nevertheless, much like theoretical physicists, we should keep pushing on, to expand
the boundaries of our current framework—especially using unconventional tools, as has been
done in this work.
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Interactivemaps

One benefit of mathematical modeling and computer simulations is that they can interpolate,
i. e. estimate missing data points such as the years between censuses. This makes it possible to
get a continuous visualization of the language shift process. To this end, the simulated results
generated for Carinthia have been implemented as interactive maps on the project webpage
at https://dcs.univie.ac.at/languagediffusion/ (English version) and https://dcs.univie.ac.at/
sprachdiffusion/ (German version).

The maps display simulated data for Austria-Hungary (1880–1910) and modern Austria (1971–
2001) and allow the user to follow the development of Slovenian in Carinthia on a yearly basis
by scrolling—a digital flip book. Different viewing options are available: we can look at the
percentage of Slovenian speakers, the absolute number of Slovenian speakers or the change
in Slovenian speakers in absolute numbers (as pictured in figure 26 and 27, but per year). A
screenshot is shown below in figure 34.

Figure 34: Screenshot of the interactive maps for Carinthia on the project webpage
at https://dcs.univie.ac.at/languagediffusion/ (English version) and https://dcs.univie.ac.
at/sprachdiffusion/ (German version)
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Sources and references

This section is meant to give an overview of the tools used in the making of this thesis, grouped
thematically. Specific sources pertaining to text sections or images are referenced directly in the
text and figure captions (see the section “References” starting on page 125).

This thesis was written in LATEX and is set in the following typefaces: Adobe Text Pro (body text),
Source Sans Pro (headings), Droid Sans (text in figures). Unless otherwise noted, graphics were
created by the author using Python, Adobe InDesign, Paint.NET and Inkscape, with help from
QGIS. Some color schemes are based on colors from ColorBrewer (http://colorbrewer2.org).
All simulations were performed using GNU Octave (version 4.0.0 or 4.2.0).

Census data

The digitized data used for modeling in this thesis can be downloaded from https:
//doi.org/10.6084/m9.figshare.4535399 (Carinthia, Austria) and https://doi.org/10.6084/m9.
figshare.6115634 (southern Hungary). The following list gives the original source publications
of this data. Data for individual settlements for the second modeling period (1971–2001) in
Austria were commissioned by a special evaluation from Statistics Austria and cannot be made
available due to data protection regulations.

Other census results referenced in this thesis, but not used for modeling: references [194–198].

Census forms (questionnaires and instructions) for recent censuses were obtained from the
World Bank Central Microdata Catalog, http://microdata.worldbank.org/index.php/catalog
(last accessed January 31, 2019).

Austria/Cisleithania
K.K. Statistische Central-Commission (1883): Special-Orts-Repertorien der im Oesterreichischen

Reichsrathe vertretenen Königreiche und Länder. V. Kärnten. Wien: Alfred Hölder.
K.K. Statistische Central-Commission (1894): Special-Orts-Repertorien der im Österreichischen

Reichsrathe vertretenen Königreiche und Länder. Neubearbeitung auf Grund der Ergebnisse der
Volkszählung vom 31. Dezember 1890. V. Kärnten. Wien: Alfred Hölder.

K.K. Statistische Zentralkommission (1905): Gemeindelexikon der imReichsrate vertretenen Kön-
igreiche und Länder, Bearbeitet auf Grund der Ergebnisse der Volkszählung vom 31. Dezember
1900. V. Kärnten. Wien: k.k. Hof- und Staatsdruckerei.
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Statistische Zentralkommission (1918): Spezialortsrepertorium der Österreichischen Länder.
Bearbeitet auf Grund der Ergebnisse der Volkszählung vom 31. Dezember 1910. V. Kärnten.
Wien: Verlag der Staatsdruckerei.

Hungary/Transleithania
Az országos magyar kir. statisztikai hivatal (1882): Az 1881. év elején végrehajtott népszám-

lálás főbb eredményei megyék és községek szerint részletezve, II. kötet. Budapest: Pesti
Könyvnyomda-Részvény-Társaság. https://library.hungaricana.hu/en/view/NEDA_1881_
02/ (last accessed January 31, 2019).

Az országos m. kir. statisztikai hivatal (1892): A Magyar Korona országainak helységnévtára a
nagyméltóságú magy. kir. kereskedelemügyi minister úr rendeletéböl, szerkeszti Dr Jekelefalussy
Jószef. Budapest: Pesti Könyvnyomda-Részvény-Társaság. https://library.hungaricana.hu/
en/view/NEDA_1892_helysegnevtar/ (last accessed January 31, 2019).

A magyar kir. központi statisztikai hivatal (1902): A magyar korona országainak 1900. évi
népszámlálása. A népesség általános leírása községenkint. Budapest: Pesti Könyvnyomda-
Részvény-Társaság. https://library.hungaricana.hu/en/view/NEDA_1900_01/ (last accessed
January 31, 2019).

A magyar kir. központi statisztikai hivatal (1912): A magyar szent korona országainak 1910. évi
népszámlálása. A népesség főbb adatai községek és népesebb puszták, telepek szerint. Budapest:
Az athenaeum irodalmi és nyomdai r.-társulat nyomása. https://library.hungaricana.hu/en/
view/NEDA_1910_01/ (last accessed January 31, 2019).

A magyar kir. központi statisztikai hivatal (1923): Az 1920. évi népszámlálás. A népesség
főbb demográfiai adatai. Községek és népesebb puszták, telepek szerint. Budapest: Pesti
Könyvnyomda-Részvény-Társaság. https://library.hungaricana.hu/en/view/NEDA_1920_
01/ (last accessed January 31, 2019).

A magyar kir. központi statisztikai hivatal (1932): Az 1930. évi népszámlálás. Demográfiai adatok
községek és külterületi lakotthelyek szerint. Budapest: Stephaneum nyomda részvénytársaság.
https://library.hungaricana.hu/en/view/NEDA_1930_01/ (last accessed January 31, 2019).

Geographical data

Geographical data was obtained from the following sources (last accessed January 31, 2019):
– GADM (https://gadm.org, free for academic and non-commercial use)
– GeoNames (https://www.geonames.org, CC BY 4.0 license)
– Land Kärnten – data.gv.at (https://www.data.gv.at/auftritte/?organisation=land-

kaernten, CC BY 3.0 license)
– Mosaic Project (http://censusmosaic.org/data/historical-gis-files, references [138; 139],

free for non-commercial scientific use)
– Natural Earth (https://www.naturalearthdata.com, public domain)
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– OpenDEM (https://opendem.info, Open Data Commons Open Database License)
– OpenStreetMap (https://www.openstreetmap.org, Open Data Commons Open Database

License & CC BY-SA 2.0 license)

Legal texts

All legal texts were used in the current version ( January 31, 2019). Full names in the primary
language of the country and the year of approval are given in parentheses.

Austria/Cisleithania
Austro-Hungarian Compromise (Österreichisch-Ungarischer Ausgleich 1867, in Hungarian:

Osztrák-magyar kiegyezés)
December Constitution (Dezemberverfassung 1867)
Treaty of Saint-Germain-en-Laye (Staatsvertrag von Saint-Germain-en-Laye 1919)
Austrian State Treaty (Staatsvertrag betreffend die Wiederherstellung eines unabhängigen und

demokratischen Österreich 1955)
Minority School Act for Carinthia (Minderheiten-Schulgesetz für Kärnten 1959)
Ethnic Groups Act (Volksgruppengesetz/Bundesgesetz über die Rechtsstellung der Volksgruppen in

Österreich 1976)

Hungary/Transleithania
Austro-Hungarian Compromise (Osztrák-magyar kiegyezés 1867, in German: Österreichisch-

Ungarischer Ausgleich)
Hungarian Nationalities Law, Act XLIV/1868 (1868. évi XLIV. törvényczikk a nemzetiségi egyen-

jogúság tárgyában)
Croatian–Hungarian Compromise (Horvát–magyar kiegyezés 1868, in Croatian: Hrvatsko-

ugarska nagodba)
Act on the Rights of Nationalities, Act CLXXIX/2011 (2011. évi CLXXIX. törvény a nemzetiségek

jogairól)
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English abstract

Language as part of our culture and identity is constantly changing. Likewise, language use
is changing: people sometimes stop using one language and shift to another. What causes
such a language shift? This thesis examines this question from a new perspective: through the
application of methods from physics (mathematical modeling), it aims to describe the language
shift process and give an explanation for why people shift their language. To do so, language shift
is interpreted as a spreading process – a new behavior, the use of a particular language, spreads.
This linguistic diffusion (spread of languages) and the resulting language shift are explored in
analogy to physical diffusion (spread of atoms).

Based on descriptions of physical diffusion, a mathematical model for language shift is devel-
oped. The mathematical model uses the microscopic approach of cellular automata to simulate
the behavior of individual settlements in the studied area, just like the behavior of individual
atoms, and their movement can be simulated. In contrast to macroscopic approaches such
as reaction-diffusion equations (differential equations based on the diffusion equation, which
consider the concentration of a substance or, in the case of language, the percentage of speakers in
the population), the microscopic approach can represent the actual conditions in more detail. As
a test for the model, empirical data on language from the census is used—while keeping in mind
that it presents self-reported statements and any language survey should be regarded critically.

This work looks at the temporal and spatial changes in language use in two different language
contact situations in Austria-Hungary and today’s Austria and Hungary: Slovenian-German in
Carinthia and German-Hungarian in southern Hungary. In these situations, there is a decline in
the use of the minority language in favor of the majority language over time. As a first step, the
two situations are compared to explore how local conditions influence possible mathematical
models. Then, the influence of different factors on language shift is examined during the actual
modeling procedure. The results show that the newly developed methodology is suitable for the
description of language shift.

For Carinthia, interaction with other people who speak the same language was identified as
the most important factor for language maintenance. Bilingual schools and parish language did
not seem to have a noticeable impact. However, a difference in the development in rural vs.
urban areas was found. In southern Hungary, the microscopic model did not prove as suitable
because in this case, there seem to be additional factors at play (e. g. migration) which are not
(yet) included in the model. In addition, differences in the data material (the Austrian census
asks for everyday language, the Hungarian one for mother tongue) might play a role.
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Deutsche Zusammenfassung

Sprache als Teil unserer Kultur und Identifikationsmerkmal unterliegt einer ständigen Verände-
rung. Ebenso verändert sich auch der Sprachgebrauch: Menschen hören manchmal auf, eine
Sprache zu verwenden, sie wechseln also ihre Sprache. Wieso aber wechseln Menschen ihre
Sprache? Wie kommt es zu diesem Sprachwechsel? Diese Fragestellung wird in dieser Arbeit
von einer neuen Perspektive beleuchtet: Durch die Anwendung von Methoden aus der Physik
(mathematischer Modellierung) sollen der Sprachwechselprozess – wie und wo Menschen ihre
Sprache wechseln – beschrieben werden sowie eine Erklärung, warum Menschen ihre Sprache
wechseln, versucht werden. Dabei wird Sprachwechsel als Ausbreitungsprozess betrachtet –
ein neues Verhalten, der Gebrauch einer bestimmten Sprache, verbreitet sich. In Analogie zur
physikalischen Diffusion, der Ausbreitung von Atomen, wird also die linguistische Diffusion, die
Ausbreitung von Sprachen, und der daraus resultierende Sprachwechsel erforscht.

Dazu wird ein mathematisches Modell für Sprachwechsel entwickelt. Das Modell verfolgt den
mikroskopischen Ansatz der zellulären Automaten, bei dem das Verhalten einzelner Orte im
Untersuchungsgebiet ähnlich wie das Verhalten einzelner Atome und ihrer Bewegungen simu-
liert wird. Im Gegensatz zu makroskopischen Ansätzen wie Reaktions-Diffusions-Gleichungen94

kann der mikroskopische Ansatz die tatsächlichen Verhältnisse detaillierter abbilden. Als empi-
rische Daten zum Test des Modells werden Volkszählungsdaten herangezogen, wobei immer im
Hinterkopf behalten werden sollte, dass Sprachzählungen – wie eben auch die Volkszählung –
kritisch betrachtet werden müssen anstatt sie als absolute Tatsache zu akzeptieren.

Die Dissertation betrachtet und modelliert die zeitliche und räumliche Veränderung des
Sprachgebrauchs in zwei unterschiedlichen Sprachkontaktsituationen in Österreich-Ungarn bzw.
dem heutigen Österreich und Ungarn: Slowenisch–Deutsch in Kärnten und Deutsch–Ungarisch
in Südungarn. In diesen Situationen kommt es über die Zeit gesehen zu einem Rückgang der
Verwendung der Minderheitensprache zugunsten der Mehrheitssprache. Zunächst wird durch
einen Vergleich der zwei Sprachkontaktsituationen analysiert, wie die lokalen Gegebenheiten
mögliche mathematische Modelle des Sprachwechsels beeinflussen. Durch die eigentliche Mo-
dellierung wird dann der Einfluss verschiedener Randbedingungen auf den Sprachwechsel un-
tersucht. Die Ergebnisse bestätigen, dass die neu entwickelte Methodik geeignet ist, um Sprach-
wechsel großflächig zu beschreiben.

94 Differentialgleichungen in Anlehnung an die Diffusionsgleichung, welche die Konzentration eines Stoffes bzw.
im Fall von Sprache den Prozentsatz von SprecherInnen in der Bevölkerung betrachten
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Deutsche Zusammenfassung

In Kärnten wurde Interaktion mit anderen Menschen, die die gleiche Sprache sprechen, als
der wichtigste Faktor für den Spracherhalt identifiziert. Utraquistische (zweisprachige) Schulen
sowie die Pfarrsprache zeigten keinen merklichen Einfluss. Es ist jedoch ein Unterscheid zwi-
schen der Entwicklung in urbanen und ländlichen Gegenden ersichtlich. In Südungarn hingegen
war das mikroskopische Modell weniger gut für eine Beschreibung geeignet, da dort zusätzliche
Faktoren wie z.B. Migration ins Gewicht fallen, die in dem hier entwickelten Modell (noch) nicht
enthalten sind. Außerdem spielen potenziell Unterschiede im Datenmaterial (die österreichische
Volkszählung fragt nach der Umgangssprache, die ungarische nach der Muttersprache) eine Rolle.
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