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## 1 Abstract

To realize the ambitious promises of rapidly advancing quantum technologies, it is indispensable to create the theoretical framework for situations likely to be encountered in realistic scenarios and identify strategies taking into account limitations of current technologies. In this spirit, we investigate several key areas in the theoretical description of quantum technologies.

First, we turn to quantum metrology, which plays a crucial role for noisy quantum devices, where it facilitates improved passive error correction via the estimation of unknown parameters and noise channels. In this context, we consider bosonic systems for which we identify easily implementable and robust Bayesian estimation strategies that are relevant for near-future experimental implementations. We further apply techniques from Bayesian metrology for the distribution of high-dimensional entangled states to multiple parties via noisy channels and the subsequent probabilistic conversion of these states to desired target states using stochastic local operations and classical communication. Such state-conversion protocols can be enhanced by embedded channel-estimation routines at no additional cost in terms of the number of copies of the distributed states, allowing the efficient distribution of entanglement in noisy networks.

Entanglement characterization between many copies of mixed states hence becomes essential to fully access the potential of the distributed states. Moreover, we show that multiple copies of partially separable states can unlock genuine multipartite entanglement, making the ability to control and jointly locally manipulate multiple copies of quantum states a valuable resource.

We then turn to the description of the involved measurements. Here it is important to acknowledge that realistic measurements only approximately correspond to those intended. To verify entanglement with imperfect control over the measurement devices, one still wants to exploit as much information as available over the performed measurements. We formalize this through an operational notion of inaccuracy that can be estimated directly in the lab and compute tight corrections to standard entanglement witnesses due to any given level of measurement inaccuracy for two systems of arbitrary dimensions.

Finally we developed a three-dimensional model for the state space of a qutrit. This model, although clearly not in one-to-one correspondence to the actual eight-dimensional state space, still captures many of its fundamental geometric and algebraic properties and thus provides a helpful tool for studying higher-dimensional quantum systems.

## 2 Kurzfassung

Um die ehrgeizigen Ziele im Feld der zügig voranschreitenden Quantentechnologien zu realisieren, ist es notwendig einen theoretischen Rahmen für realistische Szenarien zu schaffen und Strategien zu entwickeln, welche die Einschränkungen gegenwärtiger Technologien berücksichtigen. In diesem Sinne untersuchen wir verschiedene zentrale Fragestellungen in der theoretischen Beschreibung von Quantentechnologien.

Zuallererst wenden wir uns der Quantenmetrologie zu, welche eine Schlüsselrolle in Apparaturen mit störenden äußeren Einflüssen spielt. Dort erleichtert sie passive Fehlerkorrektur durch das Abschätzen unbekannter Parameter und Rauschen in Quantenkanälen. Für bosonische Systeme ermitteln wir leicht implementierbare und robuste Bayessche Strategien zur Abschätzung von Parametern, welche relevant für experimentelle Anwendungen in naher Zukunft sind. Weiters verwenden wir Methoden der Bayesschen Metrologie zur Verteilung von hochdimensional verschränkten Zuständen an mehrere Parteien mittels imperfekter Quantenkanäle. Die verteilten Zustände werden probabilistisch mit lokalen Operationen und klassischer Kommunikation in die Zielzustände umgewandelt. Solche Protokolle können ohne zusätzliche Kosten in der Anzahl an verteilten Zuständen mit eingebauter Kanalabschätzungen verbessert werden, um eine effiziente Verteilung von verschränkten Zuständen in Netzwerken mit unerwünschtem Rauschen zu erlauben.

Die Charakterisierung der Verschränkung von mehreren Kopien gemischter Zustände wird somit notwendig um auf das gesamte Potential der verteilten Zustände zugreifen zu können. Wir zeigen, dass genuine Vielteilchenverschränkung durch mehrere Kopien von partiell separablen Zuständen aktiviert werden kann, womit die Fähigkeit zur lokalen gemeinsamen Kontrolle und Manipulation multipler Zustandskopien zu einer kostbaren Ressource wird.

Danach wenden wir uns der Beschreibung der beteiligten Messungen zu. Dabei ist es wichtig zu beachten, dass reale Messungen nur näherungsweise den beabsichtigten Messungen entsprechen. Um Verschränkung trotz unvollständiger Kontrolle über die Messapparatur nachzuweisen, ist es vorteilhaft alle verfügbaren Informationen über die ausgeführten Messungen zu verwenden. Wir formalisieren diesen Ansatz durch eine operative Definition der Messungenauigkeit, welche direkt im Labor ermittelt werden kann, und berechnen scharfe Korrekturen von kanonischen Verschränkungszeugen für jedes Niveau von Messungenauigkeiten für zwei Systeme beliebiger Dimensionen.

Schlussendlich entwickeln wir ein dreidimensionales Modell des Zustandsraumes eines Qutrits. Obwohl keine treue Darstellung des achtdimensionalen Zustandsraumes, zeigt das Modell dennoch viele relevante geometrische und algebraische Eigenschaften und dient somit als nützliches Werkzeug zur Erforschung höher-dimensionaler Quantensysteme.
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## 4 Introduction

In the past years there has been substantial progress in the quantum information sciences, both on the theoretical side as on the technological front. Quantum computers potentially providing an exponential speed-up in computation time with respect to the best known classical algorithms for certain problems [1] and provably secure cryptography are just the most known promises of this new technological era. To exchange quantum information and increase the power of smaller computation units, individual quantum computers can be connected into a network, which is envisioned to one day realize a form of quantum internet [2-5]. Shared entanglement within a quantum network will be a crucial resource for various tasks and the distribution of entanglement between different nodes is one of the central challenges to the creation of such a network [6-9]. Through quantum teleportation entanglement provides the means to reliably exchange quantum information, allowing quantum computers to share computational tasks and access exponentially growing Hilbert-space dimensions [5]. Multipartite entanglement facilitates the distribution of cryptographic keys and allows quantum keys shared between multiple users [10-13]. Furthermore it gives an advantage in complex metrological tasks such as the synchronization of atomic clocks [14]. However, there are substantial obstacles in the distribution, characterization and certification of entanglement. Potential near-future strategies are therefore strongly limited by current technologies and it becomes indispensable to create the theoretical framework for realistic scenarios likely to be encountered in future applications.

Decoherence of quantum systems through the interaction with the environment makes it generally difficult to store and transmit quantum information. This leads to a decay rate for entanglement distribution that severely limits the distribution of entangled states over long distances [15]. Further, the no-cloning theorem forbids copying unknown quantum states, making in-built error correction an essential but demanding task. For this it is necessary to establish an accurate noise model and thus quantum channel estimation becomes important for efficient quantum communication. To estimate the parameters describing an unknown quantum channel, a probe system is sent through the channel and is subsequently being measured. We investigate parameter estimation in continuousvariable quantum systems and develop strategies motivated by technological feasibility to estimate parameters encoding three paradigmatic unitary transformations. We further examine how the techniques for channel estimation can be embedded into the distribution of highly entangled states within a noisy network. The key idea here is to use states for estimation that are usually discarded in the following probabilistic manipulation of the distributed states. Also high-dimensional entanglement can help to overcome noise in
quantum communication [16]. We examine the state space of higher-dimensional systems and create an intuitive three-dimensional model of a qutrit, for which we visualize the effects of unitary transformations and three paradigmatic quantum channels. Characterizing entanglement becomes essential to fully access the potential of the distributed states within a quantum network. We investigate the entanglement properties between many copies of mixed states and show that multiple copies of partially separable states can unlock genuine multipartite entanglement. We finally turn to the certification of entanglement. As entanglement is a crucial ingredient for many applications in quantum communication, computation and cryptography, the involved parties usually want to verify the properties of the used states. We assume imperfect control over the measurement devices and investigate the performance of well-known entanglement witnesses in such a realistic scenario.

The research articles constituting this thesis are a collection of theoretical investigations at the forefront of quantum information. We investigate several key areas of quantum information and quantum metrology, making a contribution to distinct areas of the field.

## 5 Joint framework

This section is intended as a general framework of the theory used in the presented research papers. It is meant as an overview over some of the studied topics. A more specific elaboration of the topics can, where needed, be found in the actual research articles and for a more complete and detailed treatment of the topics we refer to the indicated literature.

### 5.1 Quantum states and their representation

A quantum system is associated to a complex Hilbert space $\mathcal{H}$, a pure state $|\psi\rangle$ of the system is described by vectors of length 1 , where two vectors represent the same state if they differ only by a global phase. Equivalently pure states can be identified with subspaces of $\mathcal{H}$ of complex dimension 1, called rays.

Let $\mathcal{B}(\mathcal{H})$ denote the set of bounded operators acting on $\mathcal{H}$. Mixed states are represented by the subset of normalized positive semidefinite operators $\rho \in \mathcal{B}(\mathcal{H})$. A pure state $|\psi\rangle$ is identified with the projector $|\psi\rangle\langle\psi| \in \mathcal{H} \otimes \mathcal{H}^{*}$, the outer product of the state $|\psi\rangle$ with its Hermitian conjugate $\langle\psi|$, belonging to the dual space $\mathcal{H}^{*}$. Every mixed state $\rho$ can be decomposed into a convex combination of projectors $\rho=\sum_{i} p_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|$, where $p_{i}>0$ and $\sum_{i} p_{i}=1$, and we denote the set of all such decompositions as $\mathcal{D}(\rho)$. Hence the quantum states form a convex set, that is exactly the convex hull of all pure states.

For finite-dimensional $d$-level quantum systems the associated Hilbert space is $\mathcal{H}=\mathbb{C}^{d}$
and a general state is represented by a complex positive semidefinite $d \times d$-matrix with trace equal 1, called a density matrix.

Equipped with the Hilbert-Schmidt inner product $\langle\rho, \sigma\rangle=\operatorname{Tr}\left(\rho^{\dagger} \sigma\right)$, the set of complex $d \times d$-matrices forms a finite-dimensional Hilbert space and hence one can find a basis for it. Following Bertlmann and Krammer [17], a practical basis $\left\{\lambda_{i}\right\}_{i=0}^{d^{2}-1}$ for the Hilbert space $\left(\mathbb{C}^{d}\right)^{2}$ with $\operatorname{dim}(\mathcal{H})=d$ satisfies the following properties
i. the identity matrix is included, $\lambda_{0}=\mathbb{1}_{d}$,
ii. the other $d^{2}-1$ elements are traceless matrices,
iii. the basis elements are mutually orthogonal, $\operatorname{Tr}\left(\lambda_{i}^{\dagger} \lambda_{j}\right)=d \delta_{i j}$.

We call a basis satisfying these criteria a Bloch basis. Every state $\rho$ can be represented in a Bloch basis in the following way

$$
\begin{equation*}
\rho=\frac{1}{d}\left(\mathbb{1}_{d}+\sum_{i=1}^{d^{2}-1} b_{i} \lambda_{i}\right)=\frac{1}{d}\left(\mathbb{1}_{d}+\overrightarrow{\mathbf{b}} \cdot \overrightarrow{\boldsymbol{\Gamma}}\right), \tag{1}
\end{equation*}
$$

where $\overrightarrow{\mathbf{b}} \in \mathbb{C}^{d^{2}-1}$ is the Bloch vector and $\overrightarrow{\boldsymbol{\Gamma}}$ the vector of basis elements. The entries of the Bloch vector are $b_{i}=\left\langle\lambda_{i}\right\rangle=\operatorname{Tr}\left(\rho \lambda_{i}\right)$ and satisfy $\sum_{i=1}^{d} b_{i}^{*} b_{i}=\|\overrightarrow{\mathbf{b}}\|^{2} \leq d-1$. Here it is important to note that not every matrix that can be written in this way is positive, i.e. not every vector with norm smaller than or equal to $\sqrt{d-1}$ represents a state. By choosing a Bloch basis we can identify the quantum state space with a subspace of $\mathbb{C}^{\left(d^{2}-1\right)}$ of (real) dimension $\left(d^{2}-1\right)$. This becomes obvious by choosing a Hermitian Bloch basis, as the entries of the Bloch vector are then real. It is always possible to choose a Hermitian Bloch basis, for $d>2$ it is however not possible to find such a set of Hermitian and unitary matrices [17].

A composite quantum system is associated to the tensor product of the Hilbert spaces of the individual systems $\mathcal{H}_{A B}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$. For a bipartite quantum system with associated product Hilbert space it is easy to construct a basis for the whole space from the two local bases, by taking all possible tensor products of the basis elements. More formally, let $\left\{\lambda_{i}\right\}_{i=0}^{d_{A}^{2}-1}$ be a basis for the Hilbert space $\mathcal{H}_{A}$ of dimension $d_{A}$ and $\left\{\sigma_{j}\right\}_{j=0}^{d_{B}^{2}-1}$ for the Hilbert space $\mathcal{H}_{B}$ of dimension $d_{B}$, then $\left\{\lambda_{i} \otimes \sigma_{j}\right\}_{i, j}$ is a basis for the Hilbert space $\mathcal{H}_{A B}=\mathcal{H}_{A} \otimes \mathcal{H}_{B}$ of dimension $d_{A B}=d_{A} d_{B}$. It can be easily seen that if both $\left\{\lambda_{i}\right\}_{i=0}^{d_{A}^{2}-1}$ and $\left\{\sigma_{j}\right\}_{j=0}^{d_{B}^{2}-1}$ are Bloch bases, so is $\left\{\lambda_{i} \otimes \sigma_{j}\right\}_{i, j}$. Every state $\rho_{A B} \in \mathcal{H}_{A B}$ can then be written as

$$
\begin{equation*}
\rho_{A B}=\frac{1}{d_{A B}}\left(\mathbb{1}_{d_{A}} \otimes \mathbb{1}_{d_{B}}+\sum_{i=1}^{d_{A}^{2}-1} a_{i} \lambda_{i} \otimes \mathbb{1}_{d_{B}}+\sum_{j=1}^{d_{B}^{2}-1} b_{j} \mathbb{1}_{d_{B}} \otimes \sigma_{j}+\sum_{i, j \geq 1} c_{i j} \lambda_{i} \otimes \sigma_{j}\right) . \tag{2}
\end{equation*}
$$

This concept can straightforwardly be generalized to more parties.

### 5.2 Entanglement theory

In this subsection we shortly revise the relevant topics that appear in this cumulative thesis. For a more extensive presentation of entanglement theory the reader is referred to Refs. [18, 19].

### 5.2.1 Multi-party entanglement

A pure state $\left|\psi_{A B}\right\rangle \in \mathcal{H}_{A B}$ of a bipartite quantum system is called separable, if it can be written in the form $\left|\psi_{A B}\right\rangle=\left|\phi_{A}\right\rangle \otimes\left|\phi_{B}\right\rangle$, where $\left|\phi_{A}\right\rangle \in \mathcal{H}_{A}$ and $\left|\phi_{B}\right\rangle \in \mathcal{H}_{B}$. A mixed bipartite state $\rho_{A B}$ is separable, if there exists a decomposition into pure separable states $\rho_{A B}=\sum_{i} p_{i}\left|\phi_{A}^{i}\right\rangle\left\langle\phi_{A}^{i}\right| \otimes\left|\phi_{B}^{i}\right\rangle\left\langle\phi_{B}^{i}\right.$. One can easily check that the condition is equivalent to $\rho_{A B}=\sum_{i} q_{i} \rho_{A}^{i} \otimes \rho_{B}^{i}$. If a state is not separable, it is called entangled.

The notion of separability for states of a multipartite quantum system has to be specified with respect to a partition of the parties. This was not necessary for bipartite systems since there exists only one non-trivial partition of two parties. A partition of a set $\mathcal{M}$ is a collection of non-empty subsets $\mathcal{A}_{i} \subset \mathcal{M}$, such that $\mathcal{A}_{i} \cap \mathcal{A}_{j}=\varnothing$ for $i \neq j$ and $\bigcup_{i} \mathcal{A}_{i}=\mathcal{M}$. A pure quantum state $\left|\psi_{[N]}\right\rangle$ of an $N$-partite system with associated Hilbert space $\mathcal{H}_{[N]}=\bigotimes_{i=1}^{N} \mathcal{H}_{i}$ is called $k$-separable, if there exists a partition $\left\{\mathcal{A}_{1}, \ldots, \mathcal{A}_{k}\right\}$ of $[N]=\{1, \ldots, N\}$ such that $\left|\psi_{[N]}\right\rangle=\bigotimes_{i=1}^{k}\left|\phi_{\mathcal{A}_{i}}\right\rangle$, where $\left|\phi_{\mathcal{A}_{i}}\right\rangle \in \bigotimes_{j \in \mathcal{A}_{i}} \mathcal{H}_{j}$. In the special case of $k=N$ the state is called fully separable and for the minimal case $k=2$ biseparable. A pure state is called multipartite entangled if it is not $k$-separable for any $k \geq 2$, i.e. it is not biseparable.

When extending the notion of separability to mixed states, one can either pin the definition to a specific partition or only on the cardinality $k$ of the involved partitions of a state. This results in two different notions of separability for mixed states. A mixed N partite state $\rho_{[N]}$ is called partition separable with respect to the partition $\left\{\mathcal{A}_{1}, \ldots, \mathcal{A}_{k}\right\}$, if there exists a decomposition into pure states separable in the same partition $\left\{\mathcal{A}_{1}, \ldots, \mathcal{A}_{k}\right\}$. If a mixed state $\rho$ is not partition separable with respect to any partition it is called multipartite entangled. A mixed $N$-partite state $\rho_{[N]}$ is called $k$-separable, if there exists a decomposition into $k$-separable pure states. A mixed state $\rho$ that is not $k$-separable with respect to any partition is genuinely multipartite entangled. The $k$-separable states form a convex set, where the set of partition separable states is a strict subset, as all partition separable states (with partition length $k$ ) are also $k$-separable. In fact the set of $k$-separable states is the convex hull of the set of partition separable states (with partition length $k$ ).

### 5.2.2 Entanglement detection

To decide whether a given state is entangled is generally an NP-hard problem in the Hilbert-space dimension [20, 21]. Every mixed state can be decomposed into pure states, but the decomposition is not unique. In fact there exists a continuum of different decompositions for a given state, and in principle one has to look at all of them to exclude the possibility for a separable one. There are however sufficient conditions to certify entanglement shared between different parties. Two paradigmatic examples are positive but not completely positive maps and entanglement witnesses.

A linear map $\Lambda \in \mathcal{B}(\mathcal{H})$ acting on the space of operators of a Hilbert space $\mathcal{B}(\mathcal{H})$ is called positive, if $\Lambda(\rho)$ is a positive operator for all positive operators $\rho$. A map $\Lambda$ is called completely positive (CP), if $\Lambda_{A} \otimes \mathbf{i d}_{B}\left(\rho_{A B}\right) \geq 0$ for all positive operators $\rho_{A B} \in \mathcal{B}\left(\mathcal{H}_{A} \otimes \mathcal{H}_{B}\right)$ and arbitrary dimension of $\mathcal{H}_{B}$. A completely positive map is positive, but the converse does not hold in general. Let $\Lambda$ be a positive but not completely positive map, then for every separable state $\rho_{S E P}$ it holds that

$$
\begin{equation*}
\Lambda_{A} \otimes \mathbf{i d}_{B}\left(\rho_{S E P}\right)=\sum_{i} p_{i} \Lambda\left(\left|\phi_{A}^{i}\right\rangle\left\langle\phi_{A}^{i}\right|\right) \otimes\left|\phi_{B}^{i}\right\rangle\left\langle\phi_{B}^{i}\right| \geq 0 . \tag{3}
\end{equation*}
$$

So if a state is not positive after a positive but not completely positive map is applied to one subsystem, it already follows that the state is entangled. In fact, a bipartite state is separable exactly if it is positive under every positive map applied to one subsystem. Transposition is the most paradigmatic example of a positive but not completely positive map. Every separable state is positive under partial transposition (PPT). No pure entangled state is positive under partial transposition (NPPT), but in general the converse does not hold for mixed states, that is there exists entangled states that are positive under partial transposition. However, in dimensions $d_{A}=d_{B}=2$ and $d_{A}=2, d_{B}=3$ the PPT-criterion is a necessary and sufficient condition for separability [22]. Another example for a positive but not completely positive map is the Choi map [23], defined as $\Lambda_{d}(\rho)=2 \operatorname{Diag}(\rho)+\sum_{j=1}^{d-2} X_{d}^{j} \operatorname{Diag}(\rho)\left(X_{d}^{j}\right)^{\dagger}-\rho$, where $\operatorname{Diag}(\rho)$ denotes the diagonal matrix with the same diagonal entries as $\rho$ and $\left(X_{d}\right)_{i, j}=\delta_{i, j-1}($ indices $\bmod d)$ is the shift operator.

An observable $W$ is called an (linear) entanglement witness, if $\operatorname{Tr}\left(\rho_{S E P} W\right) \geq 0$ for every separable state and there exists a state $\rho$ such that $\operatorname{Tr}(\rho W)<0$. Since all separable states have positive expectation values for such an entanglement witness, a negative expectation value already implies entanglement. On the contrary, a positive expectation value does not allow one to conclude whether the state is entangled or separable. So entanglement witnesses are observables dividing the state space into two regions, one of them containing the subset of separable states. For every entangled state $\rho$ there exists an observable $W$ such that $\operatorname{Tr}(\rho W)<0$ and $\operatorname{Tr}\left(\rho_{S E P} W\right) \geq 0$ for all separable states.

The Choi-Jamiotkowski isomorphism establishes a one-to-one correspondence between maps $\mathcal{E}: \mathcal{B}\left(\mathcal{H}_{A}\right) \rightarrow \mathcal{B}\left(\mathcal{H}_{B}\right)$ to operators $E \in \mathcal{B}\left(\mathcal{H}_{A}\right) \otimes \mathcal{B}\left(\mathcal{H}_{B}\right)$ via $\mathcal{E}(\rho)=\operatorname{Tr}_{A}\left(E \rho^{T} \otimes\right.$ $\mathbb{1}_{B}$ ) and the inverse $E=\sum_{i, j}|i\rangle\langle j| \otimes \mathcal{E}(|i\rangle\langle j|)$ [19]. This connects positive maps to entanglement witnesses, as the following holds
i. The map $\mathcal{E}$ is completely positive, iff $E$ is positive semidefinite.
ii. The $\operatorname{map} \mathcal{E}$ is positive but not completely positive, iff $E$ is an entanglement witness.

### 5.2.3 Entanglement characterization

Entangled states shared between different parties are a key resource in quantum information and they cannot be created nor can their number be increased by local operations assisted by classical communication (LOCC). We have seen in the previous section how states can be entangled with respect to different partitions. But also for the same partitions states can be entangled in different ways and to a different extent.

For pure states of a bipartite system their entanglement is characterized by their Schmidt coefficients. Every such state $\left|\psi_{A B}\right\rangle$ can be written as $\left|\psi_{A B}\right\rangle=\sum_{i=0}^{r-1} \sqrt{\lambda_{i}}\left|\nu_{A}^{i}\right\rangle \otimes\left|\phi_{B}^{i}\right\rangle$, where $\left\{\left|\nu_{A}^{i}\right\rangle\right\}$ and $\left\{\left|\phi_{B}^{i}\right\rangle\right\}$ are orthonormal bases and $\lambda_{i}$ are positive real numbers satisfying $\sum_{i=0}^{r-1} \lambda_{i}=1$. This decomposition is known as the Schmidt decomposition and $r \leq \min \left\{\operatorname{dim}\left(\mathcal{H}_{A}\right), \operatorname{dim}\left(\mathcal{H}_{B}\right)\right\}$ is called the Schmidt rank of the state $\left|\psi_{A B}\right\rangle$. A Schmidt rank greater than 1 is a necessary and sufficient condition for the state to be entangled. Writing the Schmidt coefficients as a vector $v^{\downarrow}(|\psi\rangle)$ with entries $\lambda_{i}$ in decreasing order, the Nielsen majorisation theorem gives a necessary and sufficient condition for the possibility of a transformation between two given states via LOCC. A state $|\chi\rangle$ can be obtained by LOCC from the state $|\psi\rangle$ if and only if $v^{\downarrow}(|\psi\rangle)$ is majorised by $v^{\downarrow}(|\chi\rangle)$, that is $\sum_{i=1}^{k} v^{\downarrow}(|\psi\rangle)_{i} \leq \sum_{i=1}^{k} v^{\downarrow}(|\chi\rangle)_{i}$ for all $k \leq d[24]$. This introduces a partial order on the set of bipartite pure states.

Since not all states are comparable in a partial order, the Schmidt decomposition does not allow us to quantify entanglement. On the other side it is clear that maximally entangled states of the form $\left|\psi_{M E}\right\rangle=\frac{1}{\sqrt{d}} \sum_{i=0}^{d-1}|i i\rangle$ are the maximal elements in this partial order (for fixed dimension $d$ ) and comparable to all other states, thus they are a universal resource. This idea is used in the following two definitions, that can be directly extended to mixed states. The entanglement cost $\mathbf{E}_{C}(\rho)$ is defined as the minimal rate at which $m$ copies of maximally entangled two-qubit states can be used to create $n$ copies of the state $\rho$ via LOCC

$$
\begin{equation*}
\mathbf{E}_{C}(\rho)=\inf _{L O C C} \lim _{n \rightarrow \infty} \frac{m}{n} . \tag{4}
\end{equation*}
$$

The infimum is over all asymptotically exact LOCC transformation, that is the output comes arbitrary close to the target in the asymptotic limit. The entanglement of distillation $\mathbf{E}_{D}(\rho)$ is defined as the maximal distillation rate at which $n$ copies of $\rho$ can be transformed into $m$ copies of maximally entangled qubit states via LOCC

$$
\begin{equation*}
\mathbf{E}_{D}(\rho)=\sup _{L O C C} \lim _{n \rightarrow \infty} \frac{m}{n} \tag{5}
\end{equation*}
$$

where again the supremum is over all asymptotically exact LOCC transformations. These definitions have a clear interpretation, but lack a practical way of actually computing them. For pure states it holds that

$$
\begin{equation*}
\mathbf{E}_{C}(|\psi\rangle)=\mathbf{E}_{D}(|\psi\rangle)=S\left(\operatorname{Tr}_{B}(|\psi\rangle\langle\psi|)\right)=-\operatorname{Tr}\left(\rho_{A} \log _{2} \rho_{A}\right), \tag{6}
\end{equation*}
$$

where $S(\cdot)$ denotes the von Neumann entropy of a state and $\operatorname{Tr}_{B}$ the partial trace over subsystem $B$ and $\rho_{A}=\operatorname{Tr}_{B}(|\psi\rangle\langle\psi|)$ is the reduced state of subsystem $A$. This gives rise to a new entanglement measure, the entanglement of formation, defined as the convex roof of the von Neumann entropy

$$
\begin{equation*}
\mathbf{E}_{F}(\rho)=\inf _{\mathcal{D}(\rho)} \sum_{i} p_{i} S\left(\operatorname{Tr}_{B}\left(\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right)\right) . \tag{7}
\end{equation*}
$$

For mixed states the situation becomes more complicated. PPT states are undistillable, that means that no number of copies is sufficient to create a single maximally entangled qubit state, i.e. $\mathbf{E}_{D}(\rho)=0$ [25]. However, there exists entangled states that are PPT for which clearly $\mathbf{E}_{C}(\rho)>0$. This means that in general the entanglement of distillation and the entanglement cost are not equal, but only $\mathbf{E}_{D}(\rho) \leq \mathbf{E}_{C}(\rho)$ holds.

There exist various entanglement measures and monotones [26]. One of the most prominent entanglement measures (or monotone) is the concurrence $C(\cdot)$ [19, 27]. For pure states the concurrence is defined as $C(|\psi\rangle)=\sqrt{2\left[1-\operatorname{Tr}\left(\rho_{A}\right)\right]}$. For mixed states this definition is extended via the convex-roof construction, i.e. the infimum of the concurrence of all decompositions $C(\rho)=\inf _{\mathcal{D}(\rho)} \sum_{i} p_{i} C\left(\left|\psi_{i}\right\rangle\right)$. This measure is faithful, i.e. $\mathbf{E}(\rho)=0$ iff $\rho$ is separable, and convex $\mathbf{E}\left(\sum_{i} p_{i} \rho_{i}\right) \leq \sum_{i} p_{i} \mathbf{E}\left(\rho_{i}\right)$. Further it is invariant under local unitary (LU) transformations and non-increasing under LOCC. For two-qubit systems there exists an analytical expression and the concurrence can be written as $C(\rho)=\max \left\{0, \lambda_{1}-\lambda_{2}-\lambda_{3}-\lambda_{4}\right\}$, where $\lambda_{i}$ are the decreasing eigenvalues of $\sqrt{\sqrt{\rho}\left(\sigma_{Y} \otimes \sigma_{Y}\right) \rho^{*}\left(\sigma_{Y} \otimes \sigma_{Y}\right) \sqrt{\rho}}$. The notion of concurrence can be generalized to the multipartite setting [28]. For pure states on $\bigotimes_{i=1}^{N} \mathcal{H}_{A_{i}}$ it is defined as $C_{G M E}(|\psi\rangle)=$ $\min _{\mathcal{A} \subset[N]} \sqrt{2\left[1-\operatorname{Tr}\left(\rho_{\mathcal{A}}^{2}\right)\right]}$. Via the convex-roof construction it can again be extended to mixed states $C_{G M E}(\rho)=\inf _{\mathcal{D}(\rho)} \sum_{i} p_{i} C_{G M E}\left(\left|\psi_{i}\right\rangle\right)$. It can be shown that $C_{G M E}(\rho)=0$ iff $\rho$ is biseparable and with this to satisfy the above mentioned requirements.

With the previously defined entanglement measures any two pure bipartite states can be compared. However, for more parties there exist inequivalent entanglement classes
with different properties. Two pure states $|\psi\rangle$ and $|\phi\rangle$ are said to belong to the same entanglement class, if they can be transformed into each other via stochastic LOCC (SLOCC). This is equivalent to the existence of a local invertible operator $A$, such that $|\psi\rangle=A|\phi\rangle[29]$. For three qubits there exists two classes of entangled states, pure threeparty entangled states belong either to the GHZ-class or the W-class [30], but already for four qubits there exists a continuum of different entanglement classes [31].

### 5.3 Quantum channels

In this section we very briefly discuss quantum channels and three paradigmatic examples thereof. For a more detailed treatment the reader is referred to Refs. [32, 33].

When transmitting or storing quantum information, the system carrying the information inevitably interacts with the environment in a way that is not fully controlled. This introduces noise into the system, which can be modelled as a joint unitary evolution $U$ of the system in state $\rho$ and the environment in state $\rho_{\mathrm{E}}$ and tracing out the environment system. Such state transformations $\Lambda(\rho)=\operatorname{Tr}_{\mathrm{E}}\left(U \rho \otimes \rho_{\mathrm{E}} U^{\dagger}\right)$ are called quantum channels and are the most general maps from states to states, thus describing all transformations allowed by quantum mechanics. Mathematically, quantum channels correspond to completely positive, trace-preserving (CPTP) maps $\Lambda(\cdot)$ acting on density operators. Every CPTP map $\Lambda(\cdot)$ acting on finite-dimensional density matrices can be written as a Krausoperator decomposition $\Lambda(\rho)=\sum_{j} K_{j} \rho K_{j}^{\dagger}$, where the $K_{j}$ are the Kraus operators on $\mathcal{H}$ satisfying $\sum_{j} K_{j}^{\dagger} K_{j}=\mathbb{1}$.

The following are exemplary models for noise channels in quantum information. The depolarizing channel $\Lambda(\rho)=\frac{p}{d} \mathbb{1}+(1-p) \rho$ simply probabilistically leaves the state unchanged or replaces it with the maximally mixed state. For qubits, its Kraus oparators are $K_{0}=\sqrt{1-\frac{3 p}{4}} \mathbb{1}$ and $K_{i}=\frac{\sqrt{p}}{2} \sigma_{i}$ with the Pauli matrices $\sigma_{i}, i=X, Y, Z$. The action of this channel can be easily visualized in the Bloch ball by a contraction towards the center, uniformly shrinking the set that can be attained after this channel. The maximally mixed state is the only invariant state under the action of this channel.

The phase damping or dephasing channel $\Lambda(\rho)=\int_{2 \pi} p(\theta) U(\theta) \rho U^{\dagger}(\theta) d \theta$ describes the effect of a unitary evolution with random parameter $\theta$ distributed according to $p(\theta)$. Such noise arises when a system evolves for an unknown time and has the effect that the relative phases between eigenstates of the Hamiltonian giving raise to the unitary evolution are lost. Physically this corresponds to a loss of quantum information without a loss of energy. For a qubit system and $U(\theta)=\exp \left(i \sigma_{Z} \theta / 2\right)$, the Kraus operators are $K_{0}=\left(\begin{array}{cc}1 & 0 \\ 0 & \sqrt{1-\lambda}\end{array}\right)$ and $K_{1}=\left(\begin{array}{cc}0 & 0 \\ 0 & \sqrt{\lambda}\end{array}\right)$. In the Bloch representation this corresponds to a contraction towards the $z$-axis, resulting in a ellipsoid. Points on the $z$-axis remain unchanged, as diagonal states
are invariant under the action of this channel.
The amplitude damping channel describes the effect of energy dissipation from the system. For qubits this channel has Kraus operators $K_{0}=\left(\begin{array}{cc}1 & 0 \\ 0 & \sqrt{1-\lambda}\end{array}\right)$ and $K_{1}=\left(\begin{array}{cc}0 & \sqrt{\lambda} \\ 0 & 0\end{array}\right)$. $K_{0}$ leaves the groundstate $|0\rangle$ unchanged and reduces the amplitude of the excited state $|1\rangle$, whereas $K_{0}$ transforms $|1\rangle$ into $|0\rangle$, which corresponds to loosing a quantum of energy to the environment. In the Bloch sphere the action of this channel is to shrink the volume towards the north pole, representing the ground state as the only fixed point under the action of this channel.

### 5.4 Quantum metrology

Quantum metrology is the study of precision measurements of physical parameters using quantum systems and exploiting distinct quantum features such as entanglement and nonclassicality. In many scenarios, quantum estimation techniques potentially provide better sensitivity and faster increase in precision with the number or average energy of the probe systems than their classical counterpart [34-38].

### 5.4.1 Quantum parameter estimation

A key discipline in quantum metrology is parameter estimation. The unknown parameter describes a given transformation and can therefore usually not be accessed and measured directly, but only by the impact of the transformation on another system. For the estimation one has to rely on data obtained from measurements of a probe system. The typical procedure in parameter estimation consists of preparing a suitable system in a specific state and subsequently letting it undergo the transformation encoding the unknown parameter. After the transformation, the probe system carries information about the parameter and by measuring the probe one can access this information. Certain probe states and measurements result in a more efficient estimation of the parameter than others. The exploration of the probe and measurement space to identify optimal strategies is hence of great importance.

By exploiting properties intrinsic to quantum systems, quantum metrology can achieve a better estimation precision at a fixed amount of invested resources. More precisely, the uncertainty of purely classical strategies decreases at most with a rate of $1 / \sqrt{n}$, where $n$ denotes the number of probes used, often called the standard quantum limit. In comparison, the estimation precision for a general quantum strategy can scale at the so-called Heisenberg limit of $1 / n$ as $n \rightarrow \infty$ [39].

Depending on the transformation encoding the unknown parameter, a suitable probe system has to be chosen. In the standard parameter-estimation scenario, the probe system prepared in the state $\rho$ undergoes a transformation $\Lambda_{\theta}$ that imprints information about
the parameter $\theta$ on the system, afterwards in the state $\rho(\theta)$. The transformation encoding the unknown parameter is described by a completely positive and trace-preserving map, also known as a quantum channel. We assume that the form of the channel is known, except for one continuous parameter. In most applications the unknown transformation is assumed to be a unitary evolution $U_{\theta}=\mathrm{e}^{-i \theta H}$ with known Hamiltonian $H$, transforming the probe according to $\rho(\theta)=U_{\theta} \rho U_{\theta}^{\dagger}$. If there is a discrete set of possible channels, the task to determine the channel acting on the system is called channel discrimination, whereas if the set of possible channels is not restricted at all or only to a large subclass of channels we talk about channel estimation. In this sense parameter estimation can be seen as a special case of channel estimation. General quantum measurements are described by a positiveoperator valued measure (POVM), i.e. a discrete or continuous collection of positive operators $E_{m}$ whose sum or integral evaluates to the identity. Performing a measurement with POVM elements $\left\{E_{m}\right\}$ gives the outcome $m$ with probability $p(m \mid \theta)=\operatorname{Tr}\left[E_{m} \rho(\theta)\right]$ conditioned on the parameter $\theta$. This procedure is repeated, collecting the outcomes $\mathbf{m}=\left(m_{1}, \ldots, m_{n}\right)$, where the $m_{i}$ denote the outcomes of the individual rounds. There are two statistical frameworks that are often used in estimation theory. On the one hand, the frequentist (or local) approach offers a rich theoretical formalism and is especially well adapted to scenarios where the initial uncertainty is already low or the number of probes is very large, but is ill defined for very few probes. The Bayesian framework, on the other hand, is less rigid and works in every scenario, making it a viable option for the high uncertainty and low probe number regime, but relies on specifying a prior, i.e., a probability distribution encoding one's initial information (or belief) about the estimated quantity. Both the frequentist and the Bayesian approach give a framework that provide an estimate of the parameter $\theta$ from the statistics on the outcomes $\mathbf{m}$, and both can be equipped with a suitable figure of merit for the expected quality of the estimate.

### 5.4.2 Frequentist estimation

In the frequentist framework an estimator $\hat{\theta}(m)$ assigns an estimate for the value of the parameter $\theta$. The estimator is called unbiased if the expected value of the estimator equals the value of the parameter, i.e. $\langle\hat{\theta}(m)\rangle=\theta$ and has variance $\mathrm{V}[\hat{\theta}(m)]=\sum_{m} p(m \mid \theta)[\hat{\theta}(m)-$ $\theta]^{2}$. For an increasing number of measurement rounds $n$ the mean value of the estimates $\hat{\theta}(\mathbf{m})=\frac{1}{n} \sum_{i}^{n} \hat{\theta}\left(m_{i}\right)$ converges towards the expected value of the estimator, which for an unbiased estimator corresponds to the value of the parameter. Also the mean square error (MSE) of the estimates $\frac{1}{n} \sum_{i}\left[\hat{\theta}\left(m_{i}\right)-\hat{\theta}(\mathbf{m})\right]$ converges towards the variance of the estimator $\mathrm{V}[\hat{\theta}(m)]$ and with this the estimation precision as quantified by the variance of the mean, which is given as the inverse of $n \mathrm{~V}[\hat{\theta}(m)]$ for independent and identically distributed (i.i.d.) measurement outcomes. The Cramér-Rao bound gives a lower bound
on the variance of any unbiased estimator, in fact

$$
\begin{equation*}
\mathrm{V}[\hat{\theta}(m)] \geq \frac{1}{I[\rho(\theta)]}, \tag{8}
\end{equation*}
$$

where the Fisher information is given by $I[\rho(\theta)]=\sum_{m} p(m \mid \theta)\left[\frac{\partial}{\partial \theta} \log p(m \mid \theta)\right]^{2}$.
Notice that while the estimation precision depends on the variance of the estimator, the Cramér-Rao bound holds for every unbiased estimator and depends solely on the probe state and the performed measurement. An estimator saturating the Cramér-Rao bound is called efficient. However, it is not always possible to find an efficient estimator that isglobally unbiased, i.e. for all values of the parameter. But this is often not necessary, if the estimated parameter is known sufficiently well it suffices to find a locally unbiased efficient estimator. This means that the estimator is unbiased in a sufficiently small region around $\theta$. Therefore this approach is also referred to as local estimation. The maximum-likelihood estimator saturates the Cramér-Rao bound asymptotically and is asymptotically unbiased. This means that for a sufficiently large number of probes the precision of the estimator behaves like $n / I[\rho(\theta)]$ in good approximation.

The quantum Fisher information $\mathcal{I}[\rho(\theta)]$ is defined as the Fisher information maximised over all POVMs and hence depends only on the probe state $\rho$ and the transformation $\Lambda_{\theta}$. Clearly the inequality

$$
\begin{equation*}
\mathrm{V}[\hat{\theta}(m)] \geq \frac{1}{\mathcal{I}[\rho(\theta)]} \tag{9}
\end{equation*}
$$

holds and is known as the quantum Cramér-Rao bound [37, 38, 40]. The quantum Fisher information equals the expectation value of the squared symmetric logarithmic derivative (SLD) defined implicitly by $S[\rho(\theta)] \rho(\theta)+\rho(\theta) S[\rho(\theta)]=2 \dot{\rho}(\theta)$ and a projective measurement in the eigenbasis of the SLD is always optimal [41]. Hence this framework already provides the optimal strategy for a given probe state. Different probe states can be compared by their quantum Fisher information, which becomes more accessible to calculate for pure states

$$
\begin{equation*}
\mathcal{I}[|\psi(\theta)\rangle]=4\left(\langle\dot{\psi}(\theta) \mid \psi(\theta)\rangle-|\langle\dot{\psi}(\theta) \mid \psi(\theta)\rangle|^{2}\right) . \tag{10}
\end{equation*}
$$

### 5.4.3 Bayesian estimation

The Bayesian framework is an alternative approach to parameter estimation. In this framework the parameter $\theta$ is treated as a random variable with a given probability distribution function $p(\theta)$, called the prior distribution function, or simply prior. It encodes all the information about the parameter $\theta$ available prior to the measurement. Using Bayes' law the distribution function is updated conditioned on the measurement outcome

$$
\begin{equation*}
p(\theta \mid m)=\frac{p(m \mid \theta) p(\theta)}{p(m)}=\frac{p(m \mid \theta) p(\theta)}{\int d \mu p(m \mid \mu) p(\mu)} . \tag{11}
\end{equation*}
$$

As in the frequentist framework, the likelihood to observe the measurement outcome $m$ given that the parameter equals $\theta$ is $p(m \mid \theta)=\operatorname{Tr}\left[E_{m} \rho(\theta)\right]$. The updated distribution of $\theta$ is called the posterior distribution function, or just posterior. This updating can subsequently be repeated, where the posterior of one measurement round serves as the prior for the next round. In the end we obtain the distribution of $\theta$ conditioned on all the measurement outcomes $\mathbf{m}=\left(m_{1}, \ldots, m_{n}\right)$.

The estimator $\hat{\theta}(\mathbf{m})$ can now simply be calculated from this final distribution, a canonical choice is simply the mean $\hat{\theta}(\mathbf{m})=\langle\theta\rangle$. The precision of this estimate is given by the variance of the final distribution $\mathrm{V}_{\text {post }}(\mathbf{m})=\int d \theta p(\theta \mid \mathbf{m})[\theta-\hat{\theta}(\mathbf{m})]^{2}$

The choice of the prior $p(\theta)$ introduces a subjective element into the estimation process. However, the subjective margin is not so large. If there is no reason to prefer a certain parameter range, a flat or wide prior is chosen that has little influence on the posterior. Additionally, the significance of the prior becomes smaller with increasing number of measurement rounds. On the other side the choice of the prior allows for flexible parameter regions, e.g. excluding unattainable parameter ranges.

## 6 Overview and discussion

In this section we briefly introduce the research articles that constitute this thesis, published, under peer review and in preparation. We want to highlight the research questions that lead to the individual projects and present the key ideas and main results of each project, together with a brief discussion.

### 6.1 Bayesian parameter estimation using Gaussian states and measurements

The determination of unknown parameters is one of the most promising applications of quantum technologies in the near future. For instance, parameter estimation will be essential to counteract noise that arises in the preparation, manipulation and transmission of quantum systems and will thus contribute to the success of other future quantum technologies. We have seen that in an idealised scenario, a quantum sensing device can achieve a decrease in uncertainty scaling with the Heisenberg limit of $1 / n$. However, the difficulty lies in the practical implementation. To beat classical strategies and achieve Heisenberg scaling typically requires to create some highly correlated/entangled states and to perform global measurements on them. This extremely demanding task is further complicated by the fact that already small noise levels potentially destroy the advantage compared to classical strategies. Although local estimation based on the quantum CramérRao bound provides an extensive framework for investigating optimal strategies, it is sometimes too rigid. Knowing the ideal measurement and probe state is of little practical value, if those strategies are not implementable or extremely fragile. Additionally, the analysis provided by local estimation is often only valid if the parameter to be estimated is known sufficiently well.

By starting from a set of states and measurements available with current technology and investigating their potential for parameter estimation, in this project we shift the focus from the search for probe states and measurements scaling optimally with energy towards a more experimentally feasible approach. Instead of creating a theoretical framework that has to be adapted and approximated for applications, we identify efficient parameter estimation strategies based solely on technologies that are by now common practice in the laboratory. Bayesian analysis allows us to investigate the performance of these strategies within a less rigid framework than local parameter estimation focusing on the preparability of the probe states instead of their optimal energy scaling. In our case, where the probe system consists of bosonic modes, we limit the set of states to single-mode Gaussian states, as these states combine various advantages. They can be straightforwardly prepared and controlled in the laboratory, have a compact mathematical description in phase space and their intrinsic robustness towards noise makes our analysis still valid for
reasonably noisy environments, thus strengthening the promise of near future applicability of our results. After our probe system undergoes the transformation, a measurement is performed. In our investigation we considered heterodyne and homodyne detection as potential measurements, as their outcomes are Gaussian distributed when measuring a Gaussian state and they share all the advantages previously discussed for Gaussian states. Within this setting, we investigate three paradigmatic cases of continuous-variable quantum metrology: the estimation of displacements, phase rotations, and single-mode squeezing strengths.

This project is a step towards the creation of a universal framework for parameter estimation in continuous variable quantum information with the potential of near future experimental implementation. We provided a comprehensive investigation of Bayesian parameter estimation with single-mode Gaussian states and suitable Gaussian measurements, analysing what can be achieved with practically realizable techniques instead of trying to maximise the quantum Fisher information. This allows us to identify strategies that combine good performance with the potential for straightforward experimental realization. Our results provide practical solutions for reaching uncertainties where local estimation techniques apply, representing an important connection to the respective local estimation problems and thus bridging the gap to regimes where asymptotically optimal strategies can be employed. Besides the relevance for experimental implementations, this investigation also creates a significant reference point for future explorations of more complicated probe states and measurements within the theory of Bayesian estimation. We envisage the results presented as a first step in the exploration of Gaussian probe states and measurements in the framework of Bayesian parameter estimation.

### 6.2 Metrology-assisted entanglement distribution in noisy quantum networks

Entanglement shared between distant parties is a valuable resource for many tasks in quantum information and quantum metrology. One way of distributing entanglement in a quantum network is via a central node, able to prepare a multipartite system in a highly entangled state and successively distributing it to the individual users. In a realistic scenario the state received will likely not correspond to the target state for the protocol the users wish to perform, but can be converted into the desired state. The most general transformations that the parties can perform are described by stochastic local operations assisted by classical communication. These transform the initial state into the target state probabilistically, where the unsuccessful conversions are usually discarded as they do not belong to the same entanglement class anymore. Sending quantum states over longer distances introduces unknown noise into the transmitted states. Before utilizing the states the noise has to be estimated and counteracted, which can be done by initially sacrificing
a certain number of states. For channels that can be used only for a restricted period of time for transmission or varies continuously over time, e.g. quantum communication via satellite, this could severely limit the transmission rate.

This project investigates the potential of utilizing unsuccessfully converted states for channel estimation. Since after failed conversion the system still carries information about the transmission channel, the idea is to access this information and so estimate the channel, without the necessity of sacrificing useful states. We focus on one-successful-branch protocols, that are almost always optimal for single-copy pure-state transformations. After the state conversion, the output states of the successful branches are saved for further use, while a measurement is performed on the failure branch to estimate the noise channel with a Bayesian estimation strategy. Once the channel is sufficiently well estimated, the effect of the noise can be counteracted on the previously stored output states of the successful branches. Inverting the order of the state conversion and noise counteraction is possible in those situations where the Kraus operators describing the channel and the POVM measurements describing the one-successful-branch protocol commute. The presented strategy operates sequentially, which facilitates its implementation as each copy is processed independently and it does not rely on quantum memories. We provide an example, where we assume a pure qudit state in the GHZ entanglement class is distributed via a noisy network with local dephasing noise. We compare our strategy to 'naive' protocols, that sacrifice a number of probes for channel estimation. Instead of evaluating a specific strategy for such naive protocols, we derive upper bounds for all such strategies via the quantum Fisher information and entropy-based distillation bounds, both for sequential strategies or ones with access to quantum memories. Finally we present a protocol that works also in cases where the noise does not commute with the state conversion. The idea is to continuously link the 'naive' approach to the previously presented strategy, where the estimation precision after each step determines the procedure in the following.

In this article we show that probabilistic state-conversion protocols in noisy networks can be improved by embedded channel-estimation routines at no additional cost in terms of the number of copies of the distributed states. We provide a concrete example, illustrating the usefulness of our approach, and compare it to traditional strategies. This proof of principle is but the first step into the exploration in the direction of entanglement distribution with integrated estimation techniques. As the usefulness of our approach strongly depends on the specific noise model, the identification of viable strategies remains an interesting open challenge in more general scenarios.

### 6.3 Activation of genuine multipartite entanglement: Beyond the single-copy paradigm of entanglement characterisation

Multipartite entanglement is a central resource for potential applications in quantum information science. Although states shared between different parties can be entangled in numerous ways, one often distinguishes only between genuinely multipartite entangled and biseparable states, where the latter are considered less valuable. Any practical protocol that aims at distributing entanglement will send numerous copies of the same state to the involved parties. Hence it becomes natural to characterize entanglement for more than one copy. At the same time it is known that biseparability of a state is not a tensor-stable property.

We examine the possibility to activate GME from multiple copies of biseparable states and give an explicit example where this is indeed possible. For the family of isotropic GHZ states, which are convex mixtures of GHZ states with maximally mixed states, we show that within a certain parameter range two copies of biseparable states become GME. We further show that for a certain parameter range more than two copies are necessary to observe this effect and construct an upper bound on the number of copies needed for the activation of GME for all states of this family that are biseparable but not partition separable. This leads us to conjecture that the same holds for all biseparable but not partition-separable states, namely that there exists a number of copies that activates GME. We additionally conjecture the existence of a hierarchy of states with $k$-copy activatable GME, that cannot be activated with a number of copies less than $k$. This effect has to be distinguished from entanglement distillation. In fact we give an example of a biseparable state that only exhibits bound entanglement across all cuts. Nonetheless two copies of this state become GME.

These results shows that the characterization of multipartite entanglement exhibits some surprising behaviour when we consider multiple copies. We conjecture a hierarchy of states based on the number of copies needed to activate GME. At first sight this hierarchy would make the characterization of entanglement even more complicated, but, if true, in the limit of infinitely many copies the hierarchy would collapse, reducing the characterization of multipartite entanglement to that of detecting partition separability.

### 6.4 Entanglement detection with imprecise measurements

Certifying entanglement shared between parties is an important task essential for the success of numerous applications in quantum communication and cryptography. To detect entanglement the involved parties usually perform local measurements and compare the obtained outcomes. Although there exists the possibility of certifying entanglement in a
device independent way via the violation of a Bell-inequality, this is often excessive and unnecessary for non malicious scenarios. Assuming full control over the measurement devices, entanglement witnesses provide an practical tool to potentially detect any entanglement shared between parties. However, this idealized scenario falls short of describing the actual situation in the laboratory, where the performed measurements only come close to those intended.

Assuming imperfect control over the measurement devices, we investigate entanglement detection with bounded distrust. As the measurement directions are not arbitrary, we still want to exploit as much information as available over the performed measurements. For this, we first introduce an operational notion of inaccuracy, that allows us to examine the performance of several prominent entanglement witnesses under conditions expected to be encountered in the laboratory. We quantify the correspondence between the target measurements and the actual measurements through their average fidelity, that can be estimated experimentally, and compute tight corrections to the examined witnesses. With this we create a single theoretical framework to describe all ranges of distrust in the measurement devices, at the ends of which sit two previously unconnected scenarios. One is the well-studied situation of perfect control over the measurement apparatus, while the other assumes that only the Hilbert-space dimension is known and the experimenter has no control over the relevant degrees of freedom. Finally we develop a semidefinite programming method to calculate upper bounds on witnesses, both for separable as for entangled states.

In this project we show that already small misalignments can substantially compromise entanglement witnesses. We provide a experimentally determinable notion of inaccuracy and show how to compute tight corrections to a family of entanglement witnesses for arbitrary dimensional two-party systems. Our results open the door to the exploration of similar scenarios with different notions of inaccuracies and provide a starting point for the search of experimentally more robust entanglement witnesses.

### 6.5 The shape of higher-dimensional state space: Bloch-ball analog for a qutrit

The geometry of the quantum state space has been extensively studied, especially for the most simple system of a qubit. The Bloch ball gives an elegant and intuitive representation of its state space, with the luxury of having a one-to-one correspondence between points in the Bloch ball and states. This simplicity is at the same time also a weakness of the model, as it falls short of representing many properties and characteristics of general quantum state spaces. Quantum state spaces in higher dimensions share many properties with the Bloch ball, but have a much richer structure in general. With the
advance of quantum-information sciences it becomes clear that this richer structure can lead to advantages for different tasks, e.g. error correction, increased noise resistance in entanglement distribution or quantum cryptography. It is hence important to gain a better understanding of higher-dimensional systems and have the tools at hand to represent transformations thereof.

In this project we develop two three-dimensional Bloch models for a qutrit system, which capture many of the fundamental geometric and algebraic properties of the actual eight-dimensional state space and can therefore be used as powerful tools when exploring such systems. By choosing the basis of the representation as the eigenbasis of a state, the convex combination with any other state can be represented by a straight line. Also the action of unitary operations can be visualized, the unitary orbit forms a subset of a sphere about the origin, showing an interesting connection to the action of doublystochastic matrices on classical probability distributions. The resulting Birkhoff polytope as orbit of a diagonal state appears as the 'shadow' of the unitary orbit. Finally, we study the action of three paradigmatic noise channels, i.e. the depolarizing channel, the phase-damping channel and the amplitude-damping channel, on the qutrit state space. The action of these channels can be visualized in our model and strongly resembles the known image for qubits.
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#### Abstract

Bayesian analysis is a framework for parameter estimation that applies even in uncertainty regimes where the commonly used local (frequentist) analysis based on the Cramér-Rao bound is not well defined. In particular, it applies when no initial information about the parameter value is available, e.g., when few measurements are performed. Here, we consider three paradigmatic estimation schemes in continuous-variable quantum metrology (estimation of displacements, phases, and squeezing strengths) and analyse them from the Bayesian perspective. For each of these scenarios, we investigate the precision achievable with single-mode Gaussian states under homodyne and heterodyne detection. This allows us to identify Bayesian estimation strategies that combine good performance with the potential for straightforward experimental realization in terms of Gaussian states and measurements. Our results provide practical solutions for reaching uncertainties where local estimation techniques apply, thus bridging the gap to regimes where asymptotically optimal strategies can be employed.


## I. INTRODUCTION

Quantum sensing devices hold the promise of outperforming their classical counterparts. However, since classical strategies can achieve arbitrary precision, provided that sufficiently many independent probes are used, the advantage of quantum sensing devices does not lie in the achievable precision. Instead, quantum strategies provide a faster increase in precision with $n$, the number of probes. In an idealised quantum sensing scenario, the estimation precision can in principle scale at the so-called Heisenberg limit (HL) of $1 / n$ as $n \rightarrow \infty$. In contrast, classical strategies can at most achieve a precision scaling of $1 / \sqrt{n}$, the so-called standard quantum limit (SQL).

In the context of quantum optics, which we are interested in here, the possibility of preparing states with uncertain photon number means that the number of probes is uncertain. Therefore, the scaling usually refers to resources such as the mean photon number or mean energy of the probe systems. Nevertheless, general quantum strategies can result in a quadratic scaling advantage and thus outperform 'classical' strategies using the same resources. However, two important factors have to be considered.

First, preparing optimal or at least close to optimal probes and carrying out the corresponding joint measurements can be complicated and technologically demanding. Moreover, in the presence of uncorrelated noise the scaling advantage with increasing $n$ persists only up to a certain point, beyond which only a (potentially high) constant advantage remains [1-3]. Even if one disregards any additional costs that might incur from trying to com-

[^0]bat noise [4, 5], overheads from complex preparation procedures and the resulting low probe state fidelities may thus invalidate the expected benefits. Consequently, it is important to identify estimation strategies that can outperform 'classical' approaches while being feasibly implementable as well as robust against noise. For instance, for estimation problems in continuous-variable (CV) systems, Gaussian states and measurements are generally considered to be comparably easily implementable. They allow achieving the HL for many scenarios within the local, also called 'frequentist', paradigm, including the local estimation of phases, displacements, squeezing and others [6-15].

Second, many of these insights are based on the Cramér-Rao bound (CRB). The CRB applies for estimation with unbiased estimators. It provides a lower bound for the precision via the inverse Fisher information (FI). Estimators that are unbiased locally (i.e., for specific parameter values) are readily available, but profiting from their unbiasedness requires precise prior information on the estimated parameter. The 'local' approach is therefore only well-justified when the number of independent probes is sufficiently large (hence 'frequentist'), in such a case, the CRB provides the asymptotically achievable limit on scaling. However, when the available number of probes is limited (some authors [16-18] refer to 'limited data' in this context) then local estimation is not well defined. Resulting pathologies can lead to scaling seemingly better than the HL [19, 20] and even to an unbounded FI for finite average photon numbers [21]. The available prior information also has to be carefully considered when calculating the CRB. For instance, for phase estimation with $N 00 N$-states, a growing (average) photon number $n$ implicitly assumes that the prior interval is narrowing with $2 \pi / n$. If this is not accounted for, part of the scaling advantage comes from the increasing prior information, as pointed out in Refs. [22, 23].

This motivates the study of Bayesian estimation ap-
proaches for quantum sensing, which we consider here. In Bayesian estimation, one's initial knowledge of the parameter is described by a probability distribution (the prior) which is updated as more measurement data becomes available. The Bayesian approach is valid for an arbitrary number of probes and can in this sense be considered to be more rigorous than local estimation, at the cost of introducing a dependence on the prior. However, the influence of the prior vanishes for larger number of measurements, since the prior knowledge becomes less and less relevant with growing amount of measurement data. In practice, one may pursue a hybrid strategy, where initial Bayesian estimation is employed to sufficiently narrow down the possible range of the parameter before switching to a local estimation strategy with many repetitions.

Here, we consider Bayesian estimation scenarios for quantum optical fields. While much progress has been made for CV parameter estimation within the local paradigm, in particular, regarding the calculation of the quantum Fisher information (QFI) [6-9, 11-15] and the associated optimal strategies achieving the CRB [24-29], CV parameter estimation in the Bayesian setting is much less explored. There, recent work has provided insight into Bayesian estimation with discrete [30] and CV systems using some specific probe states, including coherent states [16-18, 31], N00N states [16, 32], and singlephoton states [33]. Determining efficient and practically realizable strategies for Bayesian estimation in quantum optical systems can thus be considered an important link in the development of quantum sensing technologies, which this paper aims to establish.
Within the Bayesian paradigm, the additional freedom represented by the choice of the prior exacerbates the difficulty of determining optimal estimation strategies, making it all the more necessary to identify practically realizable strategies that can also be easily adapted. Here, in particular, we are interested in identifying strategies for Bayesian estimation considering Gaussian states and Gaussian measurements. Gaussian states not only permit an elegant mathematical description in phase space, but are also especially easy to realise experimentally and are by now broadly used [34, 35]. Gaussian measurements, i.e., homodyne or heterodyne detection, have been shown to outperform number detection for few repetitions [17] and to be more robust against noise [27, 36, 37] than photon number detection or 'on/off' detectionwhich discriminates only between the absence or presence of photons.
To broadly investigate the performance of Gaussian states and measurements in Bayesian metrology, we consider three paradigmatic problems: the estimation of phase-space displacements, phase estimation, and the estimation of single-mode squeezing. For each task, we provide practically realisable strategies based on single-mode Gaussian states combined with homodyne or heterodyne detection that allow efficiently narrowing the prior to the point where local estimation strategies may take over. To
set the stage for this investigation, we briefly review the method of Bayesian estimation and relevant concepts of Gaussian quantum optics in Sec. II. In Sec. III, we focus on the estimation of displacements for Gaussian priors, and provide analytical results for the achievable precision using single-mode Gaussian states for both homodyne and heterodyne detection. In Secs. IV and V, we proceed with similar investigations of Bayesian estimation of phases and squeezing parameters, where we compare the performance of squeezing and displacement of the probe system. Finally, we discuss our results and provide an outlook and conclusions in Sec. VI.

## II. FRAMEWORK

In this section, we provide a brief overview of the relevant concepts in Bayesian estimation (Sec. II.A) and Gaussian quantum optics (Sec. II.B), before we present our results in the following sections. For a more extensive overview of classical Bayesian estimation theory we refer to [38-40], while more details on local and Bayesian estimation in the quantum setting can be found, e.g., in the appendix of [41].

## II.A. Bayesian quantum parameter estimation

## II.A.1. The Bayesian estimation scenario

The framework of Bayesian parameter estimation revolves around updating initially available information (or a previously held belief) based on new measurement data via Bayes' theorem, as we will explain in the following. The initial knowledge of the estimated parameter $\theta$ is encoded in a probability distribution $p(\theta)$ called the prior distribution function or 'prior' for short. It captures all our beliefs (system properties, expertise) and information (prior experimental data) about the system under investigation. When a measurement is performed on the system, the probability $p(m \mid \theta)$ to observe the measurement outcome $m$ in a system characterised by the parameter $\theta$ is called the likelihood, and can be calculated from the properties of the model used to describe the system and the measurement. Combined with the prior $p(\theta)$, the likelihood leads one to expect the outcome $m$ with probability

$$
\begin{equation*}
p(m)=\int d \theta p(m \mid \theta) p(\theta) \tag{1}
\end{equation*}
$$

where the integral is over the support of the prior and it is to be understood as a sum in case of a discrete parameter. The conditional probability that the estimated parameter equals $\theta$, given that measurement outcome $m$ was observed, can then be calculated via Bayes' law, i.e.,

$$
\begin{equation*}
p(\theta \mid m)=\frac{p(m \mid \theta) p(\theta)}{p(m)} \tag{2}
\end{equation*}
$$



FIG. 1. Bayesian Quantum Parameter Estimation. In Bayesian estimation scenarios, prior information encoded in a probability distribution $p(\theta)$ is updated based on available measurement data such as observing a particular measurement outcome $m$, resulting in a posterior conditional probability distribution $p(\theta \mid m)$. In quantum parameter estimation, the measurement procedure consists of preparing the system in a probe state $\rho$ on which the parameter $\theta$ is encoded by a suitable transformation. The measurement is represented by a positive-operator valued measure (POVM) with elements $E_{m}$ representing the possible outcomes $m$.

The function $p(\theta \mid m)$ is called the posterior distribution of the system parameter, after we have updated our belief with newly available data. The updating procedure, illustrated in Fig. 1, can be repeated arbitrary many times, where the posterior of one step serves as the prior in the next step and the measurement procedure leading to $p(m \mid \theta)$ can in principle also be adapted from step to step.
After concluding the measurements, the posterior distribution represents a complete description of all available information about the parameter. Nevertheless, it is often desirable (even if not strictly necessary) to nominate an estimator $\hat{\theta}$ and a suitable variance to express the result of the estimation procedure. While the estimator assigns a specific value for $\theta$ to any prior or posterior, the variance quantifies the associated uncertainty in the estimate. For parameters $\theta \in \mathbb{R}$, the canonical choice for an estimator is the mean value of the posterior distribution

$$
\begin{equation*}
\hat{\theta}(m)=\langle\theta\rangle=\int d \theta p(\theta \mid m) \theta \tag{3}
\end{equation*}
$$

In this case, a valid figure of merit for the confidence in this estimate is the variance of the posterior

$$
\begin{equation*}
V_{\mathrm{post}}(m)=\int d \theta p(\theta \mid m)[\theta-\hat{\theta}(m)]^{2} \tag{4}
\end{equation*}
$$

A wide posterior with large variance suggests there is still high uncertainty in our belief about the parameter,
whereas a narrow distribution with small variance indicates high confidence in our estimator. Since the variance of the posterior generally depends on the measurement outcome, a good figure of merit for the expected confidence in the estimate provided by a particular measurement strategy is the average variance of the posterior,

$$
\begin{equation*}
\bar{V}_{\mathrm{post}}=\int d m p(m) V_{\mathrm{post}}(m) \tag{5}
\end{equation*}
$$

which we will use here to quantify the precision of the estimation process. However, note that in some cases, the mean and mean square error variance above need to be replaced by more appropriate quantifiers. For instance, in the case that the parameter in question is a phase, where $\theta=-\pi$ and $\theta=\pi$ are identified, $\hat{\theta}(m)$ and $V_{\text {post }}(m)$ can be replaced by suitable alternatives, as we will discuss in in Sec. IV. In any given setting, the task is then to determine estimation strategies that provide sufficiently high precision.

The precision of the estimation procedure generally depends on the shape of the prior, which can in principle be an arbitrarily complicated distribution. Uninformative priors generally influence the outcome less than narrow priors, so one should always be careful which amount of information should be encoded in the prior. However, the influence of the prior on the final estimate generally reduces with increasing number of measurements, and can be argued to become irrelevant asymptotically, see, e.g., [38, Chapter 13]. Consequently, encoding one's knowledge only approximately using a family of probability distributions with only few degrees of freedom can help to facilitate a more straightforward evaluation of the performance of the chosen strategy, while preserving its qualitative features.

For instance, a class of probability distributions is said to be conjugate to a given likelihood function, if priors from within this class result in posterior distributions that belong to that class as well. Choosing the prior to be conjugate to the likelihood in this way makes the updating particularly easy, since this only requires the parameters to be updated to define the posterior distribution uniquely within the chosen class of probability functions, instead of requiring an entirely new calculation to determine the posterior. Gaussian distributions are self-conjugate with respect to the mean, e.g. for Gaussian likelihood functions encoding the parameter to be estimated in their mean, the class of conjugate priors are Gaussian distributions as well. The following proposition is a well known result in statistical theory [38-40, 42].
Proposition 1. Let the likelihood be Gaussian distributed, $p(m \mid \theta)=\mathcal{N}_{m}\left(\bar{m}(\theta), \tilde{\sigma}^{2}\right) \propto \mathcal{N}_{\theta}\left(\bar{\theta}(m), \sigma^{2}\right)$, where $\bar{\theta}(m)$ is the mean of the distribution in $\theta$, the parameter to be estimated. Then a Gaussian prior is the natural conjugate, i.e., if the prior is Gaussian distributed with $p(\theta)=\mathcal{N}_{\theta}\left(\mu_{0}, \sigma_{0}^{2}\right)$, the posterior distribution $p(\theta \mid m)$ is also Gaussian with mean value $\mu_{p}=\left[\sigma^{2} \mu_{0}+\right.$ $\left.\sigma_{0}^{2} \bar{\theta}(m)\right] /\left(\sigma_{0}^{2}+\sigma^{2}\right)$ and variance $\sigma_{p}^{2}=\left(\sigma^{2} \sigma_{0}^{2}\right) /\left(\sigma_{0}^{2}+\sigma^{2}\right)$.

## II.A.2. Bayesian estimation using quantum systems

The framework of Bayesian estimation can easily be applied to a quantum setting, as illustrated in Fig. 1. In this case the parameter $\theta$ one is interested in estimating is encoded by a transformation that can generally be a completely positive and trace-preserving (CPTP) map. However, in many cases, including those we study here, the transformation is considered to be a unitary $U_{\theta}$ that acts on an initially prepared probe state, represented by a density operator $\rho$. The resulting encoded state is then given by $\rho(\theta)=U_{\theta} \rho U_{\theta}^{\dagger}$. The measurement of the encoded state can then be represented by a positive operator-valued measure (POVM) with elements $E_{m} \geq 0$, whose integral (or sum in case of a discrete set of possible measurement outcomes $m$ ) evaluates to the identity on the Hilbert space of the probe, i.e., $\int d m E_{m}=\mathbb{1}$. In the quantum case the likelihood is then given by $p(m \mid \theta)=\operatorname{Tr}\left[E_{m} \rho(\theta)\right]$.

In local estimation scenarios with unbiased estimators $\hat{\theta}$, the CRB gives a lower bound for the variance of the estimator in terms of the inverse Fisher information $I[p(m \mid \theta)]$, that is, $V(\hat{\theta}) \geq I[p(m \mid \theta)]^{-1}$. Here, the Fisher information depends only on the likelihood function and is given by

$$
\begin{equation*}
I[p(m \mid \theta)]=\int d m p(m \mid \theta)\left[\frac{\partial}{\partial \theta} \log p(m \mid \theta)\right]^{2} \tag{6}
\end{equation*}
$$

In the asymptotic limit of infinite sample size, the CRB is always tight, since it is saturated by the maximum likelihood estimator, which becomes unbiased in this limit, see e.g., [43]. Any local estimation problem can thus be reduced to determining an estimation strategy with a likelihood $p(m \mid \theta)$ corresponding to as large a FI as possible. In the quantum setting, this leaves us with the task of determining suitable probe states $\rho$ and measurements $\left\{E_{m}\right\}_{m}$. The optimisation of the FI over all POVMs can be carried out analytically, leading to the quantum Fisher information (QFI) $\mathcal{I}[\rho(\theta)]$, and the corresponding quantum $\operatorname{CRB}[27,44], V(\hat{\theta}) \geq 1 / \mathcal{I}[\rho(\theta)]$. The QFI can be expressed in terms of the Uhlmann fidelity $\mathcal{F}\left(\rho_{1}, \rho_{2}\right)=\left(\operatorname{Tr} \sqrt{\sqrt{\rho_{1}} \rho_{2} \sqrt{\rho_{1}}}\right)^{2}$ as

$$
\begin{equation*}
\mathcal{I}[\rho(\theta)]=\lim _{d \theta \rightarrow 0} 8 \frac{1-\sqrt{\mathcal{F}[\rho(\theta), \rho(\theta+d \theta)]}}{d \theta^{2}} \tag{7}
\end{equation*}
$$

For the Bayesian estimation scenario, a similar bound exists. The Van Trees inequality bounds the average variance from below according to

$$
\begin{equation*}
\bar{V}_{\mathrm{post}} \geq \frac{1}{I[p(\theta)]+\bar{I}[p(m \mid \theta)]} \tag{8}
\end{equation*}
$$

where $I[p(\theta)]=\int d \theta p(\theta)\left[\frac{\partial}{\partial \theta} \log p(\theta)\right]^{2}$ is the FI of the prior and $\bar{I}[p(m \mid \theta)]=\int d \theta I[p(m \mid \theta)] p(\theta)$ is the average FI of the likelihood [45, 46]. This inequality is often referred to as the Bayesian Cramér-Rao bound, see,
e.g., [47]. In contrast to the CRB in the local scenario, this bound is not tight, which means there might not exist a strategy achieving the equality.

In a Bayesian quantum estimation problem, the Van Trees inequality can be modified to a Bayesian version of the quantum CRB by noting that the FI is bounded from above by the QFI, $\mathcal{I}[\rho(\theta)] \geq I[p(m \mid \theta)]$. Moreover, if the parameter to be estimated is encoded by a unitary transformation $U_{\theta}$, the QFI is independent of $\theta$. Consequently, the average FI can be bounded by the QFI to obtain the Bayesian quantum CRB

$$
\begin{equation*}
\bar{V}_{\text {post }} \geq \frac{1}{I[p(\theta)]+\mathcal{I}[\rho(\theta)]} \tag{9}
\end{equation*}
$$

which gives a lower bound for the average variance for all possible POVMs [41]. As before with Eq. (8), this bound is not tight.

While well-known methods for constructing optimal POVMs for fixed probe states exist for local estimation, optimization of the probe state and measurements for Bayesian estimation has to be carried out on a case-by-case basis and is typically challenging. At the same time, states and measurements that are optimal for a given prior may require complicated preparation procedures while generally no longer being optimal after even a single update. Consequently, it is of interest to devise measurement strategies for Bayesian estimation that are easily realizable and provide 'good' performance for different priors. Here, we provide and examine such strategies for a range of estimation problems in quantum optical scenarios.

## II.B. Gaussian quantum optics

As we established before, we are interested in the analysis of scenarios where probe states are quantum states of the electromagnetic field. In particular, our goal is studying the performance of Gaussian states. To set the stage for this investigation, we will here briefly summarize the relevant concepts of Gaussian quantum optics. For a more extensive treatment of CV systems and Gaussian quantum optics we refer the reader to the Refs. [48, 49] and for the particular context of quantum information processing cf. Refs. [50-55]. Multimode optical fields can be represented as collections of bosonic modes. We consider a CV system that consists of $N$ bosonic modes, i.e., $N$ quantum harmonic oscillators. To each mode, labelled $k$, one associates a pair of annihilation and creation operators, $\hat{a}_{k}$ and $\hat{a}_{k}^{\dagger}$, respectively. These mode operators satisfy the bosonic commutation relations $\left[\hat{a}_{k}, \hat{a}_{l}^{\dagger}\right]=\delta_{k l}$. The mode operators can be combined into the quadrature operators $\hat{q}_{k}=\left(\hat{a}_{k}+\hat{a}_{k}^{\dagger}\right) / \sqrt{2}$ and $\hat{p}_{k}=i\left(\hat{a}_{k}^{\dagger}-\hat{a}_{k}\right) / \sqrt{2}$. These operators correspond to the generalized position and momentum observables for the mode $k$. They have continuous spectra, and eigenbases $\{|q\rangle\}_{q \in \mathbb{R}}$ and $\{|p\rangle\}_{p \in \mathbb{R}}$, respectively. In the simplec-
tic form [56], the quadrature operators are collected in one single vector $\hat{\mathbf{x}}=\left(\hat{q}_{1}, \hat{p}_{1}, \ldots, \hat{q}_{N}, \hat{p}_{N}\right)^{T}$.
The state of such an $N$-mode system is described by a density operator $\rho \in \mathcal{D}\left(\mathcal{H}^{\otimes N}\right)$, a positive (semidefinite) and unit trace operator. Alternatively, the state of the system can be represented by its Wigner function $W(\mathbf{x})$ [57], i.e., a quasiprobability distribution in the $2 N$ dimensional phase space with real coordinates $q_{i}, p_{i} \in \mathbb{R}$, collected in a vector $\mathbf{x}=\left(q_{1}, p_{1}, \ldots, q_{N}, p_{N}\right)^{T}$.

## II.B.1. Gaussian states

In the cases where the Wigner function of the state is a multivariate Gaussian distribution of the form

$$
\begin{equation*}
W(\mathbf{x})=\frac{\exp \left[-(\mathbf{x}-\overline{\mathbf{x}})^{T} \boldsymbol{\Gamma}^{-1}(\mathbf{x}-\overline{\mathbf{x}})\right]}{\pi^{N} \sqrt{\operatorname{det}(\boldsymbol{\Gamma})}} \tag{10}
\end{equation*}
$$

the states are called Gaussian. Gaussian states are fully characterized by its vector of first moments $\overline{\mathbf{x}}=\operatorname{Tr}(\hat{\mathbf{x}} \rho)$ and its covariance matrix $\sigma=\left(\sigma_{i j}\right)=\frac{1}{2} \boldsymbol{\Gamma}$. The real and symmetric $2 N \times 2 N$ covariance matrix collects the second moments $\sigma_{i j}=\left\langle\left\{\hat{\mathbf{x}}_{i}-\left\langle\hat{\mathbf{x}}_{i}\right\rangle, \hat{\mathbf{x}}_{j}-\left\langle\hat{\mathbf{x}}_{j}\right\rangle\right\}\right\rangle / 2$. Examples for Gaussian states include the vacuum state, thermal states as used, e.g., to describe black-body radiation, or coherent states modelling the photon distribution in a laser. The full description via the vector of first moments and the covariance matrix allows one to completely and compactly capture an important class of familiar states in an infinite-dimensional Hilbert space via a finite number of degrees of freedom.

In this paper we investigate the performance of singlemode Gaussian states for Bayesian parameter estimation. More specifically, we consider coherent and displacedsqueezed states. Coherent states are the right-eigenstates of the annihilation operator $\hat{a}_{k}$ such that $\hat{a}_{k}|\alpha\rangle_{k}=\alpha|\alpha\rangle_{k}$ and form a basis in the Hilbert space $\mathcal{H}_{k}$. They result from applying the displacement operator of the coherent amplitude $\alpha \in \mathbb{C}$,

$$
\begin{equation*}
\hat{D}_{k}(\alpha)=\exp \left(\alpha \hat{a}_{k}^{\dagger}-\alpha^{*} \hat{a}_{k}\right) \tag{11}
\end{equation*}
$$

to the vacuum $|0\rangle_{k}$, such that $|\alpha\rangle_{k}=\hat{D}_{k}(\alpha)|0\rangle_{k}$. Coherent states are states with the same covariance matrix as the vacuum state. For a single-mode coherent state $|\alpha\rangle_{k}$, the first moment is $\overline{\mathbf{x}}=\sqrt{2}[\mathfrak{R}(\alpha), \Im(\alpha)]^{T}$ and the second moment is the identity matrix divided by 2 , meaning that the variance both in $\hat{q}_{k}$ and $\hat{p}_{k}$ equals $1 / 2$, saturating the uncertainty relation in a balanced way.

Coherent states are not the only states saturating the uncertainty relation. Indeed, squeezed states are a larger class of states with this property, while allowing for unbalanced variances of the two canonical quadratures for each mode, c.f. Fig. 2. Squeezed states are obtained by the action of the squeezing operator,

$$
\begin{equation*}
\hat{S}_{k}(\xi)=\exp \left[\frac{1}{2}\left(\xi^{\star} \hat{a}_{k}^{2}-\xi \hat{a}_{k}^{\dagger 2}\right)\right] \tag{12}
\end{equation*}
$$



FIG. 2. Contours of the Wigner functions for single-mode Gaussian states. The Wigner functions are given by Gaussian distributions of the form Eq. (10), and are characterised by a complex displacement $\alpha$, a real squeezing strength $r$ and a squeezing angle $\varphi$. The illustration compares a displaced vacuum state $(r=0)$ on the left-hand side and a squeezed displaced state with $r>0$ and $\varphi=0$ on the right-hand side. The width of the latter Wigner function is reduced in the $\hat{q}^{-}$ quadrature and increased in the $\hat{p}$-quadrature with respect to the coherent state.
on the vacuum $|0\rangle_{k}$. The states $\hat{S}_{k}(\xi)|0\rangle_{k}$ are characterized by a complex parameter $\xi=r e^{i \varphi}$, where $r \in \mathbb{R}$ is the so-called squeezing strength, and $\varphi \in[0,2 \pi)$ is the squeezing angle.

Every pure single-mode Gaussian state has minimal uncertainty and can be generated by the combined action of squeezing and displacement operators on the vacuum state. Such states are therefore entirely specified by their displacement parameter $\alpha \in \mathbb{C}$, their squeezing strength $r \in \mathbb{R}$, and their squeezing angle $\varphi \in[0,2 \pi)$. If squeezing is restricted to a real parameter only, then also a phase rotation

$$
\begin{equation*}
\hat{R}_{k}(\theta)=\exp \left(-i \theta \hat{a}_{k}^{\dagger} \hat{a}_{k}\right) \tag{13}
\end{equation*}
$$

is needed to describe the most general pure single-mode Gaussian state. The vector of first moments of such a displaced squeezed state $\left|\alpha, r \mathrm{e}^{i \varphi}\right\rangle=\hat{D}(\alpha) \hat{S}(\xi)|0\rangle=$ $\hat{D}(\alpha) \hat{R}(\varphi / 2) \hat{S}(r)|0\rangle$ is given by $\overline{\mathbf{x}}=\sqrt{2}[\mathfrak{R}(\alpha), \mathfrak{I}(\alpha)]^{T}$ and its covariance matrix is

$$
\sigma=\frac{1}{2}\left(\begin{array}{ccc}
\cosh 2 r-\cos \varphi & \sinh 2 r & \sin \varphi  \tag{14}\\
\sinh 2 r \\
\sin \varphi & \sinh 2 r & \cosh 2 r+\cos \varphi \\
\sinh 2 r
\end{array}\right) .
$$

A unitary transformation is called Gaussian, if it maps Gaussian states into Gaussian states. This class of unitary operations is generated by Hamiltonians that are (at most) second order polynomials of the mode operators. Notice that every single-mode Gaussian unitary operation can be decomposed into displacement, rotation, and squeezing operations. In addition to having a relatively straightforward theoretical description, Gaussian states and Gaussian transformations are also especially relevant in practice, since they are typically easy to produce and manipulate experimentally $[34,35]$.

## II.B.2. Gaussian measurements

Any measurement can be described by a positiveoperator valued measure (POVM). In CV quantum information, it is common to use continuous POVMs, that is, POVMs that are continuous sets of operators and a continuous range of measurement outcomes. A measurement is called Gaussian if it gives a Gaussian distribution of outcomes whenever it is applied to a Gaussian state. Gaussian measurements that are frequently considered in the context of CV quantum information are homodyne [ 58,59$]$ and heterodyne detection [60]. Homodyne detection corresponds to the measurement of a mode quadrature, for example $\hat{q}$. In this case, the POVM consists of projectors onto the quadrature basis, $\{|q\rangle\langle q|\}_{q \in \mathbb{R}}$. For heterodyne detection the POVM elements are projectors onto coherent states $\left\{\frac{1}{\pi}|\beta\rangle\langle\beta|\right\}_{\beta \in \mathbb{C}}$. Moreover, we note that it has recently been shown that every bosonic Gaussian observable can be considered as a combination of (noiseless and noisy) homodyne and heterodyne detection [61].

## III. DISPLACEMENT ESTIMATION

We now consider Bayesian estimation of displacements using Gaussian states and Gaussian measurements. That is, we assume a displacement operator $\hat{D}(\alpha)$ as in Eq. (11) acts on our system, initially prepared in a Gaussian probe state. We then want to estimate the unknown displacement parameter $\alpha=\alpha_{\mathrm{R}}+i \alpha_{\mathrm{I}}$, with $\alpha_{\mathrm{R}}, \alpha_{\mathrm{I}} \in \mathbb{R}$. To this end, we focus on estimation strategies based on heterodyne and homodyne detection. These measurements are covariant under the action of displacement in the sense that the probability distribution obtained by displacing the probe state gives the same probability distribution translated by the displacement parameter in the parameter space [62]. Without loss of generality, we can therefore assume that the initial probe state has not been displaced from the origin, i.e., that our probe state is a squeezed vacuum state $|\xi\rangle=\hat{S}(\xi)|0\rangle$ with $\hat{S}(\xi)$ defined in Eq. (12). We further assume that our prior knowledge of the displacement is encoded in a Gaussian distribution of width $\sigma_{0}$ that is centered around $\alpha_{0}$, i.e.,

$$
\begin{equation*}
p(\alpha)=\frac{1}{2 \pi \sigma_{0}^{2}} \exp \left(-\frac{\left|\alpha-\alpha_{0}\right|^{2}}{2 \sigma_{0}^{2}}\right) \tag{15}
\end{equation*}
$$

Our goal is then to examine the performance of the estimation strategies based on heterodyne and homodyne detection, including the respective asymptotic behaviour, both in the limit of high photon numbers and of repeated measurements, and compare the respective results.

## III.A. Heterodyne measurement

Let us first consider heterodyne detection, where the measurement is described by the POVM $\left\{\frac{1}{\pi}|\beta\rangle\langle\beta|\right\}_{\beta \in \mathbb{C}}$.

The probability to obtain the measurement outcome $\beta$, given a displacement of $\alpha$, is

$$
\begin{equation*}
p(\beta \mid \alpha)=\frac{1}{\pi} \operatorname{Tr}\left[|\beta\rangle\langle\beta| \hat{D}(\alpha)|\xi\rangle\langle\xi| \hat{D}^{\dagger}(\alpha)\right]=\frac{1}{\pi} \mathcal{F}(|\beta-\alpha\rangle,|\xi\rangle) . \tag{16}
\end{equation*}
$$

Here, $\mathcal{F}\left(\rho_{1}, \rho_{2}\right)$ is the Uhlmann fidelity of the states $\rho_{1}$ and $\rho_{2}$ (defined in Sec. II.A.2), which reduces to $\mathcal{F}(|\psi\rangle,|\phi\rangle)=|\langle\psi \mid \phi\rangle|^{2}$ for pure states. For two Gaussian states, the fidelity can be written in terms of the respective first moments $\overline{\mathbf{x}}_{1}$ and $\overline{\mathbf{x}}_{2}$, and second moments $\boldsymbol{\Gamma}_{1}$ and $\boldsymbol{\Gamma}_{2}$ (cf. [7]) as

$$
\begin{equation*}
\mathcal{F}\left(\rho_{1}, \rho_{2}\right)=\frac{2 \exp \left[-\left(\overline{\mathbf{x}}_{1}-\overline{\mathbf{x}}_{2}\right)^{T}\left(\boldsymbol{\Gamma}_{1}+\boldsymbol{\Gamma}_{2}\right)^{-1}\left(\overline{\mathbf{x}}_{1}-\overline{\mathbf{x}}_{2}\right)\right]}{\sqrt{\left|\boldsymbol{\Gamma}_{1}+\boldsymbol{\Gamma}_{2}\right|+\left(1-\left|\boldsymbol{\Gamma}_{1}\right|\right)\left(1-\left|\boldsymbol{\Gamma}_{2}\right|\right)}-\sqrt{\left(1-\left|\boldsymbol{\Gamma}_{1}\right|\right)\left(1-\left|\boldsymbol{\Gamma}_{2}\right|\right)}} \tag{17}
\end{equation*}
$$

For simplicity we now assume that our probe state is squeezed only along one fixed direction, i.e., $\varphi=0$. This simplifies the following calculation considerably. In particular, this allows us to write the fidelity, the likelihood, and posterior distribution as products of the corresponding distributions for the real and imaginary part of the displacements, respectively. In contrast, for the general case of probe states squeezed along arbitrary directions, the resulting formulas are unwieldy and complicated, but qualitatively yield the same behaviour as for $\varphi=0$. We therefore refrain from presenting these calculations here.

In our case, we have $\rho_{1}=|\beta-\alpha\rangle\langle\beta-\alpha|$ and $\rho_{2}=$ $|\xi\rangle\langle\xi|$, for which the first moments are

$$
\overline{\mathbf{x}}_{\beta-\alpha}=\sqrt{2}\binom{\mathfrak{R}[\beta-\alpha]}{\mathfrak{I}[\beta-\alpha]}=\sqrt{2}\binom{\beta_{\mathrm{R}}-\alpha_{\mathrm{R}}}{\beta_{\mathrm{I}}-\alpha_{\mathrm{I}}} \quad \text { and } \quad \overline{\mathbf{x}}_{\xi}=\binom{0}{0},
$$

while the second moments are represented by

$$
\boldsymbol{\Gamma}_{\beta-\alpha}=\mathbb{1}_{2} \quad \text { and } \quad \boldsymbol{\Gamma}_{\xi}=\left(\begin{array}{cc}
\mathrm{e}^{-2 r} & 0 \\
0 & \mathrm{e}^{2 r}
\end{array}\right)
$$

respectively. Accordingly, $p(\beta \mid \alpha)$ from Eq. (16) becomes

$$
\begin{align*}
p(\beta \mid \alpha) & =\frac{\exp \left[-\frac{\mathrm{e}^{r}\left(\beta_{\mathrm{R}}-\alpha_{\mathrm{R}}\right)^{2}+\mathrm{e}^{-r}\left(\beta_{\mathrm{I}}-\alpha_{\mathrm{I}}\right)^{2}}{\cosh r}\right]}{\pi \cosh r} \\
& =p\left(\beta_{\mathrm{R}} \mid \alpha_{\mathrm{R}}\right) p\left(\beta_{\mathrm{I}} \mid \alpha_{\mathrm{I}}\right), \tag{18}
\end{align*}
$$

where the distributions $p\left(\beta_{i} \mid \alpha_{i}\right)$ for $i=\mathrm{R}, \mathrm{I}$ are given by

$$
\begin{equation*}
p\left(\beta_{i} \mid \alpha_{i}\right)=\frac{\sqrt{2} \exp \left[-\frac{2\left(\beta_{i}-\alpha_{i}\right)^{2}}{1+\mathrm{e}^{\mathrm{e} 2 r}}\right]}{\sqrt{\pi\left(1+\mathrm{e}^{\mp 2 r}\right)}} \tag{19}
\end{equation*}
$$

Here and in the following equations, the upper and lower signs in $\pm$ and $\mp$ correspond to the subscripts $i=\mathrm{R}$ and $i=\mathrm{I}$, respectively, i.e., for $i=\mathrm{R}$, the respective upper signs apply, while the lower signs apply for $i=\mathrm{I}$. With this expression for the likelihood and with the prior from Eq. (15), one can use Bayes' law [Eq. (2)] to calculate the posterior distribution, the estimators and the (average) variance. This allows one to evaluate the average variance for different estimation scenarios. We rely on such
an approach in the next sections. However, in the special case where both prior and likelihood are Gaussian, these two quantities are conjugate to each other. Following Prop. 1, the posterior is therefore also Gaussian, and we can write down the mean and variance of the posterior directly by inspecting the likelihood and the prior. That is, by noting that $\sigma^{2}=\left(1+\mathrm{e}^{\mp 2 r}\right) / 4, \mu_{0}=\alpha_{0, i}$, and $\bar{\theta}(m)=\beta_{i}$, Prop. 1 provides the mean and variance of the distributions $p\left(\alpha_{i} \mid \beta_{i}\right)$. Again using subscripts $i=\mathrm{R}, \mathrm{I}$ to denote real and imaginary parts, respectively, the means are

$$
\begin{equation*}
\hat{\alpha}_{i}\left(\beta_{i}\right)=\frac{4 \beta_{i} \sigma_{0}^{2}+\alpha_{0, i}\left(1+\mathrm{e}^{\mp 2 r}\right)}{4 \sigma_{0}^{2}+1+\mathrm{e}^{\mp 2 r}}, \tag{20}
\end{equation*}
$$

which we choose as estimators for the real and imaginary part of the parameter $\alpha$, and the variances are

$$
\begin{equation*}
\operatorname{Var}\left[p\left(\alpha_{i} \mid \beta_{i}\right)\right]=\left[\frac{1}{\sigma_{0}^{2}}+2(1 \pm \tanh r)\right]^{-1} \tag{21}
\end{equation*}
$$

We then define the total variance of the posterior $p(\alpha \mid \beta)$ for the complex parameter $\alpha$ as

$$
\begin{equation*}
\operatorname{Var}[p(\alpha \mid \beta)]=\int d \alpha p(\alpha \mid \beta)|\alpha-\hat{\alpha}(\beta)|^{2} \tag{22}
\end{equation*}
$$

Because the real and imaginary parts become independent, we can further write the total variance as the sum of the variances of the two independent estimation parameters, i.e.,

$$
\begin{equation*}
\operatorname{Var}[p(\alpha \mid \beta)]=\operatorname{Var}\left[p\left(\alpha_{\mathrm{R}} \mid \beta_{\mathrm{R}}\right)\right]+\operatorname{Var}\left[p\left(\alpha_{\mathrm{I}} \mid \beta_{\mathrm{I}}\right)\right] . \tag{23}
\end{equation*}
$$

After inserting Eq. (21) twice, the latter expression is independent of $\beta$ and therefore it already represents the average total variance $\bar{V}_{\text {post }}$ we are interested in determining.
Moreover, it depends only on the variance $\sigma_{0}^{2}$ of the prior and the squeezing strength $r$ of the probe state. For a fixed prior, the average posterior variance of both coordinates from Eq. (23) is minimized for $r=0$, that is, when there is no squeezing of the probe state. We thus have

$$
\begin{equation*}
\bar{V}_{\text {post }}(r) \geq \bar{V}_{\text {post }}(r=0)=\frac{2 \sigma_{0}^{2}}{1+2 \sigma_{0}^{2}} . \tag{24}
\end{equation*}
$$

However, squeezing can help to reduce the variance in one coordinate, but this reduction comes at the cost of increasing the variance of the other coordinate with respect to the case where $r=0$. Irrespective of the squeezing strength, we observe that the variances for both phase space coordinates decrease with respect to the prior, but only slightly. When one is interested in reducing the variance in only one of the coordinates, say $\alpha_{\mathrm{R}}$, one may note that the variance decreases monotonically for increasing $r$. Nevertheless, even as $r \rightarrow \infty$ the variance of the posterior is still bounded from below by $\left(\sigma_{0}^{-2}+4\right)^{-1}$. This residual variance originates in the intrinsic uncertainty
of the coherent-state basis associated with the POVM representing heterodyne detection. That is, no matter which measurement outcome is obtained, the precision with which the parameter is identified is limited by the width of the variance of the coherent state corresponding to this outcome.

Although coherent states already minimize the product of uncertainties, one can overcome this limitation by considering measurement bases that consist of states with a lower variance in the desired parameter (e.g., in $\alpha_{R}$ ) than that of a coherent state, at the expense of a larger variance in the respective other quadrature. For instance, one may choose a basis of squeezed coherent states to reduce the uncertainty of the measurement basis in one coordinate. In this regard, a homodyne measurement in the quadrature $\hat{q}$, which we will consider next, can be thought of as a limiting case of a measurement in a basis of infinitely squeezed coherent states.

## III.B. Homodyne measurement

For homodyne detection with respect to the quadrature $\hat{q}$, the POVM is $\{|q\rangle\langle q|\}_{q \in \mathbb{R}}$. As before, we begin by considering a squeezed vacuum state $|\xi\rangle$ as probe state to estimate the unknown displacement $\alpha$. The prior distribution of $\alpha$ is again assumed to be Gaussian with mean $\alpha_{0}$ and variance $\sigma_{0}^{2}$. The probability to obtain outcome $q$ after a displacement $\alpha$ is given by

$$
\begin{equation*}
p(q \mid \alpha)=|\langle q| \hat{D}(\alpha)| \xi\rangle\left.\right|^{2}=\frac{\exp \left[-\frac{2\left(\alpha_{\mathrm{R}}-\frac{q}{\sqrt{2}}\right)^{2}}{\cosh 2 r-\cos \varphi \sinh 2 r}\right]}{\sqrt{\pi(\cosh 2 r-\cos \varphi \sinh 2 r)}} . \tag{25}
\end{equation*}
$$

Note that, here, the likelihood does not depend on the imaginary part $\alpha_{\mathrm{I}}$ of the displacement. This is expected, since homodyne detection in one quadrature is completely 'blind' to the orthogonal quadrature. Therefore, the mean and variance for the imaginary part of the displacement parameter remain unchanged with respect to the prior, and we can focus entirely on the real part.

Since, once again the likelihood is a Gaussian distribution in the measurement outcomes (here, in $q$ ), and thus proportional to a Gaussian distribution $\mathcal{N}_{\alpha_{\mathrm{R}}}\left(\left\langle\alpha_{\mathrm{R}}\right\rangle, \sigma^{2}\right)$ in the estimated parameter with mean $\left\langle\alpha_{\mathrm{R}}\right\rangle=q / \sqrt{2}$ and variance $\sigma^{2}=(\cosh 2 r-\cos \varphi \sinh 2 r) / 4$, we can infer from Prop. 1 that the posterior is a Gaussian distribution with mean

$$
\begin{equation*}
\hat{\alpha}_{\mathrm{R}}=\frac{2 \sqrt{2} \sigma_{0}^{2} q+\alpha_{0, \mathrm{R}}(\cosh 2 r-\cos \varphi \sinh 2 r)}{4 \sigma_{0}^{2}+\cosh 2 r-\cos \varphi \sinh 2 r}, \tag{26}
\end{equation*}
$$

and variance

$$
\begin{equation*}
\operatorname{Var}\left[p\left(\alpha_{\mathrm{R}} \mid q\right)\right]=\frac{\sigma_{0}^{2}(\cosh 2 r-\cos \varphi \sinh 2 r)}{4 \sigma_{0}^{2}+\cosh 2 r-\cos \varphi \sinh 2 r} \tag{27}
\end{equation*}
$$

The variance of the posterior distribution depends on the squeezing strength $r$ and the squeezing angle $\varphi$. Both


FIG. 3. Displacement estimation using heterodyne and homodyne detection. The images show the same Gaussian prior (green) with initial standard deviation $\sigma_{0}=0.5$, and posterior distributions obtained for heterodyne (blue) and homodyne detection (orange) for different squeezing of the probe state, ranging from $r=0$ in (a), $r=1$ in (b), to $r=2$ in (c). The posterior distributions of the displacement parameter $\alpha$ given measurement outcome $q$ are Gaussian as well.
parameter hence provide room for optimization of the estimation procedure. However, while increasing $r$ can be demanding experimentally and also comes at an increased energy cost for preparing the probe state, the relative angle $\varphi$ between the directions of measurement and squeezing can be varied freely without any particular practical or energetic restriction. The variance is minimised for $\varphi=2 n \pi$ and without loss of generality we choose $\varphi=0$. For this choice, the average variance of the posterior for the chosen quadrature $\hat{q}$ is

$$
\begin{equation*}
\bar{V}_{\text {post }}^{\hat{q}}=\operatorname{Var}\left[p\left(\alpha_{\mathrm{R}} \mid q\right)\right] \stackrel{\varphi=0}{=}\left(\frac{1}{\sigma_{0}^{2}}+4 \mathrm{e}^{2 r}\right)^{-1}, \tag{28}
\end{equation*}
$$

whereas the average total variance (again, for $\varphi=0$ ) is $\bar{V}_{\text {post }}=\bar{V}_{\text {post }}^{\hat{q}}+\sigma_{0}^{2}$. Fig. 3 shows a sample of different posterior distributions obtained by measurements with probe states with different squeezing. We observe that, whereas the marginal probability in $\hat{p}$ remains unchanged as the initial squeezing increases, the marginal probability in $\hat{q}$ becomes narrower. We further note that for $r=0$ we recover the results obtained by Personick [63].

## III.C. Comparison of measurement strategies

Let us now interpret and compare the results for Gaussian displacement estimation with heterodyne and homodyne measurements. For homodyne detection, squeezing in the probe state results in an average posterior variance in $\hat{q}$, given by Eq. (28), that rapidly decreases to 0 as the squeezing strength $r$ increases. While the posterior variance in $\hat{q}$ can thus be arbitrarily close to zero in the homodyne detection scenario, this comes at the cost of not reducing the variance in $\hat{p}$ at all. We thus have $\lim _{r \rightarrow \infty} \bar{V}_{\text {post }}^{\text {homodyne }}=\sigma_{0}^{2}$. Comparing this with
the result for heterodyne detection in Eq. (24), we see that $\bar{V}_{\text {post }}^{\text {homodyne }} \geq \bar{V}_{\text {post }}^{\text {heterodyne }}(r=0)$ for priors with variance $\sigma_{0}^{2} \geq 1 / 2$, independently of the squeezing strength used with the homodyne detection. However, for more narrow priors, homodyne detection supplemented by squeezed probe states can outperform heterodyne detection in terms of the total variance only if the squeezing is strong enough, i.e., when $r>-\frac{1}{2} \ln \left(1-2 \sigma_{0}^{2}\right)$.

However, when we focus on the estimation of only one of the quadratures, here quadrature $\hat{q}$, then homodyne detection outperforms heterodyne detection for all prior widths and for all squeezing strengths, even if different squeezing strengths are compared for the two detection methods. That is, the limit of $r \rightarrow \infty$ for heterodyne detection in Eq. (21) coincides with the homodyne detection case where $r=0$ in Eq. (28), and we thus find

$$
\begin{equation*}
\bar{V}_{\mathrm{post}}^{\hat{q}, \text { homodyne }} \leq \frac{\sigma_{0}^{2}}{1+4 \sigma_{0}^{2}} \leq \bar{V}_{\mathrm{post}}^{\hat{q}, \text { heterodyne }} . \tag{29}
\end{equation*}
$$

We can also compare these results to more general measurement strategies. For a Gaussian prior (in a single parameter), the Fisher information of the prior (see Sec. II.A.2) evaluates to $I\left[p\left(\alpha_{\mathrm{R}}\right)\right]=1 / \sigma_{0}^{2}$. At the same time, the QFI for a single-mode Gaussian state is bounded by $\mathcal{I}(\rho) \leq 4 \mathrm{e}^{2 r}$ (cf. Eq. (15) and subsequent text in Ref. [7]). With this, the Van Trees inequality in the form of Eq. (9) reads

$$
\begin{equation*}
\bar{V}_{\text {post }}^{\hat{q}} \geq\left(\frac{1}{\sigma_{0}^{2}}+4 \mathrm{e}^{2 r}\right)^{-1} \tag{30}
\end{equation*}
$$

This shows that the combination of single-mode squeezing and homodyne detection is the optimal strategy for Bayesian estimation of one coordinate of displacement
(or displacement radius with known phase) with a singlemode Gaussian probe state.

Finally, let us consider repeated measurements, which can easily be accommodated within the framework of conjugate priors. In particular, we know that the posterior is of the same form as the prior, i.e., both are normal distributions. Since the posterior distribution is used as the prior for the next measurement round, we obtain a recursive formula for the average variance, given by

$$
\begin{equation*}
\sigma_{m+1}^{2}=\frac{\sigma_{m}^{2} \operatorname{Var}[p(q \mid \alpha)]}{\sigma_{m}^{2}+\operatorname{Var}[p(q \mid \alpha)]} \tag{31}
\end{equation*}
$$

where $\sigma_{m}$ is the variance of round $m$. Since $\operatorname{Var}[p(q \mid \alpha)]=$ $\mathrm{e}^{-2 r} / 4$ depends only on the squeezing of the probe state, this term is constant for the same probe state. Solving the recursive equation gives

$$
\begin{equation*}
\sigma_{m}^{2}=\left(\frac{1}{\sigma_{0}^{2}}+4 m \mathrm{e}^{2 r}\right)^{-1} \tag{32}
\end{equation*}
$$

Moreover, we note that repeated measurements include the possibility of a sequential measurement strategy that provides information about both components of the displacement. For instance, the squeezing in the probe states and the direction of the homodyne measurement can be tailored towards estimating the real part in one half of the estimation rounds, while the remaining rounds are used to estimate the imaginary part. We conclude this section by noting that already a quite simple setup, consisting of (limited) squeezing in the probe states combined with homodyne detection, can provide accurate information for Bayesian estimation of displacements.

## IV. PHASE ESTIMATION

We now come to the paradigmatic case of phase estimation, which we want to examine within the framework of Bayesian estimation using Gaussian states and measurements. Historically, phase estimation has been closely associated with interferometry [64], but nowadays, phase estimation is usually considered in a broader context. In particular, Bayesian phase estimation has been studied for a variety of applications, see, e.g., [65$67]$. While there are some studies identifying optimal estimation strategies using Gaussian states and measurements [15, 68, 69], these operate within the local estimation paradigm and hence fall outside of the Bayesian phase estimation framework we consider here. We therefore focus on a special case of Bayesian phase estimation, where there is no prior information on the phase and local estimation hence cannot be employed in a meaningful way. For such cases, we wish to identify simple strategies based on Gaussian states and measurements that can efficiently narrow the prior down to the point where local estimation can take over.

Specifically, we consider a phase estimation scenario where a phase rotation operator as in Eq. (13) is applied
to a single-mode Gaussian probe state. We consider the phase $\theta \in[-\pi, \pi)$ to be entirely unknown initially, such that the prior is a uniform distribution on the chosen interval, i.e., $p(\theta)=1 / 2 \pi$.

In the following sections, we then study the performance of heterodyne and homodyne detection in this estimation scenario, and we adapt the specific probe states to the respective measurements. In particular, we note that, although the optimal probe state (at fixed average energy) for local phase estimation is a single-mode squeezed state, this is not necessarily the case for Bayesian estimation.

## IV.A. Heterodyne measurement

For Gaussian phase estimation with heterodyne measurements, we consider probe states that are squeezed with strength $r=|\xi|$ before being displaced, i.e., probe states of the form $\hat{D}(\alpha) \hat{S}\left(r e^{i \varphi}\right)|0\rangle$, where $r \geq 0$ and $\varphi \in[0,2 \pi)$. Whereas the most general Gaussian singlemode probe states are determined by arbitrary complex values $\alpha$ and $\xi$, i.e., displacement and squeezing with arbitrary strength along arbitrary directions, the rotational symmetry of the phase estimation problem with heterodyne measurements allows one to fix one of these directions. Without loss of generality, we therefore choose $\alpha=|\alpha|$ to be real and positive. More specifically, we assume that the displacement is strictly non-zero, $\alpha>0$, since the vacuum state is rotationally invariant, and not even a squeezed vacuum state can be used to distinguish between rotations around $\theta$ and $\theta+\pi$.

For the squeezing direction, it is then quite intuitive to see that squeezing along the quadrature $\hat{p}(\varphi=\pi$, $\xi=-r<0$ ) is optimal for single-mode phase estimation when $\alpha>0$ and when heterodyne measurements are used. That is, when the variance of the Gaussian state is initially reduced along the quadrature $\hat{p}$, the Wigner function becomes concentrated along the $\hat{q}$-quadrature, decreasing the variance in the phase of the initial state, and hence also decreasing the variance in the phase of the encoded state $\rho(\theta)$. When applying the heterodyne measurement, the probability for obtaining an outcome $\beta$ whose phase matches the unknown phase $\theta$ is thus increased. Conversely, probe states that are squeezed along the same direction as the initial displacement have an increased phase variance and are therefore less useful for phase estimation. In the remainder of this section, we therefore focus on probe states of the form $\hat{D}(\alpha) \hat{S}(-r)|0\rangle$.

However, since the calculations and results for arbitrary values of $r$ are still quite unwieldy, we first consider the simple case where the probe state is not squeezed at all but just a coherent state $|\alpha\rangle$ (Sec. IV.A.1). Then we present the results for squeezing along the optimal direction, $\xi=-r<0$, with respect to the displacement $\alpha>0$ (Sec. IV.A.2).

## IV.A.1. Coherent states $\mathcal{G}$ heterodyne detection

Here, the probe state is $|\alpha\rangle$ with $\alpha>0$. The action of the phase rotation operator $\hat{R}(\theta)$ [Eq. (13)] results in the encoded state $\hat{R}(\theta)|\alpha\rangle=\left|\mathrm{e}^{-i \theta} \alpha\right\rangle$. The likelihood to obtain outcome $\beta \in \mathbb{C}$, given that the phase has the value $\theta$, is given by

$$
\begin{equation*}
p(\beta \mid \theta)=\frac{1}{\pi}\left|\left\langle\beta \mid \mathrm{e}^{-i \theta} \alpha\right\rangle\right|^{2}=\frac{1}{\pi} \mathrm{e}^{-\left|\mathrm{e}^{i \theta} \beta-\alpha\right|^{2}} . \tag{33}
\end{equation*}
$$

Writing $\beta=|\beta| \mathrm{e}^{-i \phi_{\beta}}$ and $\left|\mathrm{e}^{i \theta} \beta-\alpha\right|^{2}=\alpha^{2}+|\beta|^{2}-2 \alpha|\beta| \cos (\theta-$ $\phi_{\beta}$ ), we can express the (unconditional) probability to obtain outcome $\beta$ as

$$
\begin{equation*}
p(\beta)=\int_{-\pi}^{\pi} d \theta p(\theta) p(\beta \mid \theta)=\frac{\mathrm{e}^{-\left(\alpha^{2}+|\beta|^{2}\right)}}{\pi} I_{0}(2 \alpha|\beta|) \tag{34}
\end{equation*}
$$

where $I_{0}(x)$ is the modified Bessel function of the first kind. Using Bayes' law, the posterior is given by

$$
\begin{equation*}
p(\theta \mid \beta)=\frac{p(\theta) p(\beta \mid \theta)}{p(\beta)}=\frac{\mathrm{e}^{2 \alpha|\beta| \cos \left(\theta-\phi_{\beta}\right)}}{2 \pi I_{0}(2 \alpha|\beta|)} . \tag{35}
\end{equation*}
$$

Since we are considering a parameter with a range whose endpoints $\pm \pi$ are identified, it is useful to consider estimators and variances that are invariant under shifts by $2 \pi$. For the estimator we therefore choose $\hat{\theta}(\beta)=$ $\arg \left\langle\mathrm{e}^{i \theta}\right\rangle_{p(\theta \mid \beta)}$. As we discuss in more detail in Appendix A.1, the estimator evaluates to

$$
\begin{equation*}
\hat{\theta}(\beta)=\arg \left[\int_{-\pi}^{\pi} d \theta p(\theta \mid \beta) \mathrm{e}^{i \theta}\right]=\phi_{\beta} \tag{36}
\end{equation*}
$$

and hence corresponds to the phase $\phi_{\beta}$ of the measurement outcome $\beta$.

To evaluate the performance of this estimation strategy, we calculate the average variance of the posterior as done in the above sections. However, instead of an expression such as in Eq. (4), we now use a covariant variance that is invariant under shifts by $2 \pi$, by taking the average of $\sin ^{2}[\theta-\hat{\theta}(\beta)]$ rather than of $(\theta-\hat{\theta}(\beta))^{2} .^{1}$ Specifically, we calculate

$$
\begin{equation*}
V_{\text {post }}(\beta)=\int_{-\pi}^{\pi} d \theta p(\theta \mid \beta) \sin ^{2}[\theta-\hat{\theta}(\beta)]=\frac{{ }_{0} F_{1}\left(2 ; \alpha^{2}|\beta|^{2}\right)}{2 I_{0}(2 \alpha|\beta|) \Gamma(2)}, \tag{37}
\end{equation*}
$$

[^1]where ${ }_{0} F_{1}(a ; z)$ is the confluent hypergeometric function and $\Gamma(z)$ is the Euler gamma function. Despite the complicated form of the posterior and the variance, the average variance then simply becomes
\[

$$
\begin{equation*}
\bar{V}_{\text {post }}=\int d^{2} \beta p(\beta) V_{\text {post }}(\beta)=\frac{1-\mathrm{e}^{-|\alpha|^{2}}}{2|\alpha|^{2}}, \tag{38}
\end{equation*}
$$

\]

as we discuss in more detail in Appendix A.1. In terms of the average photon number $n=|\alpha|^{2}$, which is proportional to the average energy of the probe state, the average variance of the posterior hence scales as $1 / n$ as $n \rightarrow \infty$, as can be expected for 'classical' probe states such as the coherent states considered here.

## IV.A.2. Displaced squeezed states $\mathcal{E}$ heterodyne detection

Let us now consider probe states that are squeezed with strength $r$ before being displaced, i.e., probe states of the form $\hat{D}(\alpha) \hat{S}(-r)|0\rangle$, where we assume $\alpha, r \in \mathbb{R}$ with $\alpha>0$ and $r>0$ as mentioned. For the heterodyne measurement, the likelihood to obtain outcome $\beta$ given the phase $\theta$ is given by

$$
\begin{align*}
p(\beta \mid \theta) & \left.=\frac{1}{\pi}|\langle\beta| \hat{R}(\theta) \hat{D}(\alpha) \hat{S}(-r)| 0\right\rangle\left.\right|^{2} \\
& =\frac{1}{\pi} \mathcal{F}\left(\left|\mathrm{e}^{i \theta} \beta\right\rangle,|\alpha,-r\rangle\right) . \tag{39}
\end{align*}
$$

For the fidelity of the two Gaussian states, we can again refer to Eq. (17), where $\rho_{1}=\left|\mathrm{e}^{i \theta} \beta\right\rangle\left\langle\mathrm{e}^{i \theta} \beta\right|$ and $\rho_{2}=|\alpha,-r\rangle\langle\alpha,-r|$, for which the first moments are
$\overline{\mathbf{x}}_{1}=\overline{\mathbf{x}}_{\mathrm{e}^{i \theta \beta}}=\sqrt{2}\binom{\mathfrak{R}\left(\mathrm{e}^{i \theta} \beta\right)}{\mathfrak{I}\left(\mathrm{e}^{i \theta} \beta\right)}$ and $\overline{\mathbf{x}}_{2}=\overline{\mathbf{x}}_{\alpha,-r}=\sqrt{2}\binom{\mathfrak{R}(\alpha)}{\mathfrak{I}(\alpha)}$.
The second moments of these states are represented by

$$
\boldsymbol{\Gamma}_{1}=\boldsymbol{\Gamma}_{\mathrm{e}^{i} \beta \beta}=\mathbb{1}_{2} \quad \text { and } \quad \boldsymbol{\Gamma}_{2}=\boldsymbol{\Gamma}_{\alpha,-r}=\left(\begin{array}{cc}
\mathrm{e}^{2 r} & 0 \\
0 & \mathrm{e}^{-2 r}
\end{array}\right)
$$

respectively. Since $\operatorname{det} \Gamma_{1}=\operatorname{det} \Gamma_{2}=1$ and $\operatorname{det}\left(\Gamma_{1}+\Gamma_{2}\right)=$ $4 \cosh ^{2}(r)$, we then have

$$
\begin{equation*}
p(\beta \mid \theta)=\frac{\exp \left[-\frac{\mathrm{e}^{-r} \mathfrak{R}^{2}\left(\mathrm{e}^{i \theta} \beta-\alpha\right)+\mathrm{e}^{r} \mathfrak{J}^{2}\left(\mathrm{e}^{i \theta} \beta-\alpha\right)}{\cosh r}\right]}{\pi \cosh r} \tag{40}
\end{equation*}
$$

As we explain in more detail in Appendix A.1.II, the (unconditional) probability to obtain outcome $\beta$ can then be written as an infinite sum of Bessel functions of the first kind by using the Jacobi-Anger expansion, which results in

$$
\begin{align*}
p(\beta)= & \frac{\mathrm{e}^{-\alpha^{2}(1-\tanh r)-|\beta|^{2}}}{\pi \cosh r} \sum_{\substack{m_{1}, m_{2} \\
=-\infty}}^{\infty} \mathrm{e}^{-i m_{1} \pi} I_{-2 m_{1}-m_{2}}(-2 \alpha|\beta|) \\
& \times I_{m_{1}}\left(-|\beta|^{2} \tanh r\right) I_{m_{2}}(2 \alpha|\beta| \tanh r) \tag{41}
\end{align*}
$$

Using Bayes' law, the posterior can then be obtained directly as $p(\theta \mid \beta)=p(\beta \mid \theta) /[2 \pi p(\beta)]$ with the likelihood from Eq. (40) and $p(\beta)$ as in Eq. (41). Similarly, we can use the Jacobi-Anger expansion to evaluate $\left\langle\mathrm{e}^{i \theta}\right\rangle=\int_{-\pi}^{\pi} d \theta p(\theta \mid \beta) \mathrm{e}^{i \theta}$. As shown explicitly in Appendix A.1.II, one finds $\mathfrak{I}\left(\left\langle\mathrm{e}^{i\left(\theta-\phi_{\beta}\right)}\right\rangle\right)=0$, and the estimator is hence given by

$$
\begin{equation*}
\hat{\theta}(\beta)=\phi_{\beta} \text { or } \phi_{\beta}+\pi, \tag{42}
\end{equation*}
$$

i.e., the estimate either corresponds to the phase $\phi_{\beta}$ of the measurement outcome $\beta$, or is shifted by $\pi$.

To see if squeezing improves the estimation, we calculate the variance of the posterior, $V_{\text {post }}(\beta)=$ $\int_{-\pi}^{\pi} d \theta p(\theta \mid \beta) \sin ^{2}[\theta-\hat{\theta}(\beta)]$, and its average, and compare the latter with the corresponding value obtained for coherent probe states. Specifically, we obtain the expression (see Appendix A.1.II for more details)

$$
\begin{align*}
\bar{V}_{\text {post }} & =\frac{\mathrm{e}^{-\alpha^{2}(1-\tanh r)}}{\cosh r} \sum_{\substack{n_{2}, n_{3} \\
=-\infty}}^{\infty} \int_{0}^{\infty} d|\beta||\beta| \mathrm{e}^{-|\beta|^{2}} I_{n_{2}}\left(-|\beta|^{2} \tanh r\right) \\
& \times I_{n_{3}}(2 \alpha|\beta| \tanh r) \frac{1}{2}(-1)^{n_{2}}\left[2 I_{-2 n_{2}-n_{3}}(-2 \alpha|\beta|)\right. \\
& \left.-I_{2-2 n_{2}-n_{3}}(-2 \alpha|\beta|)-I_{-2-2 n_{2}-n_{3}}(-2 \alpha|\beta|)\right] . \tag{43}
\end{align*}
$$

Unfortunately, the analytical solution of the integral and double-sum in Eq. (43) is unknown. We have therefore numerically evaluated the average variance $\bar{V}_{\text {post }}$ for different values of $\alpha$ and $r$. As illustrated by the sample plots in Fig. 4 (a), for any fixed displacement, squeezing improves the estimation precision as measured by the average variance beyond the value achievable by displacements alone, where the latter is represented by Eq. (38). This is in agreement with the intuition provided by the Wigner function of the probe states: Squeezing along the $\hat{p}$-quadrature $(\xi=-r<0)$ of a coherent state displaced along the $\hat{q}$ axis $(\alpha>0)$ leads to a concentration of the Wigner function around the $\hat{q}$-axis, that is rotated around the origin by the phase rotation, visually resembling a clock dial. Increased squeezing narrows the width of this 'dial', making it more likely to obtain measurement outcomes $\beta$ whose phase matches the phase to be estimated.

However, when considering constraints on the average energy of the probe state, here represented by the average photon number $n=|\alpha|^{2}+\sinh ^{2} r$, squeezing is only beneficial in certain regimes. For relatively strong squeezing such as $r=1$ or $r=1.25$, the average variance is larger for squeezed-displaced states than for purely displaced states with the same average photon number, as illustrated in Fig. 4 (b). This can be understood from the fact that the average photon number required for a squeezing of $r=1.25$ is sufficient for a coherent state that is displaced more than 2 standard deviations from the origin and hence already provides a clear phase reference. For smaller squeezing, such as for $r=0.75$, there is a regime of small photon numbers where the combination of squeezing and displacement can outperform pure


FIG. 4. Bayesian phase estimation with single-mode Gaussian probes and heterodyne measurements. (a) The average variance $\bar{V}_{\text {post }}$ from Eq. (43) is shown for different values of $\alpha \geq 0$ and $r \geq 0$ as a function of $\alpha^{2}$. The line on the top represents the average variance for purely displaced probe states $(r=0)$ from Eq. (38). The lines below indicate results of numerically evaluating Eq. (43) for different values of $\alpha$ for fixed values of $r$ from $r=0.25$ to $r=1.25$ (top to bottom, starting at the second line from the top). (b) The average variance $\bar{V}_{\text {post }}$ is shown as a function of the average photon number $n=|\alpha|^{2}+\sinh ^{2} r$. The lines do not start at $n=0$ because the nonzero values of $r$ give rise to non-zero average energies even for $\alpha=0$. The inset shows how the lines for $r=0, r=0.25$, and $r=0.5$ continue as $n$ increases.
displacement. This can also be readily understood, while such a squeezed vacuum state already has a standard deviation $\Delta \hat{p}(|\xi\rangle)=\mathrm{e}^{-r} / \sqrt{2}$ less than half of that of a coherent state, a coherent state with the same average energy is displaced by only $\sqrt{2} \alpha=\sqrt{2 \sinh ^{2} r} \approx 1.64 \Delta \hat{q}(|\alpha\rangle)$. However, for larger $n$ (already around $n \approx 1.41$ ) pure displacements become better, see Fig. 4 (b). Finally, we see that for even smaller values of $r$, such as for $r=0.5$, there is only a specific range of values for $n$ where purely coherent probes are more efficient, while low squeezing $(r=0.25)$ added to the displacement outperforms pure displacement for the entire range of $n$ that we have explored numerically. At the same time, in terms of the
difference between the average variances achieved, e.g., for $r=0$ and $r=0.25$, the advantage obtained from using a slightly squeezed state seems to be at least an order of magnitude smaller than the average variances achieved (in the explored parameter range).

## IV.B. Homodyne measurement

Here, we consider Bayesian phase estimation with single-mode Gaussian probe states combined with homodyne measurements in the quadrature $\hat{q}$. Since this kind of measurement provides no information on the complementary quadrature $\hat{p}$, it cannot distinguish between phases phases of $\theta$ and $-\theta$. Thus, we restrict the range of $\theta$ to $[0, \pi]$, and the prior distribution is given by $p(\theta)=1 / \pi$.

## IV.B.1. Coherent states $\mathfrak{E}^{3}$ homodyne detection

As before in Sec. IV.A, we start with the case where the probe state is a coherent state, $\hat{D}(\alpha)|0\rangle=|\alpha\rangle$ for $\alpha>0$. The likelihood to obtain outcome $q \in \mathbb{R}$ can be written as

$$
\begin{equation*}
p(q \mid \theta)=\left|\left\langle q \mid \mathrm{e}^{-i \theta} \alpha\right\rangle\right|^{2}=\int_{-\infty}^{\infty} d p W(q, p), \tag{44}
\end{equation*}
$$

where $W(q, p)$ is the Wigner function of the rotated coherent state $\left|\mathrm{e}^{-i \theta} \alpha\right\rangle$. The latter can be obtained from Eq. (10) by noting that $\Gamma_{\mathrm{e}^{-i \theta} \alpha}=\mathbb{1}_{2}$ and $\overline{\mathbf{x}}_{\mathrm{e}^{-i \theta} \alpha}=$ $\sqrt{2} \alpha(\cos \theta,-\sin \theta)^{T}$. With this, one finds that

$$
\begin{equation*}
p(q \mid \theta)=\frac{1}{\sqrt{\pi}} \mathrm{e}^{-(q-\sqrt{2} \alpha \cos \theta)^{2}} . \tag{45}
\end{equation*}
$$

Further noting that the range of $\theta$ is $[0, \pi]$, the (unconditional) probability to obtain $q$ can be expressed as

$$
\begin{align*}
p(q) & =\int_{0}^{\pi} d \theta p(\theta) p(q \mid \theta) \\
& =\frac{1}{\sqrt{\pi}} \mathrm{e}^{-q^{2}-\alpha^{2}} \sum_{m=-\infty}^{\infty} I_{2 m}(2 \sqrt{2} q \alpha) I_{m}\left(-\alpha^{2}\right) \tag{46}
\end{align*}
$$

as we show in detail in Appendix A.1.III. Using Bayes' law, the posterior $p(\theta \mid q)=p(q \mid \theta) /[\pi p(q)]$ is then just obtained by inserting $p(q \mid \theta)$ and $p(q)$ from Eqs. (44) and (46), respectively. In Appendix A.1.III we also explicitly calculate the circular moment, which we find to be given by

$$
\begin{align*}
\left\langle\mathrm{e}^{i \theta}\right\rangle & =\frac{1}{M} \sum_{n=-\infty}^{\infty} I_{2 n+1}(2 \sqrt{2} q \alpha) I_{n}\left(-\alpha^{2}\right)  \tag{47}\\
& +i \frac{2}{M \pi} \sum_{m, n=-\infty}^{\infty} \frac{I_{m}\left(-\alpha^{2}\right) I_{2 n}(2 \sqrt{2} q \alpha)\left(1-4 m^{2}-4 n^{2}\right)}{(2 n-2 m-1)(2 n-2 m+1)(2 n+2 m+1)(2 n+2 m-1)},
\end{align*}
$$

where

$$
\begin{equation*}
M:=\sum_{m=-\infty}^{\infty} I_{2 m}(2 \sqrt{2} q \alpha) I_{m}\left(-\alpha^{2}\right) \tag{48}
\end{equation*}
$$

As we see, already the expression for the estimator $\hat{\theta}(q)=\arctan \left[\Im\left(\left\langle\mathrm{e}^{i \theta}\right\rangle\right) / \mathfrak{R}\left(\left\langle\mathrm{e}^{i \theta}\right\rangle\right)\right]$ for a coherent probe state is sufficiently more complicated than its counterpart in the case of heterodyne measurements [cf. Eq. (36)]. We therefore resort to a numerical evaluation of the variance $V_{\text {post }}(q)=\int_{0}^{\pi} d \theta p(\theta \mid q) \sin ^{2}[\theta-\hat{\theta}(q)]$ and the average variance $\bar{V}_{\text {post }}=\int_{-\infty}^{\infty} d q p(q) V_{\text {post }}(q)$ already for the case of coherent probe states. The results for $\bar{V}_{\text {post }}$ as a function of $n=\alpha^{2}$ are shown in Fig. 5, together with the corresponding average variance for squeezed probe states, which we will briefly discuss next.

## IV.B.2. Displaced squeezed states $\mathcal{E}^{6}$ homodyne detection

In the present section, we consider a squeezed and displaced probe state, $\hat{D}(\alpha) \hat{S}\left(r \mathrm{e}^{i \varphi}\right)|0\rangle$ for $\alpha \geq 0$ and $\varphi \in[0,2 \pi)$. While the optimal squeezing angle for heterodyne measurements is $\varphi=\pi$, the optimal $\varphi$ for homodyne measurements depends on the phase $\theta$.

Since the homodyne measurement informs us of the value of the quadrature $\hat{q}$, the squeezing direction of the probe state is optimal, when the rotated probe state $\hat{R}(\theta) \hat{D}(\alpha) \hat{S}\left(r \mathrm{e}^{i \varphi}\right)|0\rangle=\hat{R}(\theta) \hat{D}(\alpha) \hat{R}(\varphi / 2) \hat{S}(r)|0\rangle$ is squeezed along the $\hat{q}$-quadrature such that its Wigner function is elongated along the $\hat{p}$-quadrature. Thus, for any fixed $\theta$, the optimal squeezing angle satisfies $\theta+\frac{\varphi}{2}=m \pi$ for $m \in \mathbb{Z}$, i.e. $\varphi=2(m \pi-\theta)$. However, since we consider a flat prior and there is hence no initial information on $\theta$ available, we leave the squeezing angle as a variable for the following calculations.

For the homodyne measurement, the likelihood to obtain outcome $q$ given the phase $\theta$ can again be obtained by integrating the Wigner function from Eq. (10) over the $\hat{p}$-quadrature as in Eq. (44). To this end, we note that the vector of first moments is again $\overline{\mathbf{x}}=\sqrt{2} \alpha(\cos \theta,-\sin \theta)^{T}$, while the covariance matrix is given by Eq. (14) but with $\varphi \rightarrow \varphi+2 \theta$. Accordingly, we find the likelihood

$$
\begin{align*}
p(q \mid \theta) & \left.=\left|\langle q| \hat{R}(\theta) \hat{D}(\alpha) \hat{S}\left(r \mathrm{e}^{i \varphi}\right)\right| 0\right\rangle\left.\right|^{2} \\
& =\frac{\exp \left[-\frac{(x-\sqrt{2} \alpha \cos \theta)^{2}}{\Gamma_{q q}(r, \varphi+2 \theta)}\right]}{\sqrt{\pi \Gamma_{q q}(r, \varphi+2 \theta)}}, \tag{49}
\end{align*}
$$

where $\Gamma_{q q}(r, \varphi)=\cosh (2 r)-\cos (\varphi) \sinh (2 r)$. The (unconditional) probability $p(q)$ to obtain $q$ is $p(q)=$ $\int_{0}^{\pi} d \theta p(\theta) p(q \mid \theta)$. However, as anticipated from the already complicated form of $p(q)$ for purely displaced probe states, the integration of $p(q)$ from Eq. (49) turns out to be a formidable obstacle and we have not found a closed analytical expression for it. From this point onward, we hence proceed by numerically evaluating $p(q)$, the posterior $p(\theta \mid q)$, the estimator, the variance, and the average variance for different displacement strengths $(r)$ and angles $(\varphi)$ as well as for different displacements $\alpha$. In particular, we plot the resulting average variance $\bar{V}_{\text {post }}$ as a function of $|\alpha|^{2}$ and as a function of the average


FIG. 5. Bayesian phase estimation with single-mode Gaussian probes. (a) The average variance $\bar{V}_{\text {post }}$ is shown as a function of $|\alpha|^{2}$, i.e., the energy invested in displacing the probe state. Each curve corresponds to varying values of $\alpha \geq 0$, but fixed squeezing strength $r$ from $r=0$ (blue), over $r=0.5$ (green), to $r=1$ (purple), and fixed squeezing angle $\varphi$, from $\varphi=0$ (solid), over $\varphi=\pi / 2$ (dashed), to $\varphi=\pi$ (dotted). Curves for $\varphi=3 \pi / 2$ are identical to those for $\varphi=\pi / 2$. (b) The average variance $\bar{V}_{\text {post }}$ is shown as a function of the average photon number $n=\alpha^{2}+\sinh ^{2} r$ of the probe state. The colour-coding is the same as in (a), but the lines do not start at $n=0$ because the nonzero values of $r$ give rise to non-zero average energies even for $\alpha=0$. In addition, (b) shows $\bar{V}_{\text {post }}$ for a coherent probe state $(r=0)$ and heterodyne detection from Eq. (38) as a blue dashed-dotted curve.
photon number $n=|\alpha|^{2}+\sinh ^{2} r$ in Figs. 5 (a) and (b), respectively.

We first observe that the average variance for the vacuum state $(\alpha=0=r)$ is $1 / 2$, the same value as for the flat prior. Indeed, any non-zero squeezing appears to improve upon this probe state. However, for increasing displacements, squeezing seems to have a detrimental effect compared to purely displaced states with the same $\alpha$ as seen in Fig. 5 (a), where the average variance of purely displaced states is the smallest except in a regime of small $\alpha$. When comparing probe states at fixed average energy, it becomes even more clear that squeezing of the probe states in combination with homodyne detection results
in strictly worse performance relative to purely displaced probe states. Moreover, a comparison with the combination of coherent probe states and heterodyne detection suggests that coherent probe states and homodyne detection outperform any strategy for Bayesian phase estimation (with flat priors) using Gaussian states and heterodyne detection. However, we note that homodyne detection does not allow us to distinguish between phases shifted by $\pi$. If one wishes to explore the full range from $[-\pi, \pi)$, heterodyne detection should be chosen instead.

## V. SQUEEZING ESTIMATION

In this section we present a Bayesian estimation strategy for estimating the squeezing strength $r$ of a squeezing operation $\hat{S}(\xi)$, where $\xi=r \mathrm{e}^{i \varphi}$, as defined in Eq. (12). The squeezing angle $\varphi$ is assumed to be known. We make this simplifying assumption here, since the investigation of the Bayesian estimation of the single parameter $r$ alone is already computationally demanding, which would only be exacerbated by considering a two-parameter estimation problem.

Optimal covariant measurement strategies for variants of this estimation problem have been presented in [71, 72]. However, the corresponding optimal POVMs may be sufficiently more difficult to realize practically than the Gaussian measurements we consider here. Moreover, we will focus on investigating the performance of different probe states using solely homodyne detection. This is motivated by the findings of the previous sections, namely, that Gaussian strategies for Bayesian singleparameter estimation based on homodyne detection typically outperform those based on heterodyne detection. As we have previously mentioned, this may be a consequence of the intrinsic uncertainties of the coherent states corresponding to the outcomes of the heterodyne measurement. This intuition is also backed up by similar observations made in [6, 72], as well as tentative numerical comparisons we have made. The aim of this section is hence to identify practically realizable strategies for estimating the squeezing strength based on single-mode Gaussian states and homodyne detection. Nevertheless, we should mention here that heterodyne detection should not be disregarded entirely, since there may be scenarios, such as the simultaneous estimation of squeezing strength and angle, where such a strategy could prove to be advantageous.

In the remainder of this section, we consider a general pure Gaussian probe state $\hat{D}(\alpha) \hat{S}(\chi)|0\rangle$, where we write the complex variables $\alpha=\alpha_{\mathrm{R}}+i \alpha_{\mathrm{I}}$ for $\alpha_{\mathrm{R}}, \alpha_{\mathrm{I}} \in \mathbb{R}$ and $\chi=s \mathrm{e}^{i \psi}$, with vector of first moments $\overline{\mathbf{x}}$ and covariance matrix $\sigma$. The squeezing transformation that is to be estimated can be represented by a symplectic matrix $M$,

$$
M=\left(\begin{array}{cc}
\cosh r-\cos \varphi \sinh r & \sin \varphi \sinh r  \tag{50}\\
\sin \varphi \sinh r & \cosh r+\cos \varphi \sinh r
\end{array}\right)
$$

such that the moments of the Wigner function change
according to $\overline{\mathbf{x}} \mapsto M \overline{\mathbf{x}}$ and $\sigma \mapsto M \sigma M^{T}$ under this transformation. Since we assume the direction of the unknown squeezing to be known, we may choose our reference frame accordingly and set $\varphi=0$ and $r \in \mathbb{R}$ without loss of generality.

Although homodyne detection is not a covariant measurement (cf. definition in Sec. III), it is still a Gaussian measurement (cf. definition in Sec. II.B.2). Consequently, the likelihood $p(q \mid r)$ is a Gaussian distribution given by

$$
\begin{align*}
p(q \mid r) & =|\langle q| \hat{S}(r)| \alpha, \chi\rangle\left.\right|^{2} \\
& =\frac{\exp \left(\frac{-\mathrm{e}^{2 r}\left(\sqrt{2} \alpha_{\mathrm{R}} \mathrm{e}^{-r}-q\right)^{2}}{\cosh 2 s-\cos \psi \sinh 2 s}\right)}{\mathrm{e}^{-r} \sqrt{\pi(\cosh 2 s-\cos \psi \sinh 2 s)}} . \tag{51}
\end{align*}
$$

The parameter we wish to estimate is not the mean of the likelihood, but is encoded in both the variance and the mean of $p(q \mid r)$. This makes an analytical treatment of this problem extremely difficult, especially since the function $\exp (\exp (r))$ is known to have a nonelementary antiderivative.

## V.A. Vacuum probe state

In the present scenario, the only case where the likelihood of Eq. (51) permits an analytical treatment is the vacuum probe state, i.e., when $\alpha=0$ and $\chi=0$, where the likelihood becomes

$$
\begin{equation*}
p(q \mid \delta)=\frac{\exp \left(-\frac{q^{2}}{2 \delta^{2}}\right)}{\delta \sqrt{2 \pi}} \tag{52}
\end{equation*}
$$

with $\delta:=\mathrm{e}^{-r} / \sqrt{2}$. This allows us to use the theory of conjugate priors (see Sec. II.A.1). For normal distributions with unknown standard deviation $\delta$, the conjugate priors are gamma distributions. However, since this special case does not provide a promising strategy for the problem at hand, we omit the calculation here and refer the interested reader to Appendix A.2.

Instead of analysing this scenario further, we argue that the vacuum state and even the whole class of squeezed vacuum states perform rather poorly as probes. For probes of this kind the vector of first moments remains unchanged by the transformation and so the parameter has to be estimated solely by the change of the covariance matrix. The most likely measurement outcomes close to the origin are therefore generally very inconclusive. This reasoning is backed up by tentative numerical explorations, suggesting poor performance for any squeezed vacuum states. Since this strategy does not appear to perform reasonably well, we explore the class of coherent probe states instead in the next section, before considering more general single-mode probe states in Sec. V.C.


FIG. 6. Coherent probe states for squeezing estimation. The figure shows cross sections of the Wigner functions of coherent probe states with displacements $\alpha=5$ (blue), $\alpha=5 \mathrm{e}^{i \pi / 4}$ (orange) and $\alpha=5 \mathrm{e}^{i \pi / 2}$ (green) after the encoding (squeezing) with strength $r=(-1,-0.7,-0.4,-0.1,0.1,0.4,0.7,1)$ has been applied. The axes show the phase space coordinates $q$ and $p$. While the shape of the Wigner function can be seen to change with varying squeezing strengths, the mean values $\langle\hat{q}\rangle$ and $\langle\hat{p}\rangle$ can be seen to move along hyperbolic trajectories (grey lines).

## V.B. Coherent probe states

For coherent probe states, the parameter $r$ is encoded both in the mean and the variance of the likelihood, see Eq. (51). This makes the estimation more efficient, as probes encoded with different values of the parameter become more distinguishable.

Under the influence of a squeezing transformation with unknown strength the mean of our probe state moves along hyperbolic trajectories in phase space, as illustrated in Fig. 6. To simplify our analysis, we pick a trajectory corresponding to a straight line for our estimation. All states with purely real or imaginary displacement lie on such a trajectory (e.g., the states whose Wigner functions are shown in blue and green in Fig. 6) and without loss of generality we assume a positive (real) displacement in $\hat{q}$ together with a homodyne detection in $\hat{q}$. Now the distinguishability of the states with respect to a measurement in $\hat{q}$ is maximal, since the measurement direction is always parallel to the change of the probes mean, ensuring a globally stable measurement procedure. This would not hold for the other hyperbolic trajectories, where the optimal direction of the homodyning (tangential to the curve) would depend on the location on the curve, i.e., the unknown squeezing strength.

With these justified simplifications, our scenario now only has one degree of freedom in the probe preparation, i.e., the displacing amplitude, and none in the measure-


FIG. 7. Ratio between posterior and prior variance for squeezing-strength estimation with coherent probe. The plot shows the quotient of the average variance of the posterior and the variance of the prior plotted against the displacement of the probe state. Different lines show different prior variances. The rate at which we acquire knowledge about the squeezing parameter $r$ decreases for increasing knowledge of that parameter. The prior is a normal distribution with mean $r_{0}=1$ and variance $\sigma_{0}^{2}$.
ment basis.
In Fig. 7 we show numerical results, indicating already a remarkably good performance of this estimation strategy.

## V.C. Displaced-squeezed probe states

To improve our method further, we reduce the uncertainty in the $\hat{q}$-quadrature direction in a similar fashion as in Sec. III for displacement estimation, i.e., we reduce the uncertainty of the probe in the direction we are interested in by squeezing it beforehand. Fig. 8 (a) illustrates this in phase space. Fig. 8 (b) shows how the performance of the estimation is improved by increasing the initial squeezing of the probe and compares the results to the Van Trees bound of Eq. (9). There, the prior is taken to be a normal distribution with variance $\sigma_{0}^{2}=1$, such that $I[p(r)]=1$, and the QFI is optimized over all single-mode Gaussian states with fixed average photon number $n$, which yields $\mathcal{I}[\rho(\theta)]=2(2 n+1)^{2}$, see $[6$, Eqs. (16) and (18)]. This inequality gives a lower bound on the average posterior variance, but it is unclear if there exists strategies that can saturate it. In Fig. 8 (c), the use of squeezing and displacement in the preparation of the probe are directly compared, and the optimal combinations of these two operations for mean photon number are identified.

Although homodyne detection is not the optimal (maximising the FI) POVM for squeezing estimation in the local/frequentist regime, our analysis provides efficient estimation strategies using only elementary quantum optics methods. In particular, these strategies rely only


FIG. 8. Initial squeezing and displacement improve the estimation of the squeezing strength $r$. (a) shows this behaviour in phase space: two differently squeezed probe states (left side) are transformed with an unknown squeezing transformation. For slightly different squeezing strengths ( $r=$ $-0.9,-1.0,-1.1)$ the unsqueezed probe state ( $s=0$, blue) overlaps for the different cases, thus making it hard to estimate the parameter exactly. The initially squeezed probe state $(s=1$, orange) is still clearly distinguishable after the different transformations. (b) shows the average variance of the posterior $\bar{V}_{\text {post }}$ as a function of the average photon number $n$ for the two states from (a) and for two more probes with $s=0.5$ (green) and $s=1.5$ (red). The dashed, black line shows $V_{\text {post }}$ achieved with the optimal single-mode Gaussian states at fixed $n$. The solid, black line shows the lower bound given by the Van Trees inequality (see Sec. V.C). (c) shows $\bar{V}_{\text {post }}$ for different values of the squeezing $s$ and displacement $\alpha$ of the probe state. The black curves represent lines of constant photon number $\left[n=|\alpha|^{2}+\sinh ^{2}(s)\right]$, whereas the dashed, black line minimises the average variance for fixed $n$. The four curves from (b) are shown in the same color-coding. The prior used in both (b) and (c) is a normal distribution with mean $r_{0}=-0.5$ and variance $\sigma_{0}^{2}=1$.
on single-mode Gaussian states and homodyne detection, allowing a comparably straightforward experimental implementation.

## VI. DISCUSSION \& CONCLUSION

In this paper, we have aimed to provide a comprehensive investigation of Bayesian parameter estimation with single-mode Gaussian states and suitable Gaussian measurements. Notably, the Bayesian approach allows us to study regimes of uncertainty for the estimated parameter (e.g., flat priors, single measurements), where local estimation is not justified. Our focus has not been on finding optimal states and measurements maximising the quantum Fisher information. Instead, we have focused on discovering what can be achieved with practically easily realizable techniques: single-mode Gaussian states combined with heterodyne and homodyne detection. Besides the relevance for experimental implementations, this investigation of single-mode Gaussian states within the theory of Bayesian estimation also creates an important reference point for future explorations of more complicated probe states and measurements. Within this setting, we have investigated three paradigmatic cases of CV quantum metrology: the estimation of displacements, phase rotations, and single-mode squeezing strengths. For the Bayesian estimation of displacements, we provide a fully analytic treatment for Gaussian priors, and for arbitrary single-mode states combined with heterodyne or homodyne detection. For the estimation of a single phasespace coordinate we prove the optimality of the presented strategy. This optimal strategy entails investing all available energy into squeezing the probe state in the direction of the displacement and a homodyne measurement in the same direction.

For Bayesian phase estimation, many standard techniques from Bayesian parameter estimation have to be adapted to circular statistics. This makes it challenging to explore this scenario analytically, and we therefore focus on the case of flat priors (i.e., no initial information about the phase) as a polar opposite to the well-studied problem of local phase estimation. We provide closed expressions for the average variance achieved for coherent probe states and heterodyne detection. For all other scenarios we rely on numerical calculations, which show that homodyne detection generally outperforms heterodyne detection when restricting the phase to the interval $[0, \pi]$. In this case, it is best to invest all available energy
into displacing the probe.
Finally we consider the estimation of an unknown squeezing strength. Almost all calculations here have to be done numerically. For this we make a series of well justified assumptions and restrict the large parameter space to a small subset, i.e., the displacement and squeezing of the probe state. Our analysis suggests that the best strategy in this case is to split the energy of the probe state amongst squeezing and displacement, and to perform homodyne measurements.

We envisage the results presented here as a first step in the exploration of Gaussian probe states and measurements in the framework of Bayesian parameter estimation. A number of interesting questions regarding optimality, as well as adaptive multi-round schemes come to mind. This could include the adaptive estimation of both coordinates of the complex displacement parameter with homodyne detection alternating in the measurement quadrature as well as adaptive schemes for phase estimation with more general prior functions. Also an extension to multi-mode Gaussian states [11] and the estimation of multiple parameters [73] seem fruitful directions for further investigations. Although these problems are thus left open for future research, the present work represents an important connection to the respective local estimation problems in that it provides practical strategies for drastically reducing the uncertainty about the estimated parameter. Once this has been achieved, one may employ suitable (e.g., asymptotically optimal) local estimation strategies.
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## APPENDIX

## A.1. Phase estimation with heterodyne measurement

In this section, we provide additional details on the calculations for phase estimation using heterodyne detection discussed in Sec. IV.A of the main text.

## A.1.I. Coherent probe states $\mathcal{E}$ heterodyne measurements

We begin with the estimator for coherent probe states $|\alpha\rangle$ with $\alpha \in \mathbb{R}$ and $\alpha>0$. In this case, the posterior given outcome $\beta$, is given by

$$
\begin{equation*}
p(\theta \mid \beta)=\frac{p(\theta) p(\beta \mid \theta)}{p(\beta)}=\frac{\mathrm{e}^{2 \alpha|\beta| \cos \left(\theta-\phi_{\beta}\right)}}{2 \pi I_{0}(2 \alpha|\beta|)} . \tag{A.1}
\end{equation*}
$$

For evaluating the estimator $\hat{\theta}(\beta)=\arg \left\langle\mathrm{e}^{i \theta}\right\rangle_{p(\theta \mid \beta)}$, we then note that

$$
\begin{equation*}
\int_{-\pi}^{\pi} d \theta \mathrm{e}^{2 \alpha|\beta| \cos \left(\theta-\phi_{\beta}\right)} \sin \left(\theta-\phi_{\beta}\right)=0, \tag{A.2}
\end{equation*}
$$

which implies that

$$
\begin{align*}
& \int_{-\pi}^{\pi} d \theta p(\theta \mid \beta) \sin \left(\theta-\phi_{\beta}\right)=  \tag{A.3}\\
& \quad=\int_{-\pi}^{\pi} d \theta p(\theta \mid \beta)\left[\sin \theta \cos \phi_{\beta}-\cos \theta \sin \phi_{\beta}\right]=0 .
\end{align*}
$$

Consequently, we have

$$
\begin{equation*}
\tan \phi_{\beta}=\frac{\sin \phi_{\beta}}{\cos \phi_{\beta}}=\frac{\int d \theta p(\theta \mid \beta) \sin \theta}{\int d \theta p(\theta \mid \beta) \cos \theta}=\frac{\mathfrak{I}\left(\left\langle\mathrm{e}^{i \theta}\right\rangle\right)}{\mathfrak{R}\left(\left\langle\mathrm{e}^{i \theta}\right\rangle\right)}, \tag{A.4}
\end{equation*}
$$

such that our estimator is simply the phase of the outcome $\beta$, i.e.,

$$
\begin{equation*}
\hat{\theta}(\beta)=\arg \left\langle\mathrm{e}^{i \theta}\right\rangle_{p(\theta \mid \beta)}=\phi_{\beta} . \tag{A.5}
\end{equation*}
$$

For the average variance of the posterior, we have to evaluate an integral over all values of $\beta \in \mathbb{C}$, which can easily be done in polar coordinates, i.e., $\beta=|\beta| \mathrm{e}^{-i \phi_{\beta}}$ such that $\int d^{2} \beta=\int_{0}^{\infty} d|\beta||\beta| \int_{-\pi}^{\pi} d \phi_{\beta}$. With this, we can insert from Eqs. (34) and (37), and calculate

$$
\begin{align*}
\bar{V}_{\text {post }} & =\int d^{2} \beta p(\beta) V_{\text {post }}(\beta)  \tag{A.6}\\
& =\frac{\mathrm{e}^{-\alpha^{2}}}{2 \pi \Gamma(2)} \int_{0}^{\infty} d|\beta| \int_{-\pi}^{\pi} d \phi_{\beta}|\beta| \mathrm{e}^{-|\beta|^{2}}{ }_{0} F_{1}\left(2 ; \alpha^{2}|\beta|^{2}\right) \\
& =\frac{\mathrm{e}^{-\alpha^{2}}}{\Gamma(2)} \int_{0}^{\infty} d|\beta||\beta| \mathrm{e}^{-|\beta|^{2}}{ }_{0} F_{1}\left(2 ; \alpha^{2}|\beta|^{2}\right)=\frac{1-\mathrm{e}^{-|\alpha|^{2}}}{2|\alpha|^{2}},
\end{align*}
$$

which yields the result as stated in Eq. (38).

## A.1.II. Displaced squeezed probe states $\&$ heterodyne measurements

In this section, we provide additional details on the calculations in Sec. IV.A. 2 of the main text. There, we consider Bayesian phase estimation using displaced squeezed states $\hat{D}(\alpha) \hat{S}(\xi)$, where $\alpha>0$ and $\xi=r \mathrm{e}^{i \varphi}$ with $r \geq 0$ and $\varphi=\pi$, combined with heterodyne detection represented by a POVM $\left\{\frac{1}{\pi}|\beta\rangle\langle\beta|\right\}_{\beta \in \mathbb{C}}$ with elements that are proportional to projectors on coherent states $|\beta\rangle=\hat{D}(\beta)|0\rangle$. In this scenario, the likelihood for obtaining measurement outcome $\beta=|\beta| \mathrm{e}^{-i \phi_{\beta}}$ given that the estimated phase has the value $\theta$, given by Eq. (39) in the main text, can be rewritten as

$$
\begin{align*}
p(\beta \mid \theta)= & \frac{\mathrm{e}^{-\alpha^{2}(1-\tanh r)-|\beta|^{2}}}{\pi \cosh r} \exp \left[2 \alpha|\beta| \cos \left(\theta-\phi_{\beta}\right)\right] \\
& \times \exp \left[|\beta|^{2} \tanh r \cos \left[2\left(\theta-\phi_{\beta}\right)\right]\right] \\
& \times \exp \left[-2 \alpha|\beta| \tanh r \cos \left(\theta-\phi_{\beta}\right)\right] . \tag{A.7}
\end{align*}
$$

We can then use the Jacobi-Anger expansion in terms of the modified Bessel functions of the first kind, i.e.,

$$
\begin{equation*}
\mathrm{e}^{x \cos \theta}=\sum_{n=-\infty}^{\infty} I_{n}(x) \mathrm{e}^{i n \theta}, \tag{A.8}
\end{equation*}
$$

and write the unconditional probability $p(\beta)$ as

$$
\begin{align*}
p(\beta)= & \frac{1}{2 \pi} \int_{-\pi}^{\pi} d \theta p(\beta \mid \theta)=\sum_{\substack{n, m_{1}, m_{2} \\
=-\infty}}^{\infty} \int_{-\pi}^{\pi} d \theta \mathrm{e}^{i\left(n+2 m_{1}+m_{2}\right)\left(\theta-\phi_{\beta}\right)} \\
& \times \frac{\mathrm{e}^{-\alpha^{2}(1-\tanh r)-|\beta|^{2}}}{2 \pi^{2} \cosh r} \mathrm{e}^{i\left(n+m_{1}+m_{2}\right) \pi} I_{n}(-2 \alpha|\beta|) \\
& \times I_{m_{1}}\left(-|\beta|^{2} \tanh r\right) I_{m_{2}}(2 \alpha|\beta| \tanh r) . \tag{A.9}
\end{align*}
$$

We then make use of the identity

$$
\int_{-\pi}^{\pi} d \theta \mathrm{e}^{i\left(n+2 m_{1}+m_{2}\right)\left(\theta-\phi_{\beta}\right)}=\left\{\begin{array}{ll}
2 \pi & \text { if } n=-2 m_{1}-m_{2}  \tag{A.10}\\
0 & \text { otherwise }
\end{array},\right.
$$

such that we obtain

$$
\begin{align*}
p(\beta)= & \frac{\mathrm{e}^{-\alpha^{2}(1-\tanh r)-|\beta|^{2}}}{\pi \cosh r} \sum_{\substack{m_{1}, m_{2} \\
=-\infty}}^{\infty} \mathrm{e}^{-i m_{1} \pi} I_{-2 m_{1}-m_{2}}(-2 \alpha|\beta|) \\
& \times I_{m_{1}}\left(-|\beta|^{2} \tanh r\right) I_{m_{2}}(2 \alpha|\beta| \tanh r) . \tag{A.11}
\end{align*}
$$

By setting $\mathrm{e}^{-i m_{1} \pi}=(-1)^{m_{1}}$, we thus obtain the expression for the unconditional probability $p(\beta)$ from Eq. (41) of the main text. Using Bayes' law, the posterior is obtained as $p(\theta \mid \beta)=p(\beta \mid \theta) /[2 \pi p(\beta)]$.

To evaluate the estimator $\hat{\theta}(\beta)=\arg \left\langle\mathrm{e}^{i \theta}\right\rangle_{p(\theta \mid \beta)}$, we pro-
ceed in a similar way as above. We first calculate

$$
\begin{align*}
& \left\langle\mathrm{e}^{i \theta}\right\rangle=\int_{-\pi}^{\pi} d \theta p(\theta \mid \beta) \mathrm{e}^{i \theta}=\frac{1}{2 \pi K} \sum_{n_{1}, n_{2}, n_{3}=-\infty}^{\infty} \mathrm{e}^{i\left(n_{1}+n_{2}+n_{3}\right) \pi} \\
& \times I_{n_{1}}(-2 \alpha|\beta|) I_{n_{2}}\left(-|\beta|^{2} \tanh r\right) I_{n_{3}}(2 \alpha|\beta| \tanh r) \\
& \quad \times \int_{-\pi}^{\pi} d \theta \mathrm{e}^{i \theta} \mathrm{e}^{i\left(n_{1}+2 n_{2}+n_{3}\right)\left(\theta-\phi_{\beta}\right)}, \tag{A.12}
\end{align*}
$$

where

$$
\begin{align*}
K: & =\sum_{m_{1}, m_{2}=-\infty}^{\infty}(-1)^{m_{1}} I_{-2 m_{1}-m_{2}}(-2 \alpha|\beta|) \\
& \times I_{m_{1}}\left(-|\beta|^{2} \tanh r\right) I_{m_{2}}(2 \alpha|\beta| \tanh r) . \tag{A.13}
\end{align*}
$$

Here, we can make use of a similar identity as in Eq. (A.10), i.e.,

$$
\int_{-\pi}^{\pi} d \theta \mathrm{e}^{i \theta} \mathrm{e}^{i\left(n_{1}+2 n_{2}+n_{3}\right)\left(\theta-\phi_{\beta}\right)}= \begin{cases}2 \pi \mathrm{e}^{i \phi_{\beta}} & \text { if } n_{1}=-2 n_{2}-n_{3}-1  \tag{A.14}\\ 0 & \text { otherwise },\end{cases}
$$

such that we obtain

$$
\begin{align*}
\left\langle\mathrm{e}^{i \theta}\right\rangle= & \frac{\mathrm{e}^{i \phi_{\beta}}}{K} \sum_{n_{2}, n_{3}=-\infty}^{\infty}(-1)^{-n_{2}-1} I_{-2 n_{2}-n_{3}-1}(-2 \alpha|\beta|) \\
& \times I_{n_{2}}\left(-|\beta|^{2} \tanh r\right) I_{n_{3}}(2 \alpha|\beta| \tanh r) . \tag{A.15}
\end{align*}
$$

Here, $K \geq 0$, since $K=K(\beta)$ is proportional to the probability distribution $p(\beta)$ and the proportionality factor is non-negative. The remaining sum on the right-hand side of Eq. (A.15) is strictly real-valued, which can be seen by noting that $I_{n}(x)$ is real when both the order $n$ and argument $x$ are real. However, the sum over modified Bessel functions may take positive and negative values.

If the sum is positive, the estimator corresponds to the phase of the outcome, $\hat{\theta}(\beta)=\arg \left\langle\mathrm{e}^{i \theta}\right\rangle_{p(\theta \mid \beta)}=\phi_{\beta}$, whereas the estimate is shifted by $\pi$ [i.e., $\hat{\theta}(\beta)=\phi_{\beta}+\pi$ ] if the sum is negative. As seen below (particularly, Eq. (A.17)), the distinction between these two cases does not affect the variance of the posterior, because the deviation function $\sin ^{2}[\theta-\hat{\theta}(\beta)]$ is invariant under shift by $\pi$. For the variance of the posterior, we take the average of $\sin ^{2}[\theta-\hat{\theta}(\beta)]$, and find

$$
\begin{aligned}
V_{\text {post }}(\beta)= & \int_{-\pi}^{\pi} d \theta p(\theta \mid \beta) \sin ^{2}(\theta-\hat{\theta}(\beta)) \\
= & \frac{1}{2 \pi K_{n_{1}}} \sum_{\substack{n 2, n_{3} \\
=-\infty}}^{\infty} I_{n_{1}}(-2 \alpha|\beta|) I_{n_{2}}\left(-|\beta|^{2} \tanh r\right) \\
& \quad \times I_{n_{3}}(2 \alpha|\beta| \tanh r) \mathrm{e}^{i\left(n_{1}+n_{2}+n_{3}\right) \pi} \\
& \times \int_{-\pi}^{\pi} d \theta \mathrm{e}^{i\left(n_{1}+2 n_{2}+n_{3}\right)\left(\theta-\phi_{\beta}\right)} \sin ^{2}[\theta-\hat{\theta}(\beta)] .
\end{aligned}
$$

We can again make use of an identify similar to Eq. (A.10), i.e.,

$$
\begin{align*}
& \int_{-\pi}^{\pi} d \theta \mathrm{e}^{i\left(n_{1}+2 n_{2}+n_{3}\right)\left(\theta-\phi_{\beta}\right)} \sin ^{2}[\theta-\hat{\theta}(\beta)] \\
& = \begin{cases}\pi & \text { if } n_{1}=-2 n_{2}-n_{3} \\
-\frac{\pi}{2} & \text { if } n_{1}=-2 n_{2}-n_{3} \pm 2 \\
0 & \text { otherwise }\end{cases} \tag{A.17}
\end{align*}
$$

such that we obtain

$$
\begin{align*}
V_{\text {post }}(\beta)= & \frac{1}{2 K} \sum_{n_{1}, n_{2}, n_{3}=-\infty}^{\infty}(-1)^{n_{1}+n_{2}+n_{3}} I_{n_{1}}(-2 \alpha|\beta|) \\
& \times I_{n_{2}}\left(-|\beta|^{2} \tanh r\right) I_{n_{3}}(2 \alpha|\beta| \tanh r) \\
& \times\left(\delta_{n_{1},-2 n_{2}-n_{3}+2} \frac{-1}{2}+\delta_{n_{1},-2 n_{2}-n_{3}}\right. \\
& \left.+\delta_{n_{1},-2 n_{2}-n_{3}-2} \frac{-1}{2}\right) . \tag{A.18}
\end{align*}
$$

To obtain the average variance of the posterior, we switch to polar coordinates, $\beta=|\beta| \mathrm{e}^{-i \phi_{\beta}}$, such that

$$
\begin{align*}
\bar{V}_{\text {post }}= & \int d^{2} \beta p(\beta) V_{\text {post }}(\beta)=\int_{0}^{\infty} d|\beta| \int_{-\pi}^{\pi} d \phi_{\beta} \frac{\mathrm{e}^{-\alpha^{2}(1-\tanh r)}}{2 \pi \cosh r} \\
\times & \sum_{\substack{n_{2}, n_{3} \\
=-\infty}}^{\infty}|\beta| \mathrm{e}^{-|\beta|^{2}} I_{n_{2}}\left(-|\beta|^{2} \tanh r\right) I_{n_{3}}(2 \alpha|\beta| \tanh r) \\
\times & \frac{1}{2}(-1)^{n_{2}}\left[2 I_{-2 n_{2}-n_{3}}(-2 \alpha|\beta|)-I_{2-2 n_{2}-n_{3}}(-2 \alpha|\beta|)\right. \\
& \left.\quad-I_{-2-2 n_{2}-n_{3}}(-2 \alpha|\beta|)\right] \\
= & \frac{\mathrm{e}^{-\alpha^{2}(1-\tanh r)}}{\cosh r} \sum_{\substack{n_{2}, n_{3} \\
=-\infty}}^{\infty} \int_{0}^{\infty} d|\beta||\beta| \mathrm{e}^{-|\beta|^{2}} I_{n_{2}}\left(-|\beta|^{2} \tanh r\right) \\
& \times I_{n_{3}}(2 \alpha|\beta| \tanh r) \frac{1}{2}(-1)^{n_{2}}\left[2 I_{-2 n_{2}-n_{3}}(-2 \alpha|\beta|)\right. \\
& \left.-I_{2-2 n_{2}-n_{3}}(-2 \alpha|\beta|)-I_{-2-2 n_{2}-n_{3}}(-2 \alpha|\beta|)\right], \tag{A.19}
\end{align*}
$$

which coincides with the expression in Eq. (43). We have not found an analytical expression for the above integral so far, but we have evaluated the integral numerically.

## A.1.III. Coherent probe states $\mathcal{Z}$ homodyne measurements

Here, we provide additional details on the calculations in Sec. IV.B. 1 of the main text. There, we consider Bayesian phase estimation with coherent probe states $\hat{D}(\alpha)|0\rangle=|\alpha\rangle$, where $\alpha>0$, combined with homodyne detection represented by a POVM $\{|q\rangle\langle q|\}_{\beta \in \mathbb{R}}$. In this scenario, the likelihood for measurement outcome $q$ given the phase $\theta$ is provided by Eq. (45) in the main text, which can be rewritten as

$$
\begin{equation*}
p(q \mid \theta)=\frac{1}{\pi \sqrt{\pi}} \mathrm{e}^{-q^{2}-\alpha^{2}} \int_{0}^{\pi} d \theta \mathrm{e}^{2 \sqrt{2} q \alpha \cos \theta} \mathrm{e}^{-\alpha^{2} \cos (2 \theta)} \tag{A.20}
\end{equation*}
$$

We express the Jacobi-Anger expansion Eq. (A.8) in a real representation as

$$
\begin{equation*}
\mathrm{e}^{x \cos \theta}=I_{0}(x)+2 \sum_{n=1}^{\infty} I_{n}(x) \cos (n \theta) \tag{A.21}
\end{equation*}
$$

since $I_{n}(x)=I_{-n}(x)$. Noticing that the range of $\theta$ is [ $0, \pi$ ], the (unconditional) probability to obtain outcome $q$ is given by

$$
\begin{align*}
p(q)= & \frac{1}{\pi} \int_{0}^{\pi} d \theta p(q \mid \theta)=\frac{\mathrm{e}^{-q^{2}-\alpha^{2}}}{\pi \sqrt{\pi}} \int_{0}^{\pi} d \theta\left[I_{0}(2 \sqrt{2} q \alpha) I_{0}\left(-\alpha^{2}\right)\right. \\
& +2 I_{0}\left(-\alpha^{2}\right) \sum_{n=1}^{\infty} I_{n}(2 \sqrt{2} q \alpha) \cos (n \theta)  \tag{A.22}\\
& +2 I_{0}(2 \sqrt{2} q \alpha) \sum_{m=1}^{\infty} I_{m}\left(-\alpha^{2}\right) \cos (2 m \theta) \\
& \left.+4 \sum_{m, n=1}^{\infty} I_{m}\left(-\alpha^{2}\right) I_{n}(2 \sqrt{2} q \alpha) \cos (n \theta) \cos (2 m \theta)\right] .
\end{align*}
$$

We then use the identities $\int_{0}^{\pi} d \theta \cos (n \theta)=0 \forall n \geq 1$ and

$$
\int_{0}^{\pi} d \theta \cos (n \theta) \cos (2 m \theta)= \begin{cases}\frac{\pi}{2} & \text { if } n=2 m  \tag{A.23}\\ 0 & \text { otherwise }\end{cases}
$$

With this, we obtain

$$
\begin{align*}
p(q) & =\frac{1}{\pi} \int_{0}^{\pi} d \theta p(q \mid \theta)=\frac{\mathrm{e}^{-q^{2}-\alpha^{2}}}{\sqrt{\pi}}\left[I_{0}(2 \sqrt{2} q \alpha) I_{0}\left(-\alpha^{2}\right)\right. \\
& \left.+2 \sum_{m=1}^{\infty} I_{2 m}(2 \sqrt{2} q \alpha) I_{m}\left(-\alpha^{2}\right)\right]=\frac{\mathrm{e}^{-q^{2}-\alpha^{2}}}{\sqrt{\pi}} M \tag{A.24}
\end{align*}
$$

where

$$
\begin{equation*}
M:=\sum_{m=-\infty}^{\infty} I_{2 m}(2 \sqrt{2} q \alpha) I_{m}\left(-\alpha^{2}\right) \tag{A.25}
\end{equation*}
$$

The posterior $p(\theta \mid q)$ is then obtained as $p(q \mid \theta) /[\pi p(q)]$.
To determine the estimator $\hat{\theta}(q)=\arg \left\langle\mathrm{e}^{i \theta}\right\rangle_{p(\theta \mid q)}$, we calculate $\left\langle\mathrm{e}^{i \theta}\right\rangle_{p(\theta \mid q)}$, i.e.,

$$
\begin{align*}
\left\langle\mathrm{e}^{i \theta}\right\rangle= & \int_{0}^{\pi} d \theta p(\theta \mid q) \mathrm{e}^{i \theta}=\frac{1}{M} \frac{1}{\pi} \int_{0}^{\pi} d \theta\left[I_{0}(2 \sqrt{2} q \alpha) I_{0}\left(-\alpha^{2}\right) \mathrm{e}^{i \theta}\right. \\
& +2 I_{0}\left(-\alpha^{2}\right) \sum_{n=1}^{\infty} I_{n}(2 \sqrt{2} q \alpha) \cos (n \theta) \mathrm{e}^{i \theta} \quad(\mathrm{~A} .26)  \tag{A.26}\\
& +2 I_{0}(2 \sqrt{2} q \alpha) \sum_{m=1}^{\infty} I_{m}\left(-\alpha^{2}\right) \cos (2 m \theta) \mathrm{e}^{i \theta} \\
& \left.+4 \sum_{m, n=1}^{\infty} I_{n}(2 \sqrt{2} q \alpha) I_{m}\left(-\alpha^{2}\right) \cos (n \theta) \cos (2 m \theta) \mathrm{e}^{i \theta}\right]
\end{align*}
$$

We then use the identities $\int_{0}^{\pi} d \theta \mathrm{e}^{i \theta}=2 i$,

$$
\int_{0}^{\pi} d \theta \cos (n \theta) \mathrm{e}^{i \theta}= \begin{cases}\pi / 2 & \text { if } n=1  \tag{A.27}\\ \frac{i\left(1+(-1)^{n}\right)}{1-n^{2}} & \text { if } n \geq 2 \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\begin{align*}
& \int_{0}^{\pi} d \theta \cos (n \theta) \cos (2 m \theta) \mathrm{e}^{i \theta}  \tag{A.28}\\
& = \begin{cases}\frac{\pi}{4} & \text { if } n=2 m \pm 1 \\
\frac{i\left(1+(-1)^{n}\right)\left(1-4 m^{2}-n^{2}\right)}{(n-2 m-1)(n-2 m+1)(n+2 m+1)(n+2 m-1)} & \text { otherwise } .\end{cases}
\end{align*}
$$

With this, we obtain

$$
\begin{align*}
& \left\langle\mathrm{e}^{i \theta}\right\rangle=\frac{1}{\pi M}\left\{2 i I_{0}(2 \sqrt{2} q \alpha)\left[I_{0}\left(-\alpha^{2}\right)+\sum_{m=1}^{\infty} I_{m}\left(-\alpha^{2}\right) \frac{2}{1-4 m^{2}}\right]\right. \\
& +2 I_{0}\left(-\alpha^{2}\right)\left[\frac{\pi}{2} I_{1}(2 \sqrt{2} q \alpha)+\sum_{n=2}^{\infty} I_{n}(2 \sqrt{2} q \alpha) \frac{i\left(1+(-1)^{n}\right)}{1-n^{2}}\right] \\
& +4 \sum_{m=1}^{\infty} I_{m}\left(-\alpha^{2}\right)\left[\frac{\pi}{4} I_{2 m-1}(2 \sqrt{2} q \alpha)+\frac{\pi}{4} I_{2 m+1}(2 \sqrt{2} q \alpha)\right. \\
& \left.\left.+\sum_{\substack{n=1 \\
n \neq 2 m \pm 1}}^{\infty} I_{n}(2 \sqrt{2} q \alpha) \frac{i\left(1+(-1)^{n}\right)\left(1-4 m^{2}-n^{2}\right)}{(n-2 m-1)(n-2 m+1)(n+2 m+1)(n+2 m-1)}\right]\right\} \\
& =\frac{i}{\pi M}\left\{\sum_{n=1}^{\infty} \frac{4}{1-4 n^{2}}\left[I_{0}\left(-\alpha^{2}\right) I_{2 n}(2 \sqrt{2} q \alpha)+I_{n}\left(-\alpha^{2}\right) I_{0}(2 \sqrt{2} q \alpha)\right]\right. \\
& +2 I_{0}(2 \sqrt{2} q \alpha) I_{0}\left(-\alpha^{2}\right)+8 \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} I_{2 n}(2 \sqrt{2} q \alpha) I_{m}\left(-\alpha^{2}\right) \\
& \left.\quad \times \frac{1-4 m^{2}-4 n^{2}}{(2 n-2 m-1)(2 n-2 m+1)(2 n+2 m+1)(2 n+2 m-1)}\right\} \\
& +\frac{1}{M}\left\{I_{0}\left(-\alpha^{2}\right) I_{1}(2 \sqrt{2} q \alpha)+\sum_{n=1}^{\infty} I_{n}\left(-\alpha^{2}\right)\left[I_{2 n-1}(2 \sqrt{2} q \alpha)\right.\right. \\
& \left.\left.\quad+I_{2 n+1}(2 \sqrt{2} q \alpha)\right]\right\} . \tag{A.29}
\end{align*}
$$

Finally, we can express the real and imaginary parts of $\left\langle e^{i \theta}\right\rangle$ as

$$
\begin{equation*}
\mathfrak{R}\left[\left\langle\mathrm{e}^{i \theta}\right\rangle\right]=\frac{\sum_{n=-\infty}^{\infty} I_{2 n+1}(2 \sqrt{2} q \alpha) I_{n}\left(-\alpha^{2}\right)}{\sum_{m=-\infty}^{\infty} I_{2 m}(2 \sqrt{2} q \alpha) I_{m}\left(-\alpha^{2}\right)} \tag{A.30}
\end{equation*}
$$

and

$$
\begin{align*}
\Im\left[\left\langle\mathrm{e}^{i \theta}\right\rangle\right]= & \frac{2}{\pi} \frac{\sum_{m, n=-\infty}^{\infty} I_{2 n}(2 \sqrt{2} q \alpha) I_{m}\left(-\alpha^{2}\right)}{\sum_{k=-\infty}^{\infty} I_{2 k}(2 \sqrt{2} q \alpha) I_{k}\left(-\alpha^{2}\right)}  \tag{A.31}\\
& \times \frac{1-4 m^{2}-4 n^{2}}{(2 n-2 m-1)(2 n-2 m+1)(2 n+2 m+1)(2 n+2 m-1)}
\end{align*}
$$

respectively, where we have used the fact that functions $C_{n, m}$ invariant under the exchanges $n \rightarrow-n$ and $m \rightarrow-m$ satisfy

$$
\begin{equation*}
\sum_{n=1}^{\infty} C_{n, m}=\frac{1}{2}\left(\sum_{n=-\infty}^{\infty} C_{n, m}-C_{0, m}\right) \tag{A.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{m, n=1}^{\infty} C_{n, m}=\frac{1}{4}\left(\sum_{m, n=-\infty}^{\infty} C_{n, m}-\sum_{m=-\infty}^{\infty} C_{0, m}-\sum_{n=-\infty}^{\infty} C_{n, 0}+C_{0,0}\right) . \tag{А.33}
\end{equation*}
$$

The estimator can then be calculated from Eqs. (A.30) and (A.31) via

$$
\begin{equation*}
\hat{\theta}(q)=\arctan \left(\frac{\Im\left[\left\langle\mathrm{e}^{i \theta}\right\rangle\right]}{\mathfrak{R}\left[\left\langle\mathrm{e}^{i \theta}\right\rangle\right]}\right) . \tag{A.34}
\end{equation*}
$$

## A.2. Squeezing estimation using the vacuum state and homodyne detection

In this appendix, we provide additional details on the estimation of the squeezing strength using a vacuum probe state in combination with homodyne detection. We include this to illustrate that the theory of conjugate priors can applied also in more general cases, even if the calculations might become more involving.

The likelihood is given by Eq. (52),

$$
\begin{equation*}
p(q \mid \delta)=\frac{\exp \left(-\frac{q^{2}}{2 \delta^{2}}\right)}{\delta \sqrt{2 \pi}} \tag{A.35}
\end{equation*}
$$

where we have defined $\delta:=\mathrm{e}^{-r} / \sqrt{2}$. For normal distributions with unknown standard deviation $\delta$, the conjugate priors are gamma distributions

$$
\begin{equation*}
p(\delta)=\frac{b^{a} \delta^{a-1} \mathrm{e}^{-b \delta}}{\Gamma(a)} \tag{A.36}
\end{equation*}
$$

$a, b>0$. The mean and variance of such a distribution is given by $\mathrm{E}[p(\delta)]=a / b$ and $\operatorname{Var}[p(\delta)]=a / b^{2}$, respectively. If the prior is gamma distributed with parameters $a$ and $b$, then the posterior after $m$ measurements is gamma distributed as well with parameters $a+m / 2$ and $b+\sum_{i} q_{i}^{2} / 2$, where $q_{i}$ is the measurement outcome in each round. The mean and variance of the posterior after $m$ repeated measurements with outcomes $\mathbf{q}=\left(q_{1}, \ldots, q_{m}\right)$
then becomes

$$
\begin{align*}
\mathrm{E}[p(\delta \mid \mathbf{q})] & =\frac{2 a+m}{2 b+\sum_{i} q_{i}^{2}}  \tag{А.37}\\
\operatorname{Var}[p(\delta \mid \mathbf{q})] & =\frac{2(2 a+m)}{\left(2 b+\sum_{i} q_{i}^{2}\right)^{2}}, \tag{A.38}
\end{align*}
$$

From this point on the formulas become really cumbersome. Since homodyning is not a covariant measurement for the squeezing operator, the variance of our posterior distribution depends on the outcome. To calculate the average variance $\int d q p(q) \operatorname{Var}[p(\delta \mid q)]$, one first needs to calculate

$$
\begin{align*}
p(q)= & \int d \delta p(\delta) p(q \mid \delta)  \tag{A.39}\\
= & \int_{0}^{\infty} d \delta \frac{\exp \left(-\frac{q^{2}}{2 \delta^{2}}\right)}{\delta \sqrt{2 \pi}} \frac{b^{a} \delta^{a-1} \mathrm{e}^{-b \delta}}{\Gamma(a)} \\
= & \frac{1}{\sqrt{\pi} \Gamma(a)}\left[\frac{b}{\sqrt{2}} \Gamma(a-1)_{p} F_{q}\left(1 ; 1-\frac{a}{2}, \frac{3-a}{2} ;-\frac{b^{2} q^{2}}{8}\right)\right. \\
& -\frac{b^{a+1}|q|^{a}}{2^{\frac{3+a}{2}}} \Gamma\left(-\frac{a}{2}\right)_{p} F_{q}\left(1 ; \frac{3}{2}, 1+\frac{a}{2} ;-\frac{b^{2} q^{2}}{8}\right) \\
& \left.+\frac{\pi b^{a}|q|^{a-1}}{2^{1+\frac{a}{2}} \Gamma\left(\frac{1+a}{2}\right)} \sec \left(\frac{\pi a}{2}\right)_{p} F_{q}\left(1 ; \frac{1}{2}, \frac{1+a}{2} ;-\frac{b^{2} q^{2}}{8}\right)\right],
\end{align*}
$$

where ${ }_{p} F_{q}(. ; . ;$.$) is the generalized hypergeometric func-$ tion (the subscripts p and q are part of the notation for this function and have nothing to do with the phase space coordinates). With this now we can calculate the average variance after one measurement $m=1$

$$
\begin{align*}
& \bar{V}_{\text {post }}= \int d q p(q) \operatorname{Var}[p(\delta \mid q)]  \tag{A.40}\\
&= \frac{\sqrt{\pi}(2 a+1)}{4 \sqrt{b}(a-1)}{ }_{p} F_{q}\left(\frac{1}{2} ;-\frac{1}{2}, 1-\frac{a}{2}, \frac{3-a}{2} ; \frac{b^{3}}{4}\right) \\
&+\frac{2}{3} b^{4}(2 a+1) \frac{\Gamma(1-a)}{\Gamma(5-a)}{ }_{p} F_{q}\left(2 ; \frac{5}{2}, \frac{5-a}{2}, 3-\frac{a}{2} ; \frac{b^{3}}{4}\right) \\
&-\frac{\pi^{2}(2 a+1) 2^{-a} b^{\frac{3 a}{2}-2} \csc (\pi a)}{\Gamma\left(\frac{a-2}{2}\right) \Gamma^{2}\left(\frac{a+1}{2}\right)}{ }_{p} F_{q}\left(\frac{a}{2} ; \frac{1}{2}, \frac{a-2}{2}, \frac{1+a}{2} ; \frac{b^{3}}{4}\right) \\
&+\frac{\sqrt{\pi}}{8}(2 a+1) b^{\frac{3 a-1}{2}} \sec \left(\frac{\pi a}{2}\right) \frac{\Gamma\left(-\frac{a}{2}\right)}{\Gamma(a-1)} \\
& \times{ }_{p} F_{q}\left(\frac{1+a}{2} ; \frac{3}{2}, \frac{a-1}{2}, \frac{2+a}{2} ; \frac{b^{3}}{4}\right)
\end{align*}
$$

Although we were able to calculate an analytical solution, the result in itself is not interesting, but the techniques we have used might be insightful to the reader.

## 8 Metrology-assisted entanglement distribution in noisy quantum networks
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#### Abstract

We consider the distribution of high-dimensional entangled states to multiple parties via noisy channels and the subsequent probabilistic conversion of these states to desired target states using stochastic local operations and classical communication. We show that such state-conversion protocols can be enhanced by embedded channel-estimation routines at no additional cost in terms of the number of copies of the distributed states. The defining characteristic of our strategy is the use of those copies for which the conversion was unsuccessful for the estimation of the noise, thus allowing one to counteract its detrimental effect on the successfully converted copies. Although this idea generalizes to various more complex situations, we focus on the realistic scenario, where only finitely many copies are distributed and where the parties are not required to process multiple copies simultaneously. In particular, we investigate the performance of so-called one-successful-branch protocols, applied sequentially to single copies and an adaptive Bayesian estimation strategy. Finally, we compare our strategy to more general but less easily practically implementable strategies involving distillation and the use of quantum memories to process multiple copies simultaneously.


## I. INTRODUCTION

Entanglement between two or more parties is an important ingredient for the development of many quantum technologies such as, e.g., fault-tolerant quantum computation [1-4], quantum simulation [5-7], and, in particular, communication via quantum networks [8-12]. A landmark goal of quantum technologies is the establishment of a 'quantum internet' [13-15]-a highly interconnected quantum network able to distribute and manipulate entangled quantum states via fibres and optical links. Recent efforts [16] go in the direction of understanding the resources, challenges and opportunities that come along with such an endeavour. In this context, entanglement is a crucial resource that allows spatially separated parties to overcome the restriction of local operations and classical communication (LOCC) thereby implementing classically impossible tasks, such as quantum teleportation [17-19]. However, the technological requirements for quantum processors and networks on a large scale are immense and will have to involve significant improvements in the efficient manipulation and control of quantum systems. A deeper comprehension of the possibilities and limitations for multipartite entanglement distribution and its manipulation via LOCC is hence necessary. The present work aims to contribute to this endeavour by exploring the synergies between stochastic LOCC (SLOCC) protocols-that aim to convert multiparty quantum statesand quantum parameter estimation protocols whose goal is to improve entanglement distribution by precisely identifying the noise suffered by such states when distributed through quantum networks.

[^2]On the theoretical side, a lot of progress has been made with regards to the conversion of multipartite entanglement via LOCC (cf. [20-26]), despite the fact that LOCC is notoriously difficult to handle mathematically [27], while practical developments towards efficient entanglement certification techniques (see, e.g., [28-33]) and real-world quantum networks are rapidly progressing (cf. [34]). Yet, basic theoretical questions about multipartite entanglement structures arising in networks have only begun to be explored [35-39]. In particular, apart from recent examples [40, 41], mostly transformations of pure states in the single-copy regime or the asymptotic limit of infinitely many copies have been considered.

Here, we consider a scenario that more closely resembles situations expected to be encountered in future real-world quantum networks: the distribution of multiple but finitely many copies of multipartite quantum states via imperfect or varying channels available only for a restricted period of time. There, one central node, the vendor, is assumed to be capable of implementing the entangling operations necessary to create a highly entangled quantum state that is subsequently distributed to spatially separated parties via imperfect but local quantum channels. In general, the states provided by such a vendor will not match the target state that the parties might wish to employ in their communication or computation protocol of choice. For multiple parties, there is no unique resource state that can be deterministically converted to any other state via LOCC; in fact, the so-called maximally entangled set (MES) of states from which any state can be reached in this way has infinitely many elements [22]. In addition, the vendor might only be able to create a limited variety of such states and may therefore be unable to offer the desired state. Indeed, this might even be in the interest of the users, as they may not want to divulge information on the specific form (and hence the intended use) of their desired target state. Since deterministic LOCC transformations between multi-party pure states (with fixed local dimensions) almost never exist [26, 42], the
distributed state will have to be converted to the target state probabilistically, i.e., via SLOCC. Two states that can be converted into each other via SLOCC are said to belong to the same entanglement class.

Optimal SLOCC conversion protocols will generally require acting on many copies simultaneously. Beside the fact that little is known about the structure of such protocols yet, the implementation of complex multi-copy operations also represents a substantial technological challenge. Therefore we focus on sequential strategies that process a single copy at a time. Compared to general protocols the difficulty to implement a sequential strategy does not increase with the number of copies. To employ a finite number, $k_{\mathrm{s}}$, of copies for multipartite quantum communication or computation, users must purchase, on average, a larger number $k=k_{\mathrm{s}} / p_{\mathrm{s}}$ of copies from the vendor to compensate for the nonzero failure probability $p_{\mathrm{f}}=1-p_{\mathrm{s}}>0$ of the conversion protocol.

Here, we demonstrate that this apparent disadvantage has important redeeming qualities in the presence of noise. We show that, for certain 'benign' types of noise, those copies for which the state conversion was unsuccessful can nevertheless be useful for obtaining information about the noise and hence partially compensate its effects on the successfully converted copies. Our results thus establish that multipartite entanglement distribution protocols can be assisted by quantum metrology at no additional resource costs in terms of additionally distributed states, and thus feature built-in noise robustness 'for free'.

To reach this conclusion, we first consider a particular situation as described above, i.e., a family of specific noisy multipartite state conversion protocols and show how the use of parameter estimation tools leads to an improvement in the quality of the resulting final states. Based on this exemplary situation, we then discuss the applicability of this approach to more general entanglement distribution protocols and contrast it with alternative strategies based on distillation. Finally, we discuss the merits of metrology-assisted entanglement conversion protocols and argue for their default integration in future quantum networks.

## II. NOISY ENTANGLEMENT DISTRIBUTION

We consider a situation where $N$ parties require several copies of a highly entangled $N$-qudit state $\rho_{\text {target }}$ for a specific task. They purchase a number of copies from a vendor, where the purchased state $\rho_{\text {vendor }}$ differs from the target state $\rho_{\text {target }}$, but belongs to the same entanglement class and can thus be converted to the target state via SLOCC. The vendor distributes the state $\rho_{\text {vendor }}$ to the $N$ parties via local quantum channels represented by completely-positive, trace-preserving (CPTP) maps, $\left\{\Lambda_{i}\right\}_{i=1}^{N}$, so that the state shared by the $N$ parties is given by

$$
\begin{equation*}
\rho_{\text {received }}=\Lambda\left(\rho_{\text {vendor }}\right)=\bigotimes_{i=1}^{N} \Lambda_{i}\left(\rho_{\text {vendor }}\right) \tag{1}
\end{equation*}
$$

The parties now wish to transform the received state $\rho_{\text {received }}$ into the target state $\rho_{\text {target }}$ within the same entanglement class. This can be done either deterministically or probabilistically. We focus on transformations of fully entangled (i.e., with full local rank) pure states via a so-called one-successful-branch protocol (OSBP) [43, 44]. The OSBP is in fact the optimal SLOCC protocol for almost all $N$-qudit pure-state transformations [44]. However, the idea of using unsuccessful branches of SLOCC protocols for parameter estimation presented in this paper applies in equal measure to any other probabilistic transformations of pure and mixed states of arbitrary dimensions.
In an OSBP that transforms $|\Psi\rangle$ into $|\Phi\rangle$, each party $k$ performs a single two-outcome measurement $\left\{M_{\mathrm{s}}^{k}, M_{\mathrm{f}}^{k}\right\}$ with $\sum_{i=\mathrm{s}, \mathrm{f}}\left(M_{i}^{k}\right)^{\dagger} M_{i}^{k}=\mathbb{1}$. The successful outcome $s$ leads to a state that can still be transformed to the final state, while the failure outcome $f$ leads to a state that is no longer fully entangled and can therefore no longer be transformed into $|\Phi\rangle$. Hence, the final state is only reached if the successful measurement outcome is realised for all parties. That is, only one branch of the OSBP is successful, as suggested by its name, and realized with some probability $p_{\mathrm{s}}$.
The transformation performed by the $N$ parties to convert the received state into the target state depends on the channel used to distribute the state. For the general case when the channel is not sufficiently known, the task for the parties becomes more challenging. They have to estimate the channel, i.e., identify the channel $\Lambda$ from a discrete or continuous family of possible candidates, before transforming the received state $\rho_{\text {received }}$. The goal of the $N$ parties is now to obtain the largest number of copies $\rho_{\text {corr }}$ that are $\epsilon$-close in trace distance to the desired target state $\rho_{\text {target }}$, i.e.,

$$
\begin{equation*}
D\left(\rho_{\text {corr }}, \rho_{\text {target }}\right)=\frac{1}{2} \operatorname{Tr}\left[\sqrt{\left(\rho_{\text {corr }}-\rho_{\text {target }}\right)^{2}}\right] \leq \epsilon . \tag{2}
\end{equation*}
$$

If an asymptotically large number of copies of the state is available, the parties can always sacrifice a finite number of such states to estimate the channel to any desired precision before commencing with the state transformation. Consequently, the incurred cost for estimation has no bearing on the final yield of the target state. On the other hand, if only a finite number of copies is available, then the above strategy can be quite wasteful, and protocols that estimate the channel whilst implementing the OSBP at the same time may provide better yields. This is due to the observation that the states resulting from the failure branches of the OSBP potentially carry information about the noisy channel and can thus be used to estimate the latter at no extra cost.

A particular class of channels for which simultaneous channel estimation and state conversion may be beneficial is the family of channels that admit a decomposition into Kraus operators that commute with the POVM corresponding to the OSBP. Such channels include dephasing and phase drift [45] noise which are typical in quantum communication using optical fibres [46]. Alternatively, such channels also describe a situation often encountered in satellite communication where the sender (vendor) and receivers ( $N$ parties) do not share a common phase reference during the transmission stage [47].

In this latter case the receivers know that the state they receive is local-unitarily (LU) equivalent to the original state of the vendor and thus is in the same entanglement class. However, the lack of knowledge of the relative phase between the sender's and receivers' phase reference makes channel estimation indispensable, especially if the task they have in mind requires a particular state $\rho_{\text {target }}$, and not any other local-unitarily equivalent state.

In what follows, we shall consider the above class of channels as a special case of more general parameter estimation problems and employ a Bayesian estimation strategy to estimate the parameter (or set of parameters) $\theta$ that characterizes the channel, illustrated in Fig. 1. Such a strategy involves one or more rounds of subsequent measurements on different copies of the received states. The knowledge of the parameter, $\theta$, is updated in every round depending on the measurement outcome, $m$, according to Bayes' law, i.e.,

$$
\begin{equation*}
p(\theta \mid m)=\frac{p(m \mid \theta) p(\theta)}{p(m)} . \tag{3}
\end{equation*}
$$

Based on the posterior distribution of $\theta$ one can then assign an estimator $\hat{\theta}(m)$ after each round and adapt the next measurement to this estimate. This makes Bayesian parameter estimation more flexible and better suited for a limited number of probes compared to frequentist estimation. For an increasing number of copies, also a frequentist strategy can be employed to estimate the channel from the failure branches of the OSBP. Here, however, we will focus on scenarios with a very restricted number of copies. In particular, we consider the exemplary situation of local dephasing noise, to provide quantitative support for our strategy of metrology-assisted entanglement distribution.

## III. ENTANGLEMENT DISTRIBUTION WITH DEPHASING NOISE

Assume the state distributed by the vendor is a pure $N$ qudit state from the GHZ class of the form

$$
\begin{equation*}
|\Psi\rangle=\sum_{m=0}^{d-1} \sqrt{\lambda_{m}}|m\rangle^{\otimes N} \tag{4}
\end{equation*}
$$

where we assume without loss of generality that $\lambda_{m} \geq \lambda_{m+1}$. Let us further assume that the vendor distributes these states via $N$ local dephasing channels, i.e., each qudit undergoes a unitary transformation parameterized by an unknown angle $\theta$,

$$
\begin{equation*}
U(\theta)=\sum_{m=0}^{d-1} e^{\mathrm{i} m \theta}|m\rangle\langle m| . \tag{5}
\end{equation*}
$$

The parties wish to obtain the maximally-entangled qudit state

$$
\begin{equation*}
\left|\mathrm{GHZ}_{d}\right\rangle=\sqrt{\frac{1}{d}} \sum_{m=0}^{d-1}|m\rangle^{\otimes N} \tag{6}
\end{equation*}
$$

To this end, they estimate the unknown phase $\theta$ of the dephasing noise acting on the received states and recover the target state via SLOCC-transformations from the received state.


FIG. 1. Schematic of the metrology-assisted entanglement distribution protocol. Each copy of the distributed multi-party state $|\Psi\rangle$ is subject to a (local) noise channel (here represented by an unknown unitary $U_{\theta}$ ) parameterized by $\theta$, which is subsequently measured by an OSBP with measurement operators $M_{\mathrm{s}}$ and $M_{\mathrm{f}}$, corresponding to successful (green) and failed (orange) state conversion, respectively. The copies in the failure branch can be used to perform further measurements with outcomes $m_{i}$ to estimate the noise channel, and apply corresponding corrections (represented here by $U_{\hat{\theta}}^{\dagger}$ ) to obtain partially corrected states $\rho_{\text {corr }}$.

More specifically, let us assume the vendor produces the pure two-parameter qutrit state

$$
\begin{align*}
|\Psi(\alpha, \beta)\rangle= & \sin \alpha \cos \beta|0\rangle^{\otimes N}+\sin \alpha \sin \beta|1\rangle^{\otimes N}  \tag{7}\\
& +\cos \alpha|2\rangle^{\otimes N},
\end{align*}
$$

where $\tan ^{-1}(\csc \beta) \leq \alpha \leq \pi / 2$ and $0 \leq \beta \leq \pi / 4$. This choice of angles ensures that $\sin \alpha \cos \beta \geq \sin \alpha \sin \beta \geq$ $\cos \alpha \geq 0$. The parties wish to obtain the maximally entangled state of Eq. (6), for which the optimal OSBP comprises measurement operators ${ }^{1}$

$$
\begin{align*}
& M_{\mathrm{s}}=\operatorname{diag}(\cot \alpha \sec \beta, \cot \alpha \csc \beta, 1),  \tag{8}\\
& M_{\mathrm{f}}=\operatorname{diag}\left(\sqrt{1-\cot ^{2} \alpha \sec ^{2} \beta}, \sqrt{1-\cot ^{2} \alpha \csc ^{2} \beta}, 0\right)
\end{align*}
$$

for one party and the identity for the remaining parties. The conversion is successful with probability $p_{\mathrm{s}}=3 \cos ^{2} \alpha$, whereas with probability $p_{\mathrm{f}}=1-3 \cos ^{2} \alpha$ the conversion protocol fails and results in the state

$$
\begin{equation*}
\left|\Phi_{\mathrm{f}}\right\rangle=a|0\rangle^{\otimes N}+\sqrt{1-a^{2}}|1\rangle^{\otimes N} \tag{9}
\end{equation*}
$$

[^3]where
\[

$$
\begin{equation*}
a=\frac{\sqrt{\sin ^{2} \alpha \cos ^{2} \beta-\cos ^{2} \alpha}}{\sqrt{1-3 \cos ^{2} \alpha}} . \tag{10}
\end{equation*}
$$

\]

Observing that $\left[M_{x}, U(\theta)\right]=0, \forall x \in\{\mathrm{~s}, \mathrm{f}\}$, it follows that the resulting states for the successful and failure branches of the OSBP are given by

$$
\begin{align*}
\left|\mathrm{GHZ}_{3}(\theta)\right\rangle & =\sqrt{\frac{1}{3}} \sum_{m=0}^{2} e^{\mathrm{i} m N \theta}|m\rangle^{\otimes N}  \tag{11a}\\
\left|\Phi_{\mathrm{f}}(\theta)\right\rangle & =a|0\rangle^{\otimes N}+\sqrt{1-a^{2}} e^{\mathrm{i} N \theta}|1\rangle^{\otimes N} \tag{11b}
\end{align*}
$$

respectively, with the corresponding probabilities invariant under the presence of dephasing noise.

In the case that the OSBP is successful, the parties obtain the state

$$
\begin{align*}
\Lambda\left[\left|\mathrm{GHZ}_{3}\right\rangle\left\langle\mathrm{GHZ}_{3}\right|\right] & =\int_{0}^{2 \pi} p(\theta) U(\theta)^{\otimes N} \\
& \left|\mathrm{GHZ}_{3}\right\rangle\left\langle\mathrm{GHZ}_{3}\right| U(\theta)^{\dagger \otimes N} \mathrm{~d} \theta \tag{12}
\end{align*}
$$

where $p(\theta)$ is a probability distribution over $\theta \in[0,2 \pi)$ describing the believe/knowledge the parties have of ${ }^{2} \theta$. Loosely speaking, the more peaked the distribution becomes, the closer the state gets to the target state. The goal of the $N$ parties now is to apply correction operations to the successfully converted copies to obtain the highest yield of $N$-partite highly entangled qutrit states $\rho_{\text {corr }}$, that are $\epsilon$-close in trace distance to the ideal state $\left|\mathrm{GHZ}_{3}\right\rangle$.

In the case of a flat prior, $p(\theta)=(2 \pi)^{-1}$, we can analytically calculate the average trace distance to the target state after the first measurement to be (see Appendix A for a detailed calculation)
$\bar{D}\left(\rho_{\text {corr }}, \rho_{\text {target }}\right)=\frac{1}{6}\left(1+\sqrt{9+8 a^{2}\left(1-a^{2}\right)-16 a \sqrt{1-a^{2}}}\right)$.

The average distance after one measurement hence only depends on the parameter $a$. Since $a \in[0,1]$, the maximal value $\frac{2}{3}$ is obtained for $a=0$ or $a=1$. This coincides with the distance based on the prior, i.e., ignoring measurement data. The minimal value of $\bar{D}=\frac{1}{6}(1+\sqrt{3})$ is obtained for $a=1 / \sqrt{2}$.

Given a particular measurement outcome the posterior distribution is updated using Bayes' law, [Eq. (3)]. In general the parties can also update their measurement directions at every step but this amount of generality quickly renders the problem analytically intractable. We thus resort to numerical analysis henceforth. The simplest strategy of fixed local measurements is treated in Appendix B.

In Fig. 2 we see how the trace distance $\bar{D}$ of the corrected state resulting from the successful branch to the target state reduces with the number of failure branches used for the estimation. After 20 measurement rounds the average trace distance

[^4]

FIG. 2. Average distance to the target state. The curves show the average trace distance between the target state and the successfully converted copies for the exemplary metrology-assisted entanglement distribution protocol discussed in Sec. III for different values of $a$ as a function of the number $k_{\mathrm{f}}$ of copies in the failure branch.
drops to $\bar{D} \approx 0.038$ for $a=1 / \sqrt{2}$. This is a remarkable improvement considering that the failure states would have been discarded in the naive protocol.

One could also think of more sophisticated strategies, where a swap operation is applied to the state by the vendor before it is distributed, changing the basis vectors $|1\rangle \leftrightarrow|2\rangle$. Since the state $|2\rangle$ reacts more sensitive to the transformation, i.e., picks up a phase of $e^{2 \mathrm{i} N \theta}$, this can be advantageous for estimation. Note, however, that in this case one can draw conclusions about $\theta$ only up to a $\pi / N$ phase shift, whereas the successful branch still depends on $N \theta$. Thus, this strategy can only be employed once the interval of $\theta$ is sufficiently narrowed down.

## IV. COMPARISON WITH 'NAIVE' PROTOCOLS

In this section we compare the performance of our strategy to what we call 'naive' strategies. These are strategies that first use a number of copies for the estimation of the LUchannel and subsequently perform the transformation to the target state for all following copies. In contrast, our protocol sequentially processes each multipartite state. In addition, our protocol only uses local measurements both for the estimation and the state transformation. Although this drastically simplifies potential practical implementations, it is known that processing multiple copies simultaneously -via the use of quantum memories- can lead to a higher success rate for entanglement distillation [48, 49]. For a fair comparison we therefore first impose the same restrictions on the 'naive' strategy. Then we consider the case where each party can use quantum memories and is able to process multiple copies at the same time. In both scenarios we compare our previously obtained result for metrology-assisted entanglement distribution to asymptotic bounds valid for any distillation strategy.

Let us, assume we want to perform the task of the previous example, i.e., $k$ copies of the state in Eq. (7) are distributed
via a local dephasing channel, described in Eq. (5), and the goal of the parties is to obtain the highest number of states $\epsilon$ close to $\left|\mathrm{GHZ}_{3}\right\rangle$. They therefore use $k_{\mathrm{e}}$ copies of $|\Psi(\alpha, \beta)\rangle$ to estimate the phase $\theta$ and assign an estimator $\hat{\theta}(\mathbf{m})$ based on the measurement outcome $\mathbf{m}=\left(m_{1}, \ldots, m_{k_{\mathrm{c}}}\right)$. The variance

$$
\begin{equation*}
V[\hat{\theta}(\mathbf{m})]=\sum_{\mathbf{m}} p(\mathbf{m} \mid \theta)(\hat{\theta}(\mathbf{m})-\theta)^{2} \tag{14}
\end{equation*}
$$

of any unbiased estimator $\hat{\theta}(\mathbf{m})$ is bounded from below by the quantum Cramér-Rao bound, i.e., it is larger than the inverse quantum Fisher information of the state [50, 51]. For a single copy of the state in Eq. (7) the Fisher information is

$$
\begin{align*}
\mathcal{I}[|\psi(\theta)\rangle]= & 4 N^{2}\left[\sin ^{2} \alpha \sin ^{2} \beta+4 \cos ^{2} \alpha\right. \\
& \left.-\left(\sin ^{2} \alpha \sin ^{2} \beta+2 \cos ^{2} \alpha\right)^{2}\right] \tag{15}
\end{align*}
$$

and the FI is additive for uncorrelated copies of the state. For repeated measurements the outcomes $m_{i}$ are independent and identically distributed and the distribution of $\hat{\theta}$ over $\mathbb{R}$ is described by a Gaussian distribution with mean $\theta$, which without loss of generality we set equal to 0 , and variance $\sigma^{2}=1 /\left(k_{\mathrm{e}} \mathcal{I}[|\psi(\theta)\rangle]\right)$. As we are only interested in $\theta$ up to a phase of $2 \pi$, we represent the distribution of $\hat{\theta}$ as a wrapped Gaussian. We assume that the estimation is sufficiently precise such that the difference between the two is negligible, i.e., for values $\sigma<\pi / 2$ a Gaussian distribution well-approximates a wrapped Gaussian (see the discussion in [52, A.II.5]).
With their knowledge of $\theta$, the parties then assign the corrected state $\rho_{\text {corr }}$ given by

$$
\begin{align*}
\rho_{\text {corr }} & =\int_{\mathbb{R}} \frac{\mathrm{e}^{-\frac{\hat{\theta}^{2}}{\sigma^{2}}}}{\sqrt{2 \pi} \sigma} \frac{1}{3} \sum_{j, k=0}^{2} \mathrm{e}^{i(j-k) N \hat{\theta}}(|j\rangle\langle k|)^{\otimes N} d \hat{\theta} \\
& =\frac{1}{3} \sum_{j, k=0}^{2} \mathrm{e}^{-\frac{(j-k)^{2} N^{2} \sigma^{2}}{2}}(|j\rangle\langle k|)^{\otimes N}, \tag{16}
\end{align*}
$$

and the trace distance to the target state is

$$
\begin{align*}
& \bar{D}\left(\rho_{\text {corr }}, \rho_{\text {target }}\right)=\frac{1}{6} \mathrm{e}^{-2 N^{2} \sigma^{2}}\left(\mathrm{e}^{\frac{N^{2} \sigma^{2}}{2}}-1\right)\left[1+\mathrm{e}^{\frac{N^{2} \sigma^{2}}{2}}+\mathrm{e}^{N^{2} \sigma^{2}}\right. \\
& \left.\quad+\mathrm{e}^{3 N^{2} \sigma^{2} / 2}+\sqrt{8 \mathrm{e}^{3 N^{2} \sigma^{2}}+\left(1+\mathrm{e}^{N^{2} \sigma^{2} / 2}\right)\left(1+\mathrm{e}^{N^{2} \sigma^{2}}\right)^{2}}\right] \tag{17}
\end{align*}
$$

Inserting $\sigma^{2}=1 /\left(k_{\mathrm{e}} \mathcal{I}[|\psi(\theta)\rangle]\right)$ leaves us with an expression depending only on the number $k_{\mathrm{e}}$ of copies used for estimation but not on the number $N$ of parties. Let us compare this to the numerical results of the previously employed adaptive strategy for the exemplary parameters $k=100$, $\alpha=\arccos (2 / \sqrt{15})$ and $\beta=\pi / 4$. This leads to $p_{\mathrm{s}}=4 / 5$, and so to $k_{\mathrm{s}}=80$ and $k_{\mathrm{f}}=20$ successful and failure branches, respectively, on average. After 20 rounds of estimation with the failure branch the adaptive strategy leads to a trace distance of $\epsilon \approx 0.038$, see Fig. 2. Using the FI of Eq. (15) one finds that achieving a comparable trace distance, any measurement performed needs at least $k_{\mathrm{e}} \geq 8$ copies of the received state. It should not surprise, that this number is lower than
what is needed in the Bayesian approach above. After all, a different state, i.e. the received state instead of the failure branch, is used for the estimation. One can easily see that the FI is larger for the received state, as information about the parameter $\theta$ can only be lost in the OSBP. This means that the received state will generally be more advantageous for the estimation than the failure branch. In addition, we note that $k_{\mathrm{e}} \geq 8$ is only a lower bound, and it is not clear that a strategy exists that saturates this bound for finitely many copies.

Once the phase $\theta$ has been estimated sufficiently well, the states resulting from the successful branches can be transformed via SLOCC. We have already seen that any sequential strategy transforming the state in Eq. (7) to the state $\left|\mathrm{GHZ}_{3}\right\rangle$ is bounded by $p_{\mathrm{s}} \leq 3 \cos ^{2} \alpha$, compare footnote 1 . In this example, this leads to obtaining at most 73.6 copies of the target state on average from the initial 100 copies of the distributed state. Protocols that act on all available states at once can perform better than that. For pure bipartite states the asymptotic distillation rate from $|\psi\rangle$ to $|\phi\rangle$ is bounded by the entropy ratio of the reduced states for any party $i$, i.e.,

$$
\begin{equation*}
\mathcal{D}(|\psi\rangle \rightarrow|\phi\rangle)=\frac{S\left(|\psi\rangle\left\langle\left.\psi\right|_{i}\right)\right.}{S\left(|\phi\rangle\left\langle\left.\phi\right|_{i}\right)\right.}, \tag{18}
\end{equation*}
$$

and this bound is tight [53]. For multipartite states this immediately gives the, generally not tight, asymptotic bound

$$
\begin{equation*}
\mathcal{D}(|\psi\rangle \rightarrow|\phi\rangle)=\min _{i}\left(\frac{S\left(|\psi\rangle\left\langle\left.\psi\right|_{i}\right)\right.}{S\left(|\phi\rangle\left\langle\left.\phi\right|_{i}\right)\right.}\right) . \tag{19}
\end{equation*}
$$

In our case, however, the latter bound is tight [54, 55] and we can calculate

$$
\begin{align*}
\mathcal{D}(|\Psi(\alpha, \beta)\rangle \rightarrow & |\mathrm{GHZ}\rangle)=-\cos ^{2} \alpha \log _{3}\left(\cos ^{2} \alpha\right)  \tag{20}\\
& -\sin ^{2} \alpha \cos ^{2} \beta \log _{3}\left(\sin ^{2} \alpha \cos ^{2} \beta\right) \\
& -\sin ^{2} \alpha \sin ^{2} \beta \log _{3}\left(\sin ^{2} \alpha \sin ^{2} \beta\right) .
\end{align*}
$$

For our example this means there might exist a distillation protocol acting on all available copies at once able to successfully distill 91 copies of the desired GHZ-state, which clearly exceeds the 80 successful states obtained by our adaptive strategy. But these 91 copies, in turn, are only an upper bound, and it is not clear that a strategy attaining it for finitely many copies exists. Indeed, even if such a strategy exists, it would generally require acting on all remaining copies simultaneously. Even if the presented metrology-assisted protocol does not saturate these 'optimal' bounds, it nonetheless shows the potential of practically easily implementable adaptive strategies acting on single copies. In particular, the task of designing and implementing optimal strategies for estimation and especially distillation becomes extremely challenging for larger numbers of copies and may be out of reach for experimental realizations in the medium term. Therefore it is essential to find feasible strategies that perform well and whose implementation remains tractable with growing number of copies.

## V. METROLOGY-ASSISTED PROTOCOLS BEYOND DEPHASING NOISE

A key assumption in our previous example was the commutativity of the measurement operators of the OSBP and the Kraus operators of the noisy channel. If this does not hold, as is the case in depolarizing, or lossy channels, the order in which the POVM measurements of the OSBP and those for the estimation protocol are carried out matter. If the channel does not commute with the POVM operators of the OSBP, this impacts the performance of the presented strategy. Nonetheless one could design strategies relying on the failure branch for the channel estimation. We now present a protocol that integrates the estimation of general unknown unitary transformations $\mathrm{SU}(d)$ into an OSBP. Possible strategies to estimate a general unitary transformation are given by [56, 57]. We focus on how an estimation strategy can incorporate the failure branch of an OSBP for a potentially more efficient estimation, without restricting ourselves to a specific strategy.

The naive way to perform this task would again be to first use a number of copies to estimate the unknown unitary sufficiently well, such that the received state can be corrected up to within trace distance $\bar{D} \leq \epsilon$ of the target. After that, some distillation procedure is applied to recover the desired state.

In our approach we combine both tasks in to one. The idea is to construct the POVM operators for the OSBP based on the knowledge of the unknown unitary at that specific stage of the protocol. We start with the POVM $\{1,0\}$, that will always result in the success branch. Then we check if the state is sufficiently close to the target state, based on our knowledge of the unitary. This will not be the case if the distribution $p(U)$ is sufficiently broad. If the state is not close enough to the target, we make a measurement and update our believe and the estimator. With increasing knowledge of the unitary transformation, also the POVM of the OSBP will change and converge towards the optimal POVM for the received state. During this process the copies in the successful branch close to the target (according to the knowledge at the time) are stored, while all the others are used for estimation. With an increasingly peaked distribution $p(U)$ also the ratio of stored copies to discarded copies (used for estimation) will increase. Given that enough copies were purchased, we can assume that the unitary transformation is known sufficiently well at the end of this protocol. For all stored copies it is checked if they are indeed close enough to the target according to the updated knowledge of $U$. If not, they are transformed into the target state via SLOCC. The exact estimation and updating procedure are left unspecified here on purpose because these will strongly depend on the exact state and noise model. In Algorithm 1 we consider the exemplary situation where the desired state is an $N$-partite GHZ-state of local dimension $d$ and the distributed state is of the form of Eq. (4) with corresponding dimension and party number. But the idea works for general scenarios and Algorithm 1 can be adapted for broader classes of vendor and target states.

Once the first round is completed, all states that were saved, i.e., the states with a successful OSBP that were sufficiently close to the target state (with the information at the time),

```
Algorithm 1: Metrology-integrated OSBP
input : \(k\) copies of the state \(|\psi\rangle\)
output: \(p_{(k)}(U), \hat{U}_{(k)}\) and all saved copies \(\left|\tilde{\psi}_{s}^{(i)}\right\rangle\)
begin
    start with uniform distribution \(p_{(0)}(U)\) over \(S U(d)\)
    set estimator \(\hat{U}_{(0)}=\mathbb{1}\)
    \(i=1\)
    while \(i \leq k\), i.e., there are copies left do
                send copy number \(i\) of the state \(|\psi\rangle\)
                obtain \(U^{\otimes N}|\psi\rangle\)
            correct to \(\left|\tilde{\psi}^{(i)}\right\rangle=\left(\hat{U}_{(i-1)}^{\dagger} U\right)^{\otimes N}|\psi\rangle\)
            construct the POVM for the OSBP:
                - define \(M_{\mathrm{s}}^{V}\) as the positive matrix such that
                    \(M_{\mathrm{s}}^{V} V^{\otimes N}|\psi\rangle=\left|\mathrm{GHZ}_{d}\right\rangle\)
                    - \(M_{\mathrm{s}}^{(i)}=\int_{S U(d)} p_{(i-1)}(V) M_{\mathrm{s}}^{\hat{U}_{(i-1)}^{\dagger} V}|\psi\rangle \mathrm{d} V\)
            - \(M_{\mathrm{f}}^{(i)}\) such that
                    \(\left(M_{\mathrm{s}}^{(i)}\right)^{\dagger} M_{\mathrm{s}}^{(i)}+\left(M_{\mathrm{f}}^{(i)}\right)^{\dagger} M_{\mathrm{f}}^{(i)}=\mathbb{1}\)
        perform OSBP with \(\left\{M_{\mathrm{s}}^{(i)}, M_{\mathrm{f}}^{(i)}\right\}\)
        if success then
            get \(\left|\tilde{\psi}_{s}^{(i)}\right\rangle=M_{\mathrm{s}}^{(i)}\left|\tilde{\psi}^{(i)}\right\rangle\)
            if \(\left.\int p_{(i-1)}(U)\left|\left\langle\mathrm{GHZ}_{d}\right| M_{s}^{(i)}\left(\hat{U}_{(i-1)}^{\dagger} U\right)^{\otimes N}\right| \psi\right\rangle\left.\right|^{2} \mathrm{~d} U \geq 1-\epsilon\)
            then
                keep \(\left|\tilde{\psi}_{s}^{(i)}\right\rangle\) and save corresponding \(M_{s}^{(i)}\) and
                        \(\hat{U}_{(i-1)}\)
                        leave probability distribution and estimator of
                        the unitary unchanged
                        \(p_{(i)}(U)=p_{(i-1)}(U)\)
                        \(\hat{U}_{(i)}=\hat{U}_{(i-1)}\)
            else
                    perform a measurement on \(\left|\tilde{\psi}_{s}^{(i)}\right\rangle\) to estimate
                        \(U\)
                update distribution \(p_{(i)}(U)\) and estimator \(\hat{U}_{(i)}\)
                end
            else
                perform a measurement on \(\left|\tilde{\psi}_{f}^{(i)}\right\rangle=M_{f}^{(i)}\left|\tilde{\psi}^{(i)}\right\rangle\) to
                    estimate \(U\)
                        update distribution \(p_{(i)}(U)\) and estimator \(\hat{U}_{(i)}\)
            end
            \(i++\)
        end
    return \(p_{(k)}(U), \hat{U}_{(k)}\) and all saved copies \(\left|\tilde{\psi}_{s}^{(i)}\right\rangle\)
end
```

are checked to be sufficiently close with the final distribution. If not, one may try to transform them into the target via unitary transformations and an OSBP. The eventual failure branch copies can be used for estimation.

For the first rounds this protocol will do almost the same as the naive protocol. Since the distribution $p(U)$ is broad, the POVM will be close to $\{\mathbb{1}, 0\}$, resulting most likely in the success branch (not altering the state). But as the state will be far from the target, it will be used for estimation. After many rounds the distribution $p(U)$ will be very peaked, all copies in the successfull branch are now close to the target state and
only the failure branches are used for estimation, resulting in a protocol similar to the one presented above.

## VI. CONCLUSION

Potential future implementations of large-scale quantum networks, such as the envisioned 'quantum internet' [13-15], can be expected to merge idealized protocols for quantum communication and information processing with real-world conditions arising from noise and technological constraints which will necessitate the development of pragmatic and flexible solutions. Here, we have considered a quantum communication protocol that will be relevant in this context: the distribution and conversion of high-dimensional entangled states among multiple parties using noisy channels. Procedures for quantum state-conversion employed under these circumstances will involve probabilistic transformations via SLOCC. As we have shown, such scenarios are naturally amenable to enhancements via embedded channel estimation routines.

While the ideas presented here apply quite generally, we have illustrated the improvements one may expect in such metrology-assisted entanglement distribution by focusing on a particular example: probabilistic conversion of finitely many copies of $N$-qutrit states distributed via a local dephasing channels to GHZ target states. For this example, we have shown that already practically easily implementable Bayesian estimation strategies based on local measurements of individual copies can lead to excellent performance comparable to
optimal distillation procedures. The latter, however, might involve significantly more complex and technologically challenging joint operations on multiple copies.

We believe that metrology-assisted entanglement distribution has the potential to become a relevant factor in future quantum networks. We thus expect the study and optimization of such protocols for different target states and noisy models, as well as their comparison to relevant alternative protocols (e.g., based on distillation) to open up a broad range of interesting questions beyond this initial pilot study.
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## Appendix A: Details on single measurement

We consider an initial measurement where each of the $N$ parties measures in the basis $\left\{| \pm\rangle_{i}=\frac{1}{\sqrt{2}}\left(|0\rangle_{i} \pm|1\rangle_{i}\right)\right\}$ for $i=1,2, \ldots, N$ of the two-dimensional subspace relevant for the copies in the failure branch. Since the setup is symmetric with respect to the exchange of any of the $N$ parties, only the parity of the overall measurement matters, i.e., if one obtains an even or odd number of " - " outcomes. To see this note that the probability to get an outcome " $n$ " corresponding to a possible operator $E_{n}$ is

$$
\begin{align*}
\operatorname{Tr} & \left(\left|\psi_{\mathrm{f}}(\theta)\right\rangle\left\langle\psi_{\mathrm{f}}(\theta)\right| E_{n}\right)=\left\langle\psi_{\mathrm{f}}(\theta)\right| E_{n}\left|\psi_{\mathrm{f}}(\theta)\right\rangle \\
= & a^{2}\left\langle\left. 0\right|^{\otimes N} E_{n} \mid 0\right\rangle^{\otimes N}+\left(1-a^{2}\right)\left\langle\left. 1\right|^{\otimes N} E_{n} \mid 1\right\rangle^{\otimes N} \\
& +a \sqrt{1-a^{2}} \mathrm{e}^{-i \theta N}\left\langle\left. 1\right|^{\otimes N} E_{n} \mid 0\right\rangle^{\otimes N}  \tag{A1}\\
& +a \sqrt{1-a^{2}} \mathrm{e}^{i \theta N}\left\langle\left. 0\right|^{\otimes N} E_{n} \mid 1\right\rangle^{\otimes N},
\end{align*}
$$

while $E_{n}$ is one of $2^{N}$ products of projectors $| \pm\rangle\langle \pm|$, for instance $\left.E_{+-+--}=|+\rangle\langle | \otimes|-\rangle-|\otimes|+\right\rangle\langle+| \otimes|-\rangle\langle-| \otimes$ $|-\chi-|$. But only the parity of the number of " - " projector matters. Out of all $2^{N}$ combinations of $|+\rangle\langle+|$ and $|-\rangle\langle-|$ projectors for $N$ qubits, half have an even number of "-" pro-
jectors, so we have

$$
\begin{equation*}
p(\text { even/odd } \mid \theta)=\frac{1}{2} \pm a \sqrt{1-a^{2}} \cos (N \theta) \tag{A2}
\end{equation*}
$$

Given a prior $p(\theta)$, we then assign a probability

$$
\begin{align*}
p(\text { even } / \text { odd }) & =\int_{0}^{2 \pi} p(\theta) p(\text { even } / \text { odd } \mid \theta) d \theta  \tag{A3}\\
& =\frac{1}{2} \pm a \sqrt{1-a^{2}} \int_{0}^{2 \pi} p(\theta) \cos (N \theta) d \theta
\end{align*}
$$

and for a flat prior $p(\theta)=\frac{1}{2 \pi}$ this becomes $p($ even $/$ odd $)=\frac{1}{2}$. We now use Bayes' law to obtain a posterior distribution. For a flat prior this becomes

$$
\begin{equation*}
p(\theta \mid \text { even } / \text { odd })=\frac{1}{2 \pi}\left[1 \pm 2 a \sqrt{1-a^{2}} \cos (N \theta)\right] \tag{A4}
\end{equation*}
$$

Next, we nominate a suitable estimator for $\theta$. As an estimator we can hence use

$$
\begin{equation*}
\hat{\theta}_{N}^{(m)}=\arg \left(\bar{z}_{N}^{(m)}\right), \tag{A5}
\end{equation*}
$$

with

$$
\begin{equation*}
\bar{z}_{N}^{(m)}=\int_{0}^{2 \pi} p(\theta \mid m) \mathrm{e}^{i N \theta} d \theta \tag{A6}
\end{equation*}
$$

For a flat prior we have

$$
\begin{equation*}
\bar{z}_{N}^{(\text {even } / \text { odd })}=a \sqrt{1-a^{2}} \mathrm{e}^{\frac{1 \mp 1}{2} i \pi}, \tag{A7}
\end{equation*}
$$

and so

$$
\begin{equation*}
\hat{\theta}_{N}^{(\text {even })}=0 \quad \hat{\theta}_{N}^{\text {(odd) }}=\pi \tag{A8}
\end{equation*}
$$

We are then interested in evaluating the trace distance between the updated and corrected success-branch state

$$
\begin{equation*}
\rho_{\mathrm{corr}}^{(m)}=\int_{0}^{2 \pi} p(\theta \mid m)\left|\psi_{\mathrm{s}}\left(\theta-\frac{\hat{\theta}_{N}^{(m)}}{N}\right)\right\rangle\left\langle\psi_{\mathrm{s}}\left(\theta-\frac{\hat{\theta}_{N}^{(m)}}{N}\right)\right|, \tag{A9}
\end{equation*}
$$

with

$$
\begin{equation*}
\left|\psi_{\mathrm{s}}(\theta)\right\rangle=\frac{1}{\sqrt{3}} \sum_{n=0}^{2} \mathrm{e}^{i n N \theta}|n\rangle^{\otimes N} \tag{A10}
\end{equation*}
$$

and the desired target state $\left|\psi_{\mathbf{s}}(0)\right\rangle$. The trace distance is

$$
\begin{equation*}
D\left(\rho_{\text {corr }}^{(m)}, \rho_{\text {target }}\right)=\frac{1}{2} \operatorname{Tr}\left(\sqrt{\left(\rho_{\text {corr }}^{(m)}-\rho_{\text {target }}\right)^{2}}\right. \tag{A11}
\end{equation*}
$$

and we can calculate

$$
\begin{equation*}
\rho_{\mathrm{corr}}^{(m)}-\rho_{\mathrm{target}}=\frac{1}{3} \sum_{j \neq k} c_{j k}^{(m)}(|j\rangle\langle k|)^{\otimes N}, \tag{A12}
\end{equation*}
$$

with

$$
\begin{equation*}
c_{j k}^{(m)}=\int_{0}^{2 \pi} p(\theta \mid m) \mathrm{e}^{i\left(N \theta-\hat{\theta}_{N}^{(m)}\right)(j-k)} d \theta-1 . \tag{A13}
\end{equation*}
$$

For real $c_{j k}^{(m)}$ this becomes

$$
\begin{equation*}
D\left(\rho_{\text {corr }}^{(m)}, \rho_{\text {target }}\right)=\frac{1}{6}\left(\left|c_{02}\right|+\sqrt{8 c_{01}^{2}+c_{02}^{2}}\right) . \tag{A14}
\end{equation*}
$$

For the flat prior we find

$$
\begin{align*}
& c_{0,1}^{(\text {even } / \text { odd })}=c_{1,2}^{(\text {even } / \text { odd })}=a \sqrt{1-a^{2}}-1,  \tag{A15a}\\
& c_{0,2}^{\text {(even } / \text { odd })}=-1, \tag{A15b}
\end{align*}
$$

and with this the trace distance becomes

$$
\begin{equation*}
D\left(\rho_{\mathrm{corr}}^{(m)}, \rho_{\text {target }}\right)=\frac{1}{6}\left(1+\sqrt{9+8 a^{2}\left(1-a^{2}\right)-16 a \sqrt{1-a^{2}}}\right) \tag{A16}
\end{equation*}
$$

and since $p($ even $/$ odd $)=1 / 2$ this already matches the average trace distance $\bar{D}\left(\rho_{\text {corr }}, \rho_{\text {target }}\right)=\sum_{m} p(m) D\left(\rho_{\text {corr }}^{(m)}, \rho_{\text {target }}\right)$.

## Appendix B: Multiple copies without updating

Now let us see how measurements on more than one copy, in particular on $k$ copies, can improve this value by considering a simple scenario where the measurement directions are not updated. This means, each copy is locally measured in the basis $\left\{| \pm\rangle_{i}\right\}$ by every party, resulting in $k$ individual even/odd measurement outcomes. Since there is no updating in-between, the particular order of these outcomes is irrelevant and only the overall number of even/odd outcomes matter. We can thus view the entire procedure as one $(k+1)$ outcome measurement with outcomes $m=0,1,2, \ldots, k$, i.e., the number of "even" outcomes. We hence assign the probabilities

$$
\begin{equation*}
p(m \mid \theta)=p(\operatorname{even} \mid \theta)^{m} p(\operatorname{odd} \mid \theta)^{k-m}\binom{k}{m} . \tag{B1}
\end{equation*}
$$

The corresponding unconditional probabilities are

$$
\begin{align*}
p(m)= & \frac{1}{2^{k}}\binom{k}{m} \sum_{i=0}^{m} \sum_{j=0}^{k-m}\binom{m}{i}\binom{k-m}{j}(-1)^{j} \\
& \times\left(2 a \sqrt{1-a^{2}}\right)^{i+j} \int_{0}^{2 \pi} p(\theta) \cos ^{i+j}(N \theta) d \theta . \tag{B2}
\end{align*}
$$

For a flat prior we calculate

$$
\begin{align*}
p(m)= & \frac{1}{2^{k}}\binom{k}{m} \sum_{i=0}^{m} \sum_{j=0}^{k-m}\binom{m}{i}\binom{k-m}{j}(-1)^{j} \\
& \times\left(2 a \sqrt{1-a^{2}}\right)^{i+j} \frac{(-1)^{i}+(-1)^{j}}{2^{i+j+1}}\binom{i+j}{\frac{i+j}{2}} . \tag{B3}
\end{align*}
$$

The posterior given outcome $m$ is then

$$
\begin{align*}
p(\theta \mid m)= & \frac{1}{2^{k} p(m)}\binom{k}{m} \sum_{i=0}^{m} \sum_{j=0}^{k-m}\binom{m}{i}\binom{k-m}{j}(-1)^{j} \\
& \times\left(2 a \sqrt{1-a^{2}}\right)^{i+j} p(\theta) \cos ^{i+j}(N \theta) . \tag{B4}
\end{align*}
$$

For the estimator we have to calculate

$$
\begin{equation*}
\bar{z}_{N, k}^{(m)}=\int_{0}^{2 \pi} p(\theta \mid m) \mathrm{e}^{i N \theta} d \theta \tag{B5}
\end{equation*}
$$

For the flat prior the estimator becomes the argument of


FIG. 3. Average distance to target state for different ways of adapting the measurement direction. The curves show the average trace distance between the target state and the successfully converted copies for different measurement-updating strategies for the exemplary metrology-assisted entanglement distribution protocol discussed in Sec. III for fixed value of $a=\frac{1}{\sqrt{2}}$ as a function of the number $k_{\mathrm{f}}$ of copies in the failure branch. The blue curve represents the strategy with constant measurement directions discussed in Appendix B, for the yellow curve measurements are alternated between $\sigma_{x}$ and $\sigma_{y}$, for green the measurement directions are rotated by a constant angle $\pi / 8$ after each measurement, and the red curve corresponds to measurement updates using the maximum likelihood estimator from Eq. (A8).

$$
\begin{align*}
\bar{z}_{N, k}^{(m)}= & \frac{1}{2^{k} p(m)}\binom{k}{m} \sum_{i=0}^{m} \sum_{j=0}^{k-m}\binom{m}{i}\binom{k-m}{j}(-1)^{j} \\
& \times\left(2 a \sqrt{1-a^{2}}\right)^{i+j} \frac{(-1)^{i}+(-1)^{j}}{2^{i+j+1}}\binom{i+j}{\frac{i+j}{2}} . \tag{B6}
\end{align*}
$$

We can distinguish two cases, as long as $m<k / 2$ we have $\bar{z}_{N, k}^{(m)}<0$ and therefore $\arg \left(\bar{z}_{N, k}^{(m)}\right)=\pi=\hat{\theta}_{N, m}^{(m)}$. For $m \geq$ $k / 2$ we have $\bar{z}_{N, k}^{(m)} \geq 0$ and therefore $\arg \left(\bar{z}_{N, k}^{(m)}\right)=0=\hat{\theta}_{N, m}^{(m)}$. What remains is calculating the distance to our target state, and the result is illustrated in Fig. 3.

## 9 Activation of genuine multipartite entanglement: Beyond the single-copy paradigm of entanglement characterisation

The following research article is currently under peer review. The manuscript can be accessed online under arXiv:2110.15627.
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Entanglement shared among multiple parties presents complex challenges for the characterisation of different types of entanglement. One of the most fundamental insights is the fact that some mixed states can feature entanglement across every possible cut of a multipartite system yet can be produced via a mixture of states separable with respect to different partitions. To distinguish states that genuinely cannot be produced from mixing such partitionseparable states, the term genuine multipartite entanglement was coined. All these considerations originate in a paradigm where only a single copy of the state is distributed and locally acted upon. In contrast, advances in quantum technologies prompt the question of how this picture changes when multiple copies of the same state become locally accessible. Here we show that multiple copies unlock genuine multipartite entanglement from partially separable states, i.e., mixtures of the partitionseparable states, even from undistillable ensembles, and even more than two copies can be required to observe this effect. With these findings, we characterise the notion of genuine multipartite entanglement in the paradigm of multiple copies and conjecture a strict hierarchy of activatable states and an asymptotic collapse of the hierarchy.

## 1 Introduction

Entanglement shared among multiple parties is acknowledged as one of the fundamental resources driving the second quantum revolution [1], for instance, as a basis of quantum network proposals [2-5], as a key resource for improved quantum sensing [6] and quantum error correction [7] or as generic ingredient in quantum algorithms [8] and measurement-based quantum computation [9, 10]. Yet, its detection
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and characterisation are complicated by several factors: among them, the computational hardness of deciding whether any given system even exhibits any entanglement at all [11] as well as the fact that the usual paradigm of local operations and classical communication (LOCC) lead to infinitely many types of entanglement [12-18] already for single copies of multipartite states. Significant effort has thus been devoted to devising practical means of entanglement certification from limited experimental data [19, 20].

One of the principal challenges for the characterisation of multipartite entanglement lies in distinguishing between partial separability and its counterpart, genuine multipartite entanglement (GME) ${ }^{1}$. Here, a multipartite state is called partially separable if it can be decomposed as a mixture of partition-separable states, i.e., of states separable with respect to some (potentially different) partitions of the parties into two or more groups, whereas any state that cannot be decomposed in this way has GME (see Fig. 1 and Table 1). One may further classify partially separable states as $k$-separable states according to the maximal number $k$ of tensor factors that all terms in the partially separable decomposition can be factorised into. If a state admits a decomposition where each term is composed of at least two tensor factors $(k=2)$, the state is called biseparable. Thus, every partially separable state is $k$-separable for some $k \geq 2$, and hence (at least) biseparable. This distinction arises naturally when considering the resources required to create a specific state: any biseparable state can be produced via LOCC in setups where all parties share classical randomness and subsets of parties share entangled states. One of the counter-intuitive features of partially separable states is the possibility for bipartite entanglement across every possible bipartition ${ }^{2}$. Consequently, the notion of bipartite entanglement across partitions is insufficient to capture the notion of

[^5]

Figure 1: GME and (partial) separability for three qubits. All three-qubit states separable with respect to one of the three bipartitions, $\mathcal{A}_{1} \mid \mathcal{A}_{2} \mathcal{A}_{3}$ (yellow), $\mathcal{A}_{2} \mid \mathcal{A}_{1} \mathcal{A}_{3}$ (darker green), and $\mathcal{A}_{3} \mid \mathcal{A}_{1} \mathcal{A}_{2}$ (background), form convex sets, whose intersection (turquoise) contains (but is not limited to) all fully separable states $\mathcal{A}_{1}\left|\mathcal{A}_{2}\right| \mathcal{A}_{3}$ (dark blue). The convex hull of these partition-separable states contains all partially separable (the same as biseparable for tripartite systems) states. All states that are not biseparable are GME. States with $k$-copy activatable GME are contained in the set of biseparable but not partition-separable states and are conjectured to form the lighter green areas, with those states for which GME is activatable for higher values of $k$ farther away from the border between GME and biseparability. The horizontal line represents the family of isotropic GHZ states $\rho(p)$, containing the maximally mixed state $(p=0)$ and the GHZ state $(p=1)$. The values $p_{\mathrm{GME}}^{(k)}$ indicate $k$-copy GME activation thresholds, which we discuss in the following.
partial separability, and conventional methods, such as positive maps [22, 23], cannot be straightforwardly applied to reveal GME (with new concepts for positive maps derived for that purpose in $[24,25]$ ), which results in additional challenges compared to the - relatively - simpler scenario of detecting bipartite or partition entanglement (e.g., as in [26]).

An assumption inherent in the definitions above is that all parties locally act only on a single copy of the distributed state. However, in many experiments where quantum states are distributed among (potentially distant) parties, multiple independent but identically prepared copies of states are (or at least, can be) shared. For instance, exceptionally high visibilities of photonic states can only be achieved if each detection event stems from almost identical quantum states [27, 28]. Adding noise to the channel then produces the situation we focus on in this article: multiple copies of noisy quantum states produced in a laboratory [29, 30]. Even limited access to quantum memories or signal delays then allows one to act on multiple copies of the distributed states, which is a recurring theme also in research on quantum networks [31-33]. Characterising properties of GME in multi-copy scenarios is thus not only of fundamental theoretical interest but also crucial for practical ap-


Figure 2: Activation of GME from biseparable states. (a) Separable bipartite states remain separable, no matter how many copies are shared, e.g., if $\rho_{\mathcal{A}_{1} \mathcal{A}_{2}}$ and $\rho_{\mathcal{B}_{1} \mathcal{B}_{2}}$ are separable with respect to the bipartitions $\mathcal{A}_{1} \mid \mathcal{A}_{2}$ and $\mathcal{B}_{1} \mid \mathcal{B}_{2}$, then so is $\rho_{\mathcal{A}_{1} \mathcal{A}_{2}} \otimes \rho_{\mathcal{B}_{1} \mathcal{B}_{2}}$. (b) In contrast, the joint state of multiple copies of biseparable states, e.g., $\rho_{\mathcal{A}_{1}, \mathcal{A}_{2}}, \ldots, \mathcal{A}_{N}$, $\rho_{\mathcal{B}_{1}, \mathcal{B}_{2}}, \ldots, \mathcal{B}_{N}$, and $\rho_{\mathcal{C}_{1}, \mathcal{C}_{2}}, \ldots, \mathcal{C}_{N}$, can be GME with respect to the partition $\mathcal{A}_{1} \mathcal{B}_{1} \mathcal{C}_{1}\left|\mathcal{A}_{2} \mathcal{B}_{2} \mathcal{C}_{2}\right| \ldots \mid \mathcal{A}_{N} \mathcal{B}_{N} \mathcal{C}_{N}$.
plications that require GME to be distributed, such as conference key agreement [34].

However, we demonstrate here that, unlike the distinction between separable and entangled states, the distinction between biseparability and GME is not maintained in the transition from one to many copies; i.e., partial separability is not a tensor-stable concept. As we show, for $N$ parties $1, \ldots, N$, there exist multipartite quantum states $\rho_{\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots, \mathcal{A}_{N}}$ that are biseparable, but which can be activated in the sense that sharing two copies results in a GME state, i.e., such that the joint state $\rho_{\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots, \mathcal{A}_{N}} \otimes \rho_{\mathcal{B}_{1}, \mathcal{B}_{2}}, \ldots, \mathcal{B}_{N}$ of two identical copies (labelled $\mathcal{A}$ and $\mathcal{B}$, respectively) is not biseparable with respect to the partition $\mathcal{A}_{1} \mathcal{B}_{1}\left|\mathcal{A}_{2} \mathcal{B}_{2}\right| \ldots \mid \mathcal{A}_{N} \mathcal{B}_{N}$. (See Fig. 2.) That such activation of GME is in principle possible had previously only been noted in [35], where it was observed that two copies of a particular four-qubit state that is itself almost fully separable can become GME. Here, we systematically investigate this phenomenon of multicopy GME activation. As the first main result, we show that the property of biseparability is not tensor stable in general by identifying a family of $N$-qubit isotropic Greenberger-Horne-Zeilinger (GHZ) states with two-copy activatable GME for all $N$. We further demonstrate the existence of biseparable states within this family for which two copies are not enough to activate GME, but three copies are. Moreover, we show that the bound for partition-separability coincides with the asymptotic (in terms of the number of copies) GME-activation bound for isotropic GHZ states.

Multi-copy GME activation is particularly remarkable - and may appear surprising at first - because it is in stark contrast to bipartite entanglement: Two copies of states separable with respect to a fixed partition always remain partition-separable and can

| Term | Meaning |
| :--- | :--- |
| $k$-separable | convex combination of pure states, each of which is a product of at least $k$ <br> projectors |
| biseparable | synonymous with 2-separable |
| partially separable | $k$-separable for some $k>1$ <br> separable for a specific partition of the multipartite Hilbert space, i.e., a convex <br> combination of projectors, each of which is a product with respect to the same <br> partition into subsystems |
| partition-separable | entangled across all bipartitions |
| multipartite entangled | gon-biseparable |

never become GME. However, from the perspective of entanglement distillation - the concentration of entanglement from many weakly entangled (copies of) states to few strongly entangled ones - such an activation seems more natural. After all, if one party shares bipartite maximally entangled states with each other party, these could be used to establish any GME state among all $N$ parties via standard teleportation, thus distributing GME by sharing only two-party entangled states. Nevertheless, such a procedure would require at least $N-1$ copies of these bipartite entangled states (in addition to a local copy of the GME state to be distributed), and already the example from [35] suggests that one does not have to go through first distilling bipartite entangled pairs, followed by teleportation, but two copies can naturally feature GME already. While we have seen that the phenomenon of GME activation is more than just distillation, one may still be tempted to think that distillable entanglement is required for GME activation. It is known that there exist bound entangled states - entangled states that do not admit distillation of entanglement no matter how many copies are provided. In particular, all entangled states with positive partial transpose (PPT) across a given cut are undistillable since any number of copies is also PPT. One might thus suspect that GME activation should not be possible for biseparable states that are PPT across every cut and hence have no distillable entanglement (even if multiple parties are allowed to collaborate). As another main result, we show that this is not the case by constructing a biseparable state that is PPT with respect to every cut, yet two copies of the state are indeed GME. Together, our results thus support the following conjectures:
(i) There exists a hierarchy of states with $k$-copy activatable GME, i.e., for all $k \geq 2$ there exists a biseparable but not partition-separable state $\rho$
such that $\rho^{\otimes k-1}$ is biseparable, but $\rho^{\otimes k}$ is GME.
(ii) GME may be activated for any biseparable but not partition-separable state (light green areas in Fig. 1) of any number of parties as $k \rightarrow \infty$.

In the following, we first provide the formal definitions for biseparability and GME in Sec. 2 before turning to the family of $N$-qubit isotropic GHZ states in Sec. 3. For all biseparable states in this family, we provide upper bounds on the minimal number of copies required to activate GME in Sec. 4. In Sec. 5, we then consider the case of three qubits $(N=3)$, for which we can show that the bound on three-copy GME activation is tight in the sense that we identify all states in the family for which one requires at least three copies to activate GME, while two copies remain biseparable, and can also show that GME can indeed be activated for any biseparable but not partition-separable state in this family. Moreover, in Sec. 6, we construct an explicit example for two-copy GME activation from biseparable states with no distillable bipartite entanglement. Finally, we discuss the implications of our results and open questions in Sec. 8.

## 2 Definitions of biseparability \& GME

We summarise the formal definitions of biseparability and GME in this paper. (See also Table 1 for the summary of the definitions here.) Formally, a pure quantum state of an $N$-partite system with Hilbert space $\mathcal{H}^{(N)}=\bigotimes_{i=1}^{N} \mathcal{H}_{i}$ is separable with respect to a $k$-partition $\left\{\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots, \mathcal{A}_{k}\right\}$, with $\mathcal{A}_{i} \subset$ $\{1,2,3, \ldots, N\}$ and $\bigcup_{i=1}^{k} \mathcal{A}_{i}=\{1,2,3, \ldots, N\}$ such that $\bigotimes_{i=1}^{k} \mathcal{H}_{\mathcal{A}_{i}}=\mathcal{H}^{(N)}$, if it can be written as

$$
\begin{equation*}
\left|\Phi^{(k)}\right\rangle=\bigotimes_{i=1}^{k}\left|\phi_{\mathcal{A}_{i}}\right\rangle, \quad\left|\phi_{\mathcal{A}_{i}}\right\rangle \in \mathcal{H}_{\mathcal{A}_{i}} . \tag{1}
\end{equation*}
$$

When generalising to density matrices, it is common not to specify all possible partitions, but to use the notion of $k$-separability instead: A density operator is called $k$-separable if it can be decomposed as a convex sum of pure states that are all separable with respect to some $k$-partition, i.e., if it is of the form (see, e.g., the review [20])

$$
\begin{equation*}
\rho^{(k)}=\sum_{i} p_{i}\left|\Phi_{i}^{(k)}\right\rangle\left\langle\Phi_{i}^{(k)}\right| . \tag{2}
\end{equation*}
$$

Note that the lack of tensor stability of partial separability shown in the following also implies that the related concept of $k$-producibility [36,37] is not tensor stable. Crucially, each $\left|\Phi_{i}^{(k)}\right\rangle$ may be $k$-separable with respect to a different $k$-partition. Consequently, $k$-separability does not imply separability of $\rho^{(k)}$ with respect to a specific partition, except when $\rho^{(k)}$ is a pure state or when $k=N$. In the latter case the state is called fully separable. To make this distinction more explicit, we refer to all (at least) biseparable states that are actually separable with respect to some bipartition as partition-separable. At the other end of this separability spectrum one encounters biseparable states ( $k=2$ ), while all states that are not at least biseparable (formally, $k=1$ ) are called genuinely $N$-partite entangled. We will here use the term GME for the case $k=1$. The operational reason for this definition of GME is easily explained: any biseparable state of the form of Eq. (2) can be created by $N$ parties purely by sharing partition-separable states of the form of Eq. (1) and some classical randomness. In addition, this conveniently results in a convex notion of biseparability (as illustrated for the example in Fig. 1) amenable to entanglement witness techniques, which inherently rely on convexity.

## 3 GME of isotropic GHZ states

To overcome the difficulty in analysing GME, the crucial technique here is to use states in $X$-form, i.e., those with nonzero entries of density operators only on the main diagonal and main anti-diagonal with respect to the computational basis. Let us now consider a family of mixed $N$-qubit states, isotropic $G H Z$ states, given by

$$
\begin{equation*}
\rho(p)=p\left|\mathrm{GHZ}_{N}\right\rangle\left\langle\mathrm{GHZ}_{N}\right|+(1-p) \frac{1}{2^{N}} \mathbb{1}_{2^{N}}, \tag{3}
\end{equation*}
$$

obtained as convex combination of the $N$-qubit maximally mixed state $\frac{1}{2^{N}} \mathbb{1}_{2^{N}}$ and a pure $N$-qubit GHZ state

$$
\begin{equation*}
\left|\mathrm{GHZ}_{N}\right\rangle=\frac{1}{\sqrt{2}}\left(|0\rangle^{\otimes N}+|1\rangle^{\otimes N}\right) \tag{4}
\end{equation*}
$$

with real mixing parameter $p \in\left[-1 /\left(2^{N}-1\right), 1\right]$. Since states in this family are in $X$-form with respect to the $N$-qubit computational basis, we can
straightforwardly calculate the genuine multipartite (GM) concurrence, an entanglement measure for a multipartite state defined in terms of a polynomial of elements of its density matrix [38, 39]. For any $N$-qubit density operator $\rho_{X}$ in $X$-form, i.e.,

$$
\rho_{X}=\left(\begin{array}{cc}
\tilde{a} & \tilde{z} \tilde{d}  \tag{5}\\
\tilde{d} \tilde{z}^{\dagger} & \tilde{d} \tilde{b} \tilde{d}
\end{array}\right),
$$

where $\tilde{a}=\operatorname{diag}\left\{a_{1}, \ldots, a_{n}\right\}, \tilde{b}=\operatorname{diag}\left\{b_{1}, \ldots, b_{n}\right\}$, and $\tilde{z}=\operatorname{diag}\left\{z_{1}, \ldots, z_{n}\right\}$ are diagonal $n \times n$ matrices with $n=2^{N-1}, a_{i}, b_{i} \in \mathbb{R}$ and $z_{i} \in \mathbb{C}$ for all $i=1,2, \ldots, n$, and $\tilde{d}=\operatorname{antidiag}\{1,1, \ldots, 1\}$ is antidiagonal, the GM concurrence is given by

$$
\begin{equation*}
C_{\mathrm{GM}}\left(\rho_{X}\right)=2 \max \left\{0, \max _{i}\left\{\left|z_{i}\right|-\sum_{j \neq i}^{n} \sqrt{a_{j} b_{j}}\right\}\right\} \tag{6}
\end{equation*}
$$

and provides a necessary and sufficient condition for GME whenever $C_{\mathrm{GM}}>0$. In the case of the state $\rho(p)$ from Eq. (3), we have $a_{i}=b_{i}=\frac{1-p}{2^{N}}+\delta_{i 1} \frac{p}{2}$ and $z_{i}=\delta_{i 1} \frac{p}{2}$, such that

$$
\begin{equation*}
C_{\mathrm{GM}}[\rho(p)]=\max \left\{0,|p|-(1-p)\left(1-2^{1-N}\right)\right\} . \tag{7}
\end{equation*}
$$

Thus, $\rho(p)$ is GME if and only if

$$
\begin{equation*}
p>p_{\mathrm{GME}}^{(1)}(N):=\frac{2^{N-1}-1}{2^{N}-1} \tag{8}
\end{equation*}
$$

i.e., if and only if $p$ surpasses the single-copy threshold $p_{\mathrm{GME}}^{(1)}$. Conversely, we can be certain that $\rho(p)$ is not GME for $p \leq\left(2^{N-1}-1\right) /\left(2^{N}-1\right)$, and hence at least biseparable.

## 4 Multi-copy GME criterion

Our first goal is then to check if two copies of $\rho(p)$ are GME. Since the GM concurrence is an entanglement monotone, $C_{\mathrm{GM}}\left[\rho(p)^{\otimes k}\right]$ is monotonically non-decreasing as $k$ increases [39]; that is, if we have $C_{\mathrm{GM}}[\rho(p)]=0$ for $\rho(p)$ in $X$-form, it holds that $C_{\mathrm{GM}}\left[\rho(p)^{\otimes 2}\right] \geq 0$ in general. However, using $C_{\mathrm{GM}}\left[\rho(p)^{\otimes 2}\right]>0$ as a necessary and sufficient criterion for GME is not an option in this case, since $\rho(p)^{\otimes 2}$ may not be of $X$-form even if a single copy is, and we therefore generally cannot directly calculate $C_{\mathrm{GM}}\left[\rho(p)^{\otimes 2}\right]$. The crucial idea here is to make use of the fact that stochastic LOCC (SLOCC) can never create GME from a biseparable state.

To construct a sufficient GME criterion, we therefore use a map $\mathcal{E}_{\circ}$ implementable via SLOCC [40], which, for any two density operators $\rho$ and $\sigma$ acting on $\mathcal{H}$, maps the state $\rho \otimes \sigma$ acting on $\mathcal{H}^{\otimes 2}$ to

$$
\begin{equation*}
\mathcal{E}_{\circ}[\rho \otimes \sigma]=\frac{\rho \circ \sigma}{\operatorname{Tr}(\rho \circ \sigma)} \quad \text { on } \mathcal{H}, \tag{9}
\end{equation*}
$$

where the right-hand side is a density operator acting on $\mathcal{H}$, and "०" denotes the Hadamard product (or Schur product), i.e., the component-wise multiplication of the two matrices. What is useful for us here is that the Hadamard product of two $X$-form matrices results in an $X$-form matrix. Consequently, we can directly calculate the GM concurrence for the state resulting from applying the 'Hadamard-product map' $\mathcal{E}$ 。 to two copies of an originally biseparable state. If the GM concurrence of $\mathcal{E}_{\circ}\left[\rho(p)^{\otimes 2}\right]$ is nonzero, we can conclude that two copies of $\rho(p)$ are GME, even if a single copy is not. To decide whether $\mathcal{E}_{0}\left[\rho(p)^{\otimes 2}\right]$ is GME or not, i.e., whether the GM concurrence is nonzero or not, we can ignore the normalization and just consider $\rho(p) \circ \rho(p)=\rho(p)^{\circ 2}$. Moreover, in the maximization over the index $i$ in Eq. (6), the maximum is obtained for $i=1$. We can thus conclude that $\rho(p)^{\otimes 2}$ is GME if

$$
\begin{equation*}
\left|z_{1}^{2}\right|-\sum_{j \neq 1}^{n} \sqrt{a_{j}^{2} b_{j}^{2}}=\frac{p^{2}}{4}-\left(2^{N-1}-1\right)\left(\frac{1-p}{2^{N}}\right)^{2}>0 \tag{10}
\end{equation*}
$$

which translates to the condition $p /(1-p)>$ $\sqrt{2^{N-1}-1} / 2^{N-1}$, and in turn can be reformulated to the condition

$$
\begin{equation*}
p>p_{\mathrm{GME}}^{(2)}(N):=\frac{\sqrt{2^{N-1}-1}}{2^{N-1}+\sqrt{2^{N-1}-1}} . \tag{11}
\end{equation*}
$$

As we see, we have $p_{\mathrm{GME}}^{(1)}>p_{\mathrm{GME}}^{(2)}$ for all $N \geq 3$, confirming that there exist biseparable states with values $p<p_{\mathrm{GME}}^{(1)}$ for which two copies are GME, i.e., such that $p>p_{\mathrm{GME}}^{(2)}$.

Moreover, we can now concatenate multiple uses of the SLOCC map $\mathcal{E}_{0}$. For instance, we can identify the threshold value $p_{\mathrm{GME}}^{(3)}$ of $p$ at which the state $\mathcal{E}_{\circ}[\rho(p) \otimes$ $\left.\mathcal{E}_{\circ}\left[\rho(p)^{\otimes 2}\right]\right]$ resulting from 2 applications of $\mathcal{E}_{\circ}$ to a total of 3 copies of $\rho(p)$ is GME, or, more generally, the corresponding threshold value $p_{\mathrm{GME}}^{(k)}$ for which $k$ copies result in a GME state after applying the map $\mathcal{E}_{\circ}$ a total of $k-1$ times. From Eq. (10) it is easy to see that these threshold values are obtained as

$$
\begin{equation*}
p_{\mathrm{GME}}^{(k)}(N):=\frac{\sqrt[k]{2^{N-1}-1}}{2^{N-1}+\sqrt[k]{2^{N-1}-1}} \tag{12}
\end{equation*}
$$

## 5 Hierarchy of $k$-copy activatable states

The threshold values $p_{\text {GME }}^{(k)}$ provide upper bounds on the minimal number of copies required to activate GME: a value $p$ satisfying $p_{\mathrm{GME}}^{(k)}<p<p_{\mathrm{GME}}^{(k-1)}$ for $k \geq 2$ implies that $k$ copies are enough to activate GME. But since the map $\mathcal{E}_{\circ}$ (does not create and) may reduce GME, it does not imply that $k$ copies are actually needed; up to this point, there is a possibility that two copies are all it takes.

However, at least for the case of three qubits ( $N=3$ ) and three copies $(k=3)$, we find that this is not the case. That is, for all isotropic three-qubit GHZ states with $p \leq p_{\mathrm{GME}}^{(2)}(N=3)=\sqrt{3} /(4+\sqrt{3})$, we find that two copies are still biseparable, and thus at least three copies are required to activate GME. The explicit biseparable decomposition of two copies of the states in this range is presented in Appendix A. Although it does not constitute conclusive proof, this result nevertheless supports our first conjecture, repeated here for convenience:

Conjecture (i): There exists a hierarchy of states with $k$-copy activatable GME, i.e., for all $k \geq 2$ there exists a biseparable but not partition-separable state $\rho$ such that $\rho^{\otimes k-1}$ is biseparable, but $\rho^{\otimes k}$ is GME.

The conjectured existence of a hierarchy of biseparable states with $k$-copy activatable GME means that states become less and less 'valuable' as the number of copies $k$ required to obtain GME increases. At the same time, it is also clear that all partition-separable states cannot be used to activate GME because separability with respect to any fixed partition is tensor stable. But it is not clear where exactly the boundary between activatable and non-activatable states really lies (see Fig. 1).

To shed light on this question, let us again examine the isotropic GHZ states from Eq. (3) with regards to partition-separability with respect to the bipartition separating the first qubit $\mathcal{A}_{1}$ from the remaining $N-$ 1 qubits (collected in $\tilde{\mathcal{A}}_{2}$ ), i.e., $\mathcal{A}_{1} \mid \tilde{\mathcal{A}}_{2}$. Using this partition, we can write

$$
\begin{align*}
\rho(p) & =p\left|\Phi^{+}\right\rangle\left\langle\left.\Phi^{+}\right|_{\mathcal{A}_{1}} \tilde{\mathcal{A}}_{2}+\frac{1-p}{2^{N}} \mathbb{1}_{\mathcal{A}_{1}} \otimes \mathbb{1}_{\tilde{\mathcal{A}}_{2}}+\frac{1-p}{2^{N}} \mathbb{1}_{\mathcal{A}_{1}} \otimes \mathbb{1}_{\tilde{\mathcal{A}}_{2}^{\perp}}\right. \\
& =\frac{1+p}{2} \tilde{\rho}_{\mathcal{A}_{1} \tilde{\mathcal{A}}_{2}}+\frac{1-p}{2} \frac{1}{2^{N-1}} \mathbb{1}_{\mathcal{A}_{1}} \otimes \mathbb{1}_{\tilde{\mathcal{A}}_{2}^{\perp}}, \tag{13}
\end{align*}
$$

where $\left.\left|\Phi^{+}\right\rangle_{\mathcal{A}_{1} \tilde{\mathcal{A}}_{2}}=\frac{1}{\sqrt{2}}\left(|0\rangle_{\mathcal{A}_{1}}\left|\tilde{0}_{\tilde{\mathcal{A}}_{2}}+\right| 1\right\rangle_{\mathcal{A}_{1}}|\tilde{1}\rangle_{\tilde{\mathcal{A}}_{2}}\right)$ with $|\tilde{i}\rangle_{\tilde{\mathcal{A}}_{2}}=\bigotimes_{j=2}^{N}|i\rangle_{\mathcal{A}_{j}}$ for $i=0,1, \mathbb{1}_{\tilde{\mathcal{A}}_{2}}=\sum_{i=0,1}|\tilde{i}\rangle\langle\tilde{i}|$ and $\mathbb{1}_{\tilde{\mathcal{A}}_{2}^{\perp}}=\mathbb{1}_{2^{N-1}}-\mathbb{1}_{\tilde{\mathcal{A}}_{2}}$. From this decomposition, it becomes clear that the state can be written as a convex sum of a two-qubit state $\tilde{\rho}_{\mathcal{A}_{1} \tilde{\mathcal{A}}_{2}}$ (where the second qubit lives on the two-dimensional subspace of $\tilde{\mathcal{A}}_{2}$, spanned by the states $|\tilde{i}\rangle$ for $i=0,1$ ) and diagonal terms proportional to $\mathbb{1}_{\mathcal{A}_{1}} \otimes \mathbb{1}_{\tilde{\mathcal{A}}_{2}^{\perp}}$ with support in a subspace $\tilde{\mathcal{A}}_{2}^{\perp}$ orthogonal to $\tilde{\rho}_{\mathcal{A}_{1} \tilde{\mathcal{A}}_{2}}$. The latter diagonal terms trivially have a separable decomposition with respect to the bipartition $\mathcal{A}_{1} \mid \tilde{\mathcal{A}}_{2}$. For the two-qubit state $\tilde{\rho}_{\mathcal{A}_{1} \tilde{\mathcal{A}}_{2}}$, the PPT criterion offers a necessary and sufficient separability criterion, and one easily finds that the partial transpose of $\tilde{\rho}_{\mathcal{A}_{1} \tilde{\mathcal{A}}_{2}}$ is non-negative if $p \leq p_{\text {crit }}:=1 /\left(1+2^{N-1}\right)$ (see Appendix B). Further taking into account its qubit exchange symmetry, we thus find that $\rho(p)$ is partition-separable with respect to any bipartition for $p \leq p_{\text {crit }}$. At the same time, we find that $\lim _{k \rightarrow \infty} p_{\mathrm{GME}}^{(k)}(N)=p_{\text {crit }}$, which implies that any isotropic GHZ state with $p>p_{\text {crit }}$ features $k$-copy
activatable GME, at least asymptotically as $k \rightarrow \infty$, and is thus also not partition-separable. This leads us to our second conjecture, also repeated here for convenience:

Conjecture (ii): GME may be activated for any biseparable but not partition-separable state of any number of parties as $k \rightarrow \infty$.

Conjecture (ii) holds for isotropic GHZ states. But does it hold in general?

## 6 GME activation from PPT entangled states

A situation where one might imagine Conjecture (ii) to fail is the situation of biseparable (but not partition-separable) states with PPT entanglement across every bipartition, as discussed in Sec. 1. For isotropic GHZ states, however, the PPT criterion across every cut coincides exactly with the threshold $p_{\text {crit }}$ for biseparability (and GME activation), as one can confirm by calculating the eigenvalues of the partial transpose of $\rho(p)$ (see Appendix B). We thus turn to a different family of states, for which this is not the case.

Specifically, as we show in detail in Appendix C, we construct a family of biseparable three-party states

$$
\begin{equation*}
\rho_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3}}=\sum_{\substack{i, j, k=1 \\ i \neq j \neq k \neq i}}^{3} p_{i} \rho_{\mathcal{A}_{i}} \otimes \rho_{\mathcal{A}_{j} \mathcal{A}_{k}}^{\mathrm{PPT}} \tag{14}
\end{equation*}
$$

where the $\rho_{\mathcal{A}_{j}}^{\mathrm{PPT}} \mathcal{A}_{k}$ are (different) two-qutrit states with PPT entanglement across the respective cuts $\mathcal{A}_{j} \mid \mathcal{A}_{k}$ for $j \neq k \in\{1,2,3\}$ and $\sum_{i} p_{i}=1$. Via LOCC, three copies (labelled $\mathcal{A}, \mathcal{B}$, and $\mathcal{C}$, respectively) of this state $\rho_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3}}$ can be converted to what we call PPT-triangle states of the form

$$
\begin{equation*}
\rho_{\mathcal{A}_{2} \mathcal{A}_{3}}^{\mathrm{PPT}} \otimes \rho_{\mathcal{B}_{1} \mathcal{B}_{3}}^{\mathrm{PPT}} \otimes \rho_{\mathcal{C}_{1} \mathcal{C}_{2}}^{\mathrm{PPT}} . \tag{15}
\end{equation*}
$$

Using a GME witness based on the lifted Choi map (cf. [24, 25]), we show that there exists a parameter range where these PPT-triangle states are GME. Therefore, it is proved that GME activation is possible even from biseparable states only with PPT entanglement across every bipartition.

## 7 GME activation and shared randomness

Provided that our conjectures are true, incoherent mixing (access to shared randomness) can lead to situations where the number of copies needed for GME activation is reduced. In the extreme case, and this is true even based only on the results already proven
here (and thus independently of whether or not the conjectures turn out to be true or not), the probabilistic combination of partition-separable states (without activatable GME) can results in a state - a biseparable isotropic GHZ state - which has activatable GME. Although this may at first glance appear to be at odds with the usual understanding of bipartite entanglement, which cannot arise from forming convex combinations of separable states, we believe this can be understood rather intuitively if we view incoherent mixing as a special case of a more general scenario in which one may have any amount of information on the states that are shared between different observers. As an example, consider the following situation:

Three parties, labelled, 1, 2 and 3, share two identical (as in, the system and its subsystems have the same Hilbert space dimensions and are represented by the same physical degrees of freedom) tripartite quantum systems, labelled $\mathcal{A}$ and $\mathcal{B}$, in the states $\rho_{\mathcal{A}_{1} \mid \mathcal{A}_{2} \mathcal{A}_{3}}$ and $\rho_{\mathcal{B}_{1} \mathcal{B}_{2} \mid \mathcal{B}_{3}}$, respectively, where we assume that $\rho_{\mathcal{A}_{1} \mid \mathcal{A}_{2} \mathcal{A}_{3}}$ is separable with respect to the bipartition $\mathcal{A}_{1} \mid \mathcal{A}_{2} \mathcal{A}_{3}$ and $\rho_{\mathcal{B}_{1} \mathcal{B}_{2} \mid \mathcal{B}_{3}}$ is separable with respect to the bipartition $\mathcal{B}_{1} \mathcal{B}_{2} \mid \mathcal{B}_{3}$. Clearly, both of these systems and states individually are biseparable, but if the parties have full information about which system is which, e.g., the first system is $A$ and the second system is $B$, then the joint state $\rho_{\mathcal{A}_{1} \mid \mathcal{A}_{2} \mathcal{A}_{3}} \otimes \rho_{\mathcal{B}_{1} \mathcal{B}_{2} \mid \mathcal{B}_{3}}$ can be GME with respect to the partition $\mathcal{A}_{1} \mathcal{B}_{1}\left|\mathcal{A}_{2} \mathcal{B}_{2}\right| \mathcal{A}_{3} \mathcal{B}_{3}$. In this sense, two biseparable systems can yield one GME system. Now, let us suppose that the parties do not have full information which system is in which state. For simplicity, let us assume that either system may be in either state with the same probability $\frac{1}{2}$. Then the state of either of the systems is described by the convex mixture $\rho_{\text {mix }}=\frac{1}{2} \rho_{A_{1} \mid A_{2} A_{3}}+\frac{1}{2} \rho_{B_{1} B_{2} \mid B_{3}}$, where we have kept the labels $A$ and $B$, but they now refer to the same subsystems, i.e., $A_{i}=B_{i}$ for all $i$. The state $\rho_{\text {mix }}$ may not be partition separable anymore, but is certainly still biseparable. In particular, it may have activatable GME, even though neither $\rho_{A_{1} \mid A_{2} A_{3}}$ nor $\rho_{B_{1} B_{2} \mid B_{3}}$ do. For the sake of the argument let us assume that the latter is indeed the case and that GME is activated for 2 copies in this case, such that $\rho_{\text {mix }}^{\otimes 2}$ is GME. That means, if one has access to both systems, $A$ and $B$, even without knowing which system is in which state, one would end up with GME. However, the additional randomness with respect to the case where one knows exactly which state which system is in results in an increased entropy of $\rho_{\text {mix }}^{\otimes 2}$ with respect to $\rho_{\mathcal{A}_{1} \mid \mathcal{A}_{2} \mathcal{A}_{3}} \otimes \rho_{\mathcal{B}_{1} \mathcal{B}_{2} \mid \mathcal{B}_{3}}$, and thus represents a disadvantage with respect to the latter case.

In general, it is therefore not problematic that the conjectures, if true, would imply that incoherent mixtures of $k$-activatable states may result in $k^{\prime}$ activatable states with $k^{\prime}<k$. Instead, this can be considered as a sign that scenarios with multiple copies of multipartite quantum states give rise to fea-
tures that are not captured by convex structures on the level of the single-copy state space.

## 8 Conclusion and outlook

Our results show that a modern theory of entanglement in multipartite systems, which includes the potential to locally process multiple copies of distributed quantum states, exhibits a rich structure that goes beyond the convex structure of partially separable states on single copies. While we conjecture that asymptotically, an even simpler description might be possible, i.e., separability in multipartite systems collapses to a simple bipartite concept of separability, we show that two copies are certainly not sufficient for reaching this simple limit, thus leaving the practical certification with finite copies a problem to be studied.

Indeed, our results show that GME is a resource with a complex relationship to bipartite entanglement in the context of local operations and shared randomness (cf. [41]). An array of important open questions arises from our results, which can thus be considered to establish an entirely new direction of research: first and foremost, this includes the quest for conclusive evidence for or against our conjectures. Besides determining whether these conjectures are ultimately correct or not, it will be of high interest to determine which properties (of the biseparable decompositions) of given states permit or prevent GME activation with a certain number of copies. Another open question is the minimal local dimension necessary for GME activation from biseparable states with PPT entanglement across every cut. Furthermore, from a practical point of view, it will be desirable to develop a theory of $k$-copy multipartite entanglement witnesses that are non-linear expressions of density matrices and allow for a more fine-grained characterisation of multipartite entanglement in networks with local memories. Finally, although separable states and shared classical randomness are free under LOCC, i.e., under a conventional choice of free operations in the resource theory of bipartite entanglement, our results suggest that convex combinations of different partition-separable states with shared classical randomness can be used as a resource for GME activation in multi-copy scenarios; that is, it may not be straightforward to study GME activation within the usual resource-theoretical framework under LOCC. In view of this situation, it would be interesting for future research to establish a new framework for understanding such a complicated aspect of multipartite entanglement as GME activation by, e.g., considering non-convex quantum resource theories where classical randomness can be used as a resource [42, 43].
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## Appendix

The appendices are organised as follows. In Appendix A, we analyse which values of the parameter allow for a biseparable decomposition of two copies of the three-qubit isotropic Greenberger-Horne-Zeilinger (GHZ) states. In Appendix B, we study the positive-partial-transpose (PPT) criterion for isotropic GHZ states. In Appendix C, we show that multi-copy activation of genuine multipartite entanglement (GME) is possible from PPT bound entanglement.

## A Biseparable decomposition of two-copy three-qubit isotropic GHZ states

In this appendix we analyse which values of the parameter $p$ allow for a biseparable decomposition of two copies of the three-qubit isotropic GHZ states. To be more precise, we look for a biseparable decomposition with respect to the partition $\mathcal{A}_{1} \mathcal{B}_{1}\left|\mathcal{A}_{2} \mathcal{B}_{2}\right| \mathcal{A}_{3} \mathcal{B}_{3}$ of the state $\rho_{3}(p)^{\otimes 2}$, where

$$
\begin{equation*}
\rho_{3}(p)=p\left|\mathrm{GHZ}_{3}\right\rangle\left\langle\mathrm{GHZ}_{3}\right|+(1-p) \frac{1}{2^{3}} \mathbb{1}_{2^{3}} \tag{16}
\end{equation*}
$$

is the three-qubit isotropic GHZ state defined in the main text.
To construct a biseparable decomposition, we first construct separable states for two or four qubits. We then map these states to different six-qubit states in such a way that all resulting six-qubit states are separable with respect to one of the bipartitions

$$
\begin{equation*}
\mathcal{A}_{1} \mathcal{B}_{1}\left|\mathcal{A}_{2} \mathcal{B}_{2} \mathcal{A}_{3} \mathcal{B}_{3}, \mathcal{A}_{1} \mathcal{B}_{1} \mathcal{A}_{2} \mathcal{B}_{2}\right| \mathcal{A}_{3} \mathcal{B}_{3}, \mathcal{A}_{2} \mathcal{B}_{2} \mid \mathcal{A}_{1} \mathcal{B}_{1} \mathcal{A}_{3} \mathcal{B}_{3} . \tag{17}
\end{equation*}
$$

For convenience of notation, we henceforth reorder the subsystems to $\mathcal{A}_{1} \mathcal{B}_{1} \mathcal{A}_{2} \mathcal{B}_{2} \mathcal{A}_{3} \mathcal{B}_{3}$. We then group together these different states to define biseparable states for the whole six-qubit system. This allows us to rewrite the state $\rho_{3}(p)^{\otimes 2}$ as a convex sum of these biseparable states and a diagonal matrix. Finally, we find conditions for which this diagonal matrix has only non-negative entries, i.e., is positive semi-definite and thus itself a state.

Let us begin by defining the separable two-qubit state

$$
\begin{equation*}
\gamma=\frac{1}{4}(|++\rangle\langle++|+|--\rangle\langle--|+|r l\rangle\langle r l|+|l r\rangle\langle l r|), \tag{18}
\end{equation*}
$$

where $|+\rangle=(|0\rangle+|1\rangle) / \sqrt{2},|-\rangle=(|0\rangle-|1\rangle) / \sqrt{2},|r\rangle=(|0\rangle-i|1\rangle) / \sqrt{2}$ and $|l\rangle=(|0\rangle+i|1\rangle) / \sqrt{2}$. We partition the six-qubit space $\mathcal{A}_{1} \mathcal{B}_{1} \mathcal{A}_{2} \mathcal{B}_{2} \mathcal{A}_{3} \mathcal{B}_{3}$ into two subsystems $\mathcal{C}$ and $\mathcal{D}$ in such a way that the bipartition $\mathcal{C} \mid \mathcal{D}$ coincides with one of the three bipartitions in (17). We then define a map $E$ from a two-qubit state space to the six-qubit space $\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3} \mathcal{B}_{1} \mathcal{B}_{2} \mathcal{B}_{3}$ as the unique linear map such that $|00\rangle \rightarrow\left|i i^{\prime}\right\rangle,|01\rangle \rightarrow\left|i j^{\prime}\right\rangle,|10\rangle \rightarrow\left|j i^{\prime}\right\rangle$ and $|11\rangle \rightarrow\left|j j^{\prime}\right\rangle$, where $|i\rangle$ and $|j\rangle$ are orthogonal states of subsystem $\mathcal{C}$ and $\left|i^{\prime}\right\rangle$ and $\left|j^{\prime}\right\rangle$ are orthogonal states of subsystem $\mathcal{D}$. Applying this map to the two-qubit separable state $\gamma$ above, we have a six-qubit state $E(\gamma)$ that is separable across the cut $\mathcal{C} \mid \mathcal{D}$ by construction. In the following we will consider only such embeddings $E$ that map $|00\rangle,|01\rangle,|10\rangle$ and $|11\rangle$ onto four of the standard-basis states of the six-qubit space. For example consider the partition $\mathcal{A}_{1} \mathcal{B}_{1} \mathcal{A}_{2} \mathcal{B}_{2} \mid \mathcal{A}_{3} \mathcal{B}_{3}$ and the embedding $E$ that maps $|00\rangle \rightarrow|000000\rangle,|01\rangle \rightarrow|000001\rangle$, $|10\rangle \rightarrow|010100\rangle$ and $|11\rangle \rightarrow|010101\rangle$. The embedded state then reads

$$
\begin{align*}
& E(\gamma)=\frac{1}{4}(|000000\rangle\langle 000000|+|000000\rangle\langle 010101|+|010101\rangle\langle 000000|+|010101\rangle\langle 010101| \\
&+|000001\rangle\langle 000001|+|010100\rangle\langle 010100|) \tag{19}
\end{align*}
$$

For every index $m$ running from 1 to 64 , we let $|m\rangle=\left|i_{1} i_{2} i_{3} i_{4} i_{5} i_{6}\right\rangle$ denote a standard-basis state of $\mathcal{A}_{1} \mathcal{B}_{1} \mathcal{A}_{2} \mathcal{B}_{2} \mathcal{A}_{3} \mathcal{B}_{3}$ such that

$$
\begin{equation*}
m=32 i_{1}+16 i_{2}+8 i_{3}+4 i_{4}+2 i_{5}+i_{6}+1 \tag{20}
\end{equation*}
$$

that is, $m$ is the decimal representation of the number represented by the bit string $i_{1} i_{2} i_{3} i_{4} i_{5} i_{6}$. Let $E_{m_{1}, m_{2}, m_{3}, m_{4}}$ be the linear map from a two-qubit space to the previously considered six-qubit space such that

$$
\begin{align*}
|00\rangle & \mapsto\left|m_{1}\right\rangle,  \tag{21a}\\
|01\rangle & \mapsto\left|m_{2}\right\rangle,  \tag{21b}\\
|10\rangle & \mapsto\left|m_{3}\right\rangle,  \tag{21c}\\
|11\rangle & \mapsto\left|m_{4}\right\rangle . \tag{21d}
\end{align*}
$$

We then define

$$
\begin{equation*}
\gamma\left(m_{1}, m_{2}, m_{3}, m_{4}\right)=E_{m_{1}, m_{2}, m_{3}, m_{4}}(\gamma) . \tag{22}
\end{equation*}
$$

For example, the state (19) is denoted by $\gamma(1,2,21,22)=E_{1,2,21,22}(\gamma)$. Note that not all combinations $m_{1}, m_{2}, m_{3}, m_{4}$ define a two-qubit subspace across the bipartitions in (17), and among all subspaces, we are only interested in those pertaining to different parties. With this notation, we introduce the following states

$$
\begin{align*}
& \Gamma_{1}=\frac{1}{24}[ \gamma(2,10,36,44)+\gamma(2,12,34,44)+\gamma(33,37,50,54)+\gamma(3,7,20,24)+\gamma(3,8,19,24) \\
&+\gamma(5,7,45,47)+\gamma(5,15,37,47)+\gamma(9,10,29,30)+\gamma(9,14,25,30)+\gamma(18,20,58,60) \\
&+\gamma(18,28,50,60)+\gamma(41,45,58,62)+\gamma(41,46,57,62)+\gamma(21,29,55,63)+\gamma(21,31,53,63)  \tag{23}\\
&+\gamma(35,36,55,56)+\gamma(35,40,51,56)+\gamma(6,8,46,48)+\gamma(6,14,40,48)+\gamma(11,12,31,31) \\
&+\gamma(11,15,28,32)+\gamma(17,19,57,59)+\gamma(17,25,51,59)+\gamma(33,34,53,54)] \\
& \Gamma_{2}=\frac{1}{12}[\gamma(1,2,21,22)+\gamma(1,5,18,22)+\gamma(1,6,17,22)+\gamma(1,3,41,43)+\gamma(1,9,35,43) \\
&+\gamma(1,11,33,43)+\gamma(22,24,62,64)+\gamma(22,30,56,64)+\gamma(22,32,54,64)+\gamma(43,44,63,64)  \tag{24}\\
&+\gamma(43,47,60,64)+\gamma(43,48,59,64)] .
\end{align*}
$$

With the same notation as before we define the four-qubit separable state
shared between three parties. It can be split in three different ways: $\sigma_{\mathcal{A}_{1} \mathcal{B}_{1} \mathcal{A}_{2} \mathcal{A}_{3}}, \sigma_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{B}_{2} \mathcal{A}_{3}}$ and $\sigma_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3} \mathcal{B}_{3}}$. Next, we define the biseparable six-qubit state

$$
\begin{equation*}
\Sigma=\frac{1}{3}\left(U_{1} \sigma_{\mathcal{A}_{1} \mathcal{B}_{1} \mathcal{A}_{2} \mathcal{A}_{3}} U_{1}^{\dagger}+U_{2} \sigma_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{B}_{2} \mathcal{A}_{3}} U_{2}^{\dagger}+U_{3} \sigma_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3} \mathcal{B}_{3}} U_{3}^{\dagger}\right) \tag{26}
\end{equation*}
$$

where $U_{k}$ are isometries of the form $U_{1}|i j\rangle_{\mathcal{A}_{2} \mathcal{A}_{3}}=|i i j j\rangle_{\mathcal{A}_{2} \mathcal{B}_{2} \mathcal{A}_{3} \mathcal{B}_{3}}, U_{2}|i j\rangle_{\mathcal{A}_{1} \mathcal{A}_{3}}=|i i j j\rangle_{\mathcal{A}_{1} \mathcal{B}_{1} \mathcal{A}_{3} \mathcal{B}_{3}}$ and $U_{3}|i j\rangle_{\mathcal{A}_{1} \mathcal{A}_{2}}=|i i j j\rangle_{\mathcal{A}_{1} \mathcal{B}_{1} \mathcal{A}_{2} \mathcal{B}_{2}}$.

With this we can finally rewrite the two copies of the original state as

$$
\begin{equation*}
\rho(p)^{\otimes 2}=(1-2 p)^{2} \rho_{\text {diag }}+p(3-7 p) \Gamma_{1}+p(1-p) \Gamma_{2}+4 p^{2} \Sigma, \tag{27}
\end{equation*}
$$

where $\rho_{\text {diag }}$ is a normalized diagonal matrix. With $m$ defined as $(20)$, the matrix $64(1-2 p)^{2} \rho_{\text {diag }}$ has the following entries:

$$
\begin{array}{ll}
\underline{m} & \frac{\rho_{\text {diag }}(m, m)}{(1-p)^{2}} \\
1,22,43,64: & \\
2,3,5,6,9,11,17,18,21,24,30,32,33, & 1-10 / 3 p+7 / 3 p^{2} \\
35,41,44,47,48,54,56,59,60,62,63: & 1-2 p-13 / 3 p^{2} \\
4,13,16,23,26,27,38,39,42,49,52,61: & \\
7,8,10,12,14,15,19,20,25,28,29,31, & 1-6 p+31 / 3 p^{2} \\
34,36,37,40,45,46,50,51,53,55,57,58: &
\end{array}
$$

The terms $(1-p)^{2}$ and $1-6 p+31 / 3 p^{2}$ are positive for all values of $p$. The term $1-10 / 3 p+7 / 3 p^{2}$ is non-negative for $p \leq 3 / 7$ and $p \geq 1$ and finally the term $1-2 p-13 / 3 p^{2}$ is non-negative for $(3-4 \sqrt{3}) / 13 \leq p \leq(3+4 \sqrt{3}) / 13$. With this we have found a biseparable decomposition for all values $-1 / 7 \leq p \leq(3+4 \sqrt{3}) / 13$. From the bound shown in the main text

$$
\begin{equation*}
p>p_{\mathrm{GME}}^{(2)}(N):=\frac{\sqrt{2^{N-1}-1}}{2^{N-1}+\sqrt{2^{N-1}-1}}, \tag{28}
\end{equation*}
$$

we know that all values above this bound are already GME.

## B PPT criterion for isotropic GHZ states

The isotropic GHZ states defined in the main text can be rewritten as

$$
\begin{align*}
\rho(p) & =p\left|\Phi^{+}\right\rangle\left\langle\left.\Phi^{+}\right|_{\mathcal{A}_{1}} \tilde{\mathcal{A}}_{2}+\frac{1-p}{2^{N}} \mathbb{1}_{\mathcal{A}_{1}} \otimes \mathbb{1}_{\tilde{\mathcal{A}}_{2}}+\frac{1-p}{2^{N}} \mathbb{1}_{\mathcal{A}_{1}} \otimes \mathbb{1}_{\tilde{\mathcal{A}}_{2}^{\perp}}\right. \\
& =\frac{1+p}{2} \tilde{\rho}_{\mathcal{A}_{1} \tilde{\mathcal{A}}_{2}}+\frac{1-p}{2} \frac{1}{2^{N-1}} \mathbb{1}_{\mathcal{A}_{1}} \otimes \mathbb{1}_{\tilde{\mathcal{A}}_{2}^{+}}, \tag{29}
\end{align*}
$$

where $\left|\Phi^{+}\right\rangle_{\mathcal{A}_{1} \tilde{\mathcal{A}}_{2}}=\frac{1}{\sqrt{2}}\left(|0\rangle_{\mathcal{A}_{1}}|\tilde{0}\rangle_{\tilde{\mathcal{A}}_{2}}+|1\rangle_{\mathcal{A}_{1}}|\tilde{1}\rangle_{\tilde{\mathcal{A}}_{2}}\right)$ with $|\tilde{i}\rangle_{\tilde{\mathcal{A}}_{2}}=\bigotimes_{j=2}^{N}|i\rangle_{\mathcal{A}_{j}}$ for $i=0,1, \mathbb{1}_{\tilde{\mathcal{A}}_{2}}=\sum_{i=0,1}|\tilde{i}\rangle \tilde{i} \mid$ and $\mathbb{1}_{\tilde{\mathcal{A}}_{2}^{\perp}}=\mathbb{1}_{2^{N-1}}-\mathbb{1}_{\tilde{\mathcal{A}}_{2}}$. We are now interested in checking for which values of $p$ the partial transpose of the two-qubit state $\tilde{\rho}_{\mathcal{A}_{1}} \tilde{\mathcal{A}}_{2}$ is positive semi-definite. Since the normalisation is irrelevant for this calculation, we can instead consider the partial transpose of the unnormalised operator $\frac{1+p}{2} \tilde{\rho}_{\mathcal{A}_{1}} \tilde{\mathcal{A}}_{2}$ whose partial transpose is given by

$$
\left(\frac{1+p}{2} \tilde{\rho}_{\mathcal{A}_{1} \tilde{\mathcal{A}}_{2}}\right)^{T_{\mathcal{A}_{2}}}=\left(\begin{array}{cccc}
\frac{p}{2}+\frac{1-p}{2^{N}} & 0 & 0 & 0  \tag{30}\\
0 & \frac{1-p}{2^{N}} & \frac{p}{2} & 0 \\
0 & \frac{p}{2} & \frac{1-p}{2^{N}} & 0 \\
0 & 0 & 0 & \frac{p}{2}+\frac{1-p}{2^{N}}
\end{array}\right)
$$

The only potentially negative eigenvalue of this matrix is $(1-p) / 2^{N}-p / 2$ and we hence find that $\tilde{\rho}_{\mathcal{A}_{1}} \tilde{\mathcal{A}}_{2}$ is positive semi-definite for $p \leq p_{\text {crit }}:=1 /\left(1+2^{N-1}\right)$. Since $\tilde{\rho}_{\mathcal{A}_{1}} \tilde{\mathcal{A}}_{2}$ is a two-qubit state, the PPT criterion is necessary and sufficient for separability, and the state $\rho(p)$ hence has a separable decomposition with respect to the bipartition $\mathcal{A}_{1} \mid \mathcal{A}_{2} \ldots \mathcal{A}_{N}$ for $p \leq p_{\text {crit }}$.

Since $\rho(p)$ is invariant under exchanges of any qubits, this separability threshold applies for any bipartition of separating any one qubit from the remaining $N-1$ qubits. Moreover, it is easy to see that the arguments presented above hold also for any bipartition into $M$ and $N-M$ qubits by choosing suitable single-qubit subspaces in both the $M$-qubit and $(M-N)$-qubit Hilbert spaces.

We also note that the threshold value $p_{\text {crit }}$ for partition-separability trivially coincides with the PPT threshold for any chosen bipartition of $\rho(p)$ because the only non-diagonal $2 \times 2$-block of the partial transpose is always of the form of the right-hand side of Eq. (30). In particular, this implies that all states $\rho(p)$ are non-PPT (NPT) entangled across any bipartition for $p>p_{\text {crit }}$ and separable below this value. Consequently, there are no PPT entangled isotropic GHZ states.

## C PPT-triangle states and GME activation

To investigate whether multi-copy GME activation is possible from bound entanglement, we first consider a biseparable three-party state with no distillable bipartite entanglement across any bipartition; i.e., the state is positive under partial transposition across all cuts. Since the set of PPT states is convex, we may construct such a state as a convex combination of terms where one party is uncorrelated with the others, while the remaining two parties share a PPT entangled state, i.e.,

$$
\begin{equation*}
\rho_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3}}=p_{1} \rho_{\mathcal{A}_{1}} \otimes \rho_{\mathcal{A}_{2} \mathcal{A}_{3}}^{\mathrm{PPT}}+p_{2} \rho_{\mathcal{A}_{2}} \otimes \rho_{\mathcal{A}_{1} \mathcal{A}_{3}}^{\mathrm{PPT}}+p_{3} \rho_{\mathcal{A}_{3}} \otimes \rho_{\mathcal{A}_{1} \mathcal{A}_{2}}^{\mathrm{PPT}} \tag{31}
\end{equation*}
$$

where $\sum_{i} p_{i}=1, p_{i} \geq 0$ and $\rho_{\mathcal{A}_{i} \mathcal{A}_{j}}^{\mathrm{PPT}}$ for $i, j \in\{1,2,3\}$ are PPT entangled states. Here we note that the existence of such a decomposition guarantees biseparability, but it does not a priori rule out that such a state may be partition-separable (or even fully separable). If $\rho_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3}}$ is separable with respect to one or several of the bipartitions $\mathcal{A}_{1}\left|\mathcal{A}_{2} \mathcal{A}_{3}, \mathcal{A}_{1} \mathcal{A}_{2}\right| \mathcal{A}_{3}$ and $\mathcal{A}_{2} \mid \mathcal{A}_{1} \mathcal{A}_{3}$, then GME activation is not possible for any number of copies. However, as we show here, for certain choices of the $\rho_{\mathcal{A}_{i} \mathcal{A}_{j}}^{\mathrm{PPT}}$ and $\rho_{\mathcal{A}_{k}}$, three copies of $\rho_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3}}$ are GME, which thus also shows that the single-copy states in question are not partition-separable (or fully separable).

To continue, let us consider the particular situation where each of the three parties $\mathcal{A}_{i}$ for $i=1,2,3$ consists of three subsystems $\mathcal{A}_{i}^{(j)}$ for $j=1,2,3$. In this situation, a particular example for a state of the form of Eq. (31) is given by

$$
\begin{equation*}
\rho_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3}}=\sum_{\substack{i=1,2,3 \\ i \neq j \neq k \neq i \\ j<k}} p_{i} \rho_{\mathcal{A}_{i}^{(i)}} \otimes \rho_{\mathcal{A}_{j}^{(i)}}^{\mathrm{PPT}} \mathcal{A}_{k}^{(i)} \otimes \bigotimes_{\substack{m, n=1 \\ n \neq i}}^{3}|0\rangle\left\langle\left. 0\right|_{\mathcal{A}_{m}^{(n)}},\right. \tag{32}
\end{equation*}
$$

where the states $\rho_{\mathcal{A}_{j}^{(i)}}^{\mathrm{PPT}} \mathcal{A}_{k}^{(i)}$ are PPT entangled states that will be specified later. Now, suppose that three copies, $\rho_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3}}, \rho_{\mathcal{B}_{1} \mathcal{B}_{2} \mathcal{B}_{3}}$, and $\rho_{\mathcal{C}_{1} \mathcal{C}_{2} \mathcal{C}_{3}}$, are shared. By projecting the subsystems $\mathcal{A}_{1}^{(1)}$ of the first copy, $\mathcal{B}_{2}^{(2)}$ of the second copy, and $\mathcal{C}_{3}^{(3)}$ of the third copy into the subspaces orthogonal to the states $|0\rangle_{\mathcal{A}_{1}^{(1)}},|0\rangle_{\mathcal{B}_{2}^{(2)}}$, and $|0\rangle_{\mathcal{C}_{3}^{(3)}}$, respectively, the three parties can (deterministically) prepare the states $\rho_{\mathcal{A}_{2}^{(1)}}^{\mathrm{PPT}} \mathcal{A}_{3}^{(1)}, \rho_{\mathcal{B}_{1}^{(2)}}^{\mathrm{PPT}} \mathcal{B}_{3}^{(2)}$, and $\rho_{\mathcal{C}_{1}^{(3)} \mathcal{C}_{2}^{(3)}}^{\mathrm{PPT}}$. All other subsystems can be discarded. Consequently, three copies of $\rho_{\mathcal{A}_{1} \mathcal{A}_{2} \mathcal{A}_{3}}$ allow the parties to establish a state of the form

$$
\begin{equation*}
\rho_{\mathcal{O}_{1} \mathcal{O}_{2} \mathcal{O}_{3}}^{\Delta \mathrm{PPT}}:=\rho_{\mathcal{A}_{2} \mathcal{A}_{3}}^{\mathrm{PPT}} \otimes \rho_{\mathcal{B}_{1} \mathcal{B}_{3}}^{\mathrm{PPT}} \otimes \rho_{\mathcal{C}_{1} \mathcal{C}_{2}}^{\mathrm{PPPT}} \tag{33}
\end{equation*}
$$

via LOCC. For ease of notation we have dropped the superscripts identifying the particular subsystems, e.g., using the label $\mathcal{A}_{i}$ instead of $\mathcal{A}_{i}^{(j)}$. We call a state in this form a PPT-triangle state, where the parties 1,2 , and 3 have access to systems $\mathcal{B}_{1} \mathcal{C}_{1}, \mathcal{A}_{2} \mathcal{C}_{2}$, and $\mathcal{A}_{3} \mathcal{B}_{3}$, respectively. We further note that every such PPT-triangle state can be created via LOCC from three copies of a biseparable state of the form of Eq. (31).

Therefore, we reach the following claim: if there is a GME state that is PPT-triangle, then multi-copy GME activation is achievable for (some) biseparable states that are PPT across every cut. Consequently, the problem reduces to proving the existence of a PPT-triangle state that exhibits GME. To find such a state, we construct a one-parameter family of two-qutrit states given by

$$
\begin{align*}
\rho_{\mathcal{X} \mathcal{Y}}^{\mathrm{PPT}}(p):= & \frac{1}{\mathcal{N}_{p}}[(|00\rangle+|11\rangle+|22\rangle)(\langle 00|+\langle 11|+\langle 22|)+p(|01\rangle\langle 01|+|12\rangle\langle 12|+|20\rangle\langle 20|) \\
& \left.+\frac{1}{p}(|02\rangle\langle 02|+|10\rangle\langle 10|+|21\rangle\langle 21|)\right], \tag{34}
\end{align*}
$$

for all $p>0$, where $\mathcal{X}$ and $\mathcal{Y}$ labels the first and second qutrit, respectively, $\mathcal{N}_{p}=3\left(1+p+\frac{1}{p}\right)>0$ is a normalization constant. The partial transpose of $\rho_{\mathcal{X} \mathcal{Y}}^{\mathrm{PPT}}(p)$ has eigenvalues $\lambda_{1}=0, \lambda_{2}=\mathcal{N}_{p}>0$, and $\lambda_{3}=$ $\mathcal{N}_{p}\left(p+\frac{1}{p}\right)>0$, each thrice degenerate, and $\rho_{\mathcal{X} \mathcal{Y}}^{\mathrm{PPT}}(p)$ is hence PPT. We can then choose the PPT states in Eq. (33) from this family of two-qutrit states, such that

$$
\begin{equation*}
\rho_{\mathcal{O}_{1} \mathcal{O}_{2} \mathcal{O}_{3}}^{\Delta \mathrm{PPT}^{2}}(x, y, z):=\rho_{\mathcal{A}_{2} \mathcal{A}_{3}}^{\mathrm{PPT}}(x) \otimes \rho_{\mathcal{B}_{1} \mathcal{B}_{3}}^{\mathrm{PPT}}(y) \otimes \rho_{\mathcal{C}_{1} \mathcal{C}_{2}}^{\mathrm{PPT}}(z) . \tag{35}
\end{equation*}
$$

To show that the state is GME with respect to the partition $\mathcal{O}_{1}\left|\mathcal{O}_{2}\right| \mathcal{O}_{3}$ it suffices to detect GME between subspaces $\mathcal{D}_{1}, \mathcal{D}_{2}$, and $\mathcal{D}_{3}$ of $\mathcal{O}_{1}, \mathcal{O}_{2}$, and $\mathcal{O}_{3}$, respectively. Specifically, we consider the single-qutrit subspaces $\mathcal{D}_{1}, \mathcal{D}_{2}$, and $\mathcal{D}_{3}$ spanned by $\left\{|i i\rangle_{\mathcal{B}_{1} \mathcal{C}_{1}}\right\}_{i=0,1,2},\left\{|j j\rangle_{\mathcal{A}_{2} \mathcal{C}_{2}}\right\}_{j=0,1,2}$, and $\left\{|k k\rangle_{\mathcal{A}_{3} \mathcal{B}_{3}}\right\}_{k=0,1,2}$, respectively, and thus the projection of $\rho_{\mathcal{O}_{1} \mathcal{O}_{2} \mathcal{O}_{3}}^{\Delta \mathrm{PPT}}(x, y, z)$ onto the three-qutrit subspace spanned by $\left\{|i i\rangle_{\mathcal{B}_{1} \mathcal{C}_{1}} \otimes|j j\rangle_{\mathcal{A}_{2} \mathcal{C}_{2}} \otimes|k k\rangle_{\mathcal{A}_{3} \mathcal{B}_{3}}\right\}_{i, j, k=0,1,2}$. We let $\rho_{\mathcal{D}_{1} \mathcal{D}_{2} \mathcal{D}_{3}}^{\triangle \mathrm{PPT}}(x, y, z)$ denote the resulting state.

To this state, we apply a three-party GME witness $W_{3}$ (see [24, example 2]) based on the lifted Choi-map witnesses from [25] of the form

$$
\begin{align*}
W_{3}= & |000\rangle\langle 000|+|001\rangle\langle 001|+|011\rangle\langle 011|+|020\rangle\langle 020|+|101\rangle\langle 101|+|111\rangle\langle 111|+|112\rangle\langle 112|  \tag{36}\\
& +|122\rangle\langle 122|+|200\rangle\langle 200|+|212\rangle\langle 212|+|220\rangle\langle 220|+|222\rangle\langle 222|-|000\rangle\langle 111|-|000\rangle\langle 222| \\
& -|111\rangle\langle 222|-|111\rangle\langle 000|-|222\rangle\langle 000|-|222\rangle\langle 111| .
\end{align*}
$$

Applying it to our state yields the expression

$$
\begin{equation*}
\operatorname{Tr}\left[W_{3} \rho_{\mathcal{D}_{1} \mathcal{D}_{2} \mathcal{D}_{3}}^{\Delta \mathrm{PPT}_{2}}(x, y, z)\right]=\frac{3}{\mathcal{N}_{x} \mathcal{N}_{y} \mathcal{N}_{z}}\left(x y+\frac{z}{x}+y z-1\right) . \tag{37}
\end{equation*}
$$

We see that for certain values of $x, y$ and $z$ the expected value of the witness can be negative, e.g., for states of the form $\rho_{\mathcal{D}_{1} \mathcal{D}_{2} \mathcal{D}_{3}}^{\Delta \mathrm{PPT}}(1, y, y)$ with $0<y<\sqrt{2}-1$, thus detecting GME in this range.

Finally, an observation that we can make about the PPT-triangle states in Eq. (35) is that the third tensor factor $\rho_{\mathcal{C}_{1} \mathcal{C}_{2}}^{\mathrm{PPT}}(z)$ is not even necessary to obtain GME. Indeed, the state

$$
\begin{equation*}
\rho_{\mathcal{A}_{2} \mathcal{A}_{3} \mathcal{B}_{1} \mathcal{B}_{3}}^{\wedge \mathrm{PPT}^{2}}(x, y)=\rho_{\mathcal{A}_{2} \mathcal{A}_{3}}^{\mathrm{PPT}}(x) \otimes \rho_{\mathcal{B}_{1} \mathcal{B}_{3}}^{\mathrm{PPT}}(y) \tag{38}
\end{equation*}
$$

is GME for certain values of $x$ and $y$. To show this it again suffices detecting GME on a subspace. Consider the projection onto the three-qutrit subspace spanned by $\left\{|i\rangle_{\mathcal{B}_{1}} \otimes|j\rangle_{\mathcal{A}_{2}} \otimes|k k\rangle_{\mathcal{A}_{3} \mathcal{B}_{3}}\right\}_{i, j, k=0,1,2}$ and denote the resulting state by $\rho_{\mathcal{D}_{1} \mathcal{D}_{2} \mathcal{D}_{3}}^{\wedge \mathrm{PPT}}(x, y)$. With the same witness $W_{3}$ as before we obtain

$$
\begin{equation*}
\operatorname{Tr}\left[W_{3} \rho_{\mathcal{D}_{1} \mathcal{D}_{2} \mathcal{D}_{3}}^{\wedge \mathrm{PPT}_{2}}(x, y)\right]=\frac{3}{\mathcal{N}_{x} \mathcal{N}_{y}}(x+y+x y-1) \tag{39}
\end{equation*}
$$

For instance, for $x=y<\sqrt{2}-1$, this expression becomes negative, thus detecting GME. We can thus conclude that PPT entanglement across two out of the three cuts and two copies of the original state are already enough for GME activation.

## 10 Entanglement detection with imprecise measurements
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#### Abstract

We investigate entanglement detection when the local measurements only nearly correspond to those intended. This corresponds to a scenario in which measurement devices are not perfectly controlled, but nevertheless operate with bounded inaccuracy. We formalise this through an operational notion of inaccuracy that can be estimated directly in the lab. To demonstrate the relevance of this approach, we show that small magnitudes of inaccuracy can significantly compromise several renowned entanglement witnesses. For two arbitrarydimensional systems, we show how to compute tight corrections to a family of standard entanglement witnesses due to any given level of measurement inaccuracy. We also develop semidefinite programming methods to bound correlations in these scenarios.


Introduction.- Deciding whether an initially unknown state is entangled is one of the central challenges of quantum information science [1-3]. The most common approach is the method of entanglement witnesses, in which one hypothesises that the state is close to a known target and then finds suitable local measurements that can reveal its entanglement [4-6]. In principle, this allows for the detection of every entangled state. However, it crucially requires the experimenter to flawlessly perform the stipulated quantum measurements. This is an idealisation to which one may only aspire: even for the simplest system of two qubits, small alignment errors can cause false positives [7]. In contrast, by adopting a device-independent approach, any concerns about the modelling of the measurement devices can be dispelled. This entails viewing them as quantum black boxes and detecting entanglement through the violation of a Bell inequality [8, 9]. However, Bell experiments are practically demanding [10]. Also, many entangled states either cannot, or are not known to, violate any Bell inequality $[11,12]$. In addition, for the common purpose of verifying that a non-malicious entanglement source operates as intended, a device-independent approach is to break a butterfly on a wheel. In the interest of a compromise, entanglement detection has also been investigated in steering scenarios, in which some devices are assumed to be perfectly controlled and others are quantum black boxes [13]. Nevertheless, such asymmetry is often not present in non-malicious scenarios, and the approach still suffers from drawbacks similar to both the device-independent case, albeit it milder, and the standard, fully controlled, scenario. A much less explored compromise route is to only assume knowledge of the Hilbert space dimension [14, 15]. This essentially adopts the view that the experimenter has no control over the relevant degrees of freedom. Such ideas have also been used to strengthen steering-based entanglement detection [16].

Here, we introduce an approach to entanglement detection that neither assumes flawless control of the measurements nor views them as mostly uncontrolled operations. The main idea is that an experimenter can quantitatively estimate the accuracy of their measurement devices and then base entanglement detection on this benchmark. Such knowledge naturally

[^6]requires a fixed Hilbert space dimension: the experimenter knows the degrees of freedom on which they operate. To quantify the inaccuracy between the intended target measurement and the lab measurement, we use a simple fidelity-based notion that can handily be measured experimentally.
In what follows, we first establish the relevance of small inaccuracies by showcasing that the conclusions of renowned entanglement witnesses can be substantially compromised. We show that the magnitude of detrimental influence associated to a small inaccuracy does not have to decrease for higher-dimensional systems. This is important because higher-dimensional entangled systems are increasingly interesting for experiments [17-21] but typically cannot be controlled as precisely as qubits. Secondly, we develop entanglement criteria that explicitly take the degree of inaccuracy into account. For two-qubit scenarios, we provide this based on the simplest entanglement witness and the Clauser-Horne-Shimony-Holt (CHSH) quantity. For a pair of systems of any given local dimension, we show that such criteria can be analytically established as corrections to a simple family of standard entanglement witnesses. Finally, we present semidefinite programming (SDP) relaxations for bounding the set of quantum correlations under measurement inaccuracies. We use this both to estimate the potentially constructive influence of measurement inaccuracy on entanglement-based correlations and to systematically place upper bounds for separable states on linear witnesses.
Framework.- We consider sources of bipartite states $\rho=$ $\rho_{\mathrm{AB}}$ of local dimension $d$. The subsystems are measured individually with settings $x$ and $y$ respectively, producing outcomes $a, b \in\{1, \ldots, o\}$. The experimenter's aim is to measure the first (second) system using a set of projective measurements $\left\{\tilde{A}_{a \mid x}\right\}\left(\left\{\tilde{B}_{b \mid y}\right\}\right)$. These are called target measurements. However, the measurements actually performed in the lab do not precisely correspond to the targeted measurements, but instead to positive operator-valued measures (POVMs) $\left\{A_{a \mid x}\right\}\left(\left\{B_{b \mid y}\right\}\right)$. These are called lab measurements and do not need to be projective. The correlations in the experiment are given by the Born-rule
\[

$$
\begin{equation*}
p(a, b \mid x, y)=\operatorname{tr}\left[A_{a \mid x} \otimes B_{b \mid y} \rho\right] . \tag{1}
\end{equation*}
$$

\]

We quantify the correspondence between each of the target measurements and the associated lab measurements through
their average fidelity,

$$
\begin{equation*}
\mathcal{F}_{x}^{\mathrm{A}} \equiv \frac{1}{d} \sum_{a=1}^{o} \operatorname{tr}\left[A_{a \mid x} \tilde{A}_{a \mid x}\right], \quad \mathcal{F}_{y}^{\mathrm{B}} \equiv \frac{1}{d} \sum_{b=1}^{o} \operatorname{tr}\left[B_{b \mid y} \tilde{B}_{b \mid y}\right] . \tag{2}
\end{equation*}
$$

The fidelity respects $\mathcal{F} \in[0,1]$ with $\mathcal{F}=1$ if and only if the lab measurement is identical to the target measurement. Importantly, the fidelity admits a simple operational interpretation: it is the average probability of obtaining outcome $a(b)$ when the lab measurement is applied to each of the orthonormal states spanning the eigenspace of the $a$ 'th ( $b$ 'th) target projector. Thus, the fidelities $\left\{\mathcal{F}_{x}^{\mathrm{A}}, \mathcal{F}_{y}^{\mathrm{B}}\right\}$ can be directly determined by probing the lab measurements with single qudits from a well-calibrated, auxiliary, source. This requires no entanglement and can routinely be achieved, see e.g. Ref. [22]. It motivates the assumption of a bounded inaccuracy, i.e. a lower bound on each of the fidelities,

$$
\begin{equation*}
\mathcal{F}_{x}^{\mathrm{A}} \geq 1-\varepsilon_{x}^{\mathrm{A}}, \quad \mathcal{F}_{y}^{\mathrm{B}} \geq 1-\varepsilon_{y}^{\mathrm{B}} \tag{3}
\end{equation*}
$$

where the parameter $\varepsilon \in[0,1]$ is the inaccuracy of the considered lab measurement. In the extreme case of $\varepsilon=0$, the lab measurement is identical to the target measurement and our scenario reduces to a standard entanglement witness. In the other extreme, $\varepsilon=1$, only the Hilbert space dimension of the measurement is known. Away from these extremes, one encounters the more realistic scenario, in which the experimenter knows the degrees of freedom, but is only able to control them up to a limited accuracy.

The simplest tests of entanglement use the minimal number of outcomes $(o=2)$. In such scenarios the fidelity constrains (3) can be simplified into

$$
\begin{equation*}
\operatorname{tr}\left(A_{x} \tilde{A}_{x}\right) \geq d\left(1-2 \varepsilon_{x}^{\mathrm{A}}\right), \quad \operatorname{tr}\left(B_{y} \tilde{B}_{y}\right) \geq d\left(1-2 \varepsilon_{y}^{\mathrm{B}}\right) \tag{4}
\end{equation*}
$$

where we have defined observables $A_{x} \equiv A_{1 \mid x}-A_{2 \mid x}$ and $B_{y} \equiv B_{1 \mid y}-B_{2 \mid y}$. The observables can be arbitrary Hermitian operators whose extremal eigenvalue is bounded by unity, i.e. $\left\|A_{x}\right\|_{\infty} \leq 1$ and $\left\|B_{y}\right\|_{\infty} \leq 1$.

Notice that the proposed framework immediately extends also to multipartite scenarios.

Impact of inaccuracies in entanglement witnessing.- A crucial motivating question for our approach is whether, and to what extent, small inaccuracies in the measurement devices ( $\varepsilon \ll 1$ ) impact the analysis of a conventional entanglement witness. We discuss this matter based on several well-known witnesses.

Firstly, consider the simplest entanglement witness for two qubits, involving two pairs local Pauli observables: $\mathcal{W}=$ $\left\langle\sigma_{X} \otimes \sigma_{X}\right\rangle+\left\langle\sigma_{Z} \otimes \sigma_{Z}\right\rangle$. For separable states we have $\mathcal{W} \leq \mathcal{W}_{\text {sep }}=1$ and for entangled states $\mathcal{W} \leq \mathcal{W}_{\text {ent }}=$ 2. Consider now that the lab observables $\left\{A_{1}, A_{2}\right\}$ and $\left\{B_{1}, B_{2}\right\}$ only nearly correspond (4) to the target observables $\left\{\sigma_{X}, \sigma_{Z}\right\}$. Since $\mathcal{W}_{\text {ent }}=2$ is algebraically maximal, it remains unchanged, but such is not the case for the separable bound $\mathcal{W}_{\text {sep }}$. Thanks to the simplicity of $\mathcal{W}$, we can precisely evaluate $\mathcal{W}_{\text {sep }}$ in the prevalent scenario when all measurement devices are equally inaccurate, i.e. $\varepsilon_{x}^{\mathrm{A}}=\varepsilon_{y}^{\mathrm{B}}=\varepsilon$.

For a product state, we have $\mathcal{W}=\left\langle A_{1}\right\rangle\left\langle B_{1}\right\rangle+\left\langle A_{2}\right\rangle\left\langle B_{2}\right\rangle \leq$ $\sqrt{\left\langle A_{1}\right\rangle^{2}+\left\langle A_{2}\right\rangle^{2}} \sqrt{\left\langle B_{1}\right\rangle^{2}+\left\langle B_{2}\right\rangle^{2}}$. Since the target measurements are identical on both sites and the factors are independent, they are optimally chosen equal. Then, it is easily shown that the optimal choice of Bloch vectors corresponds to aligning $A_{1}$ and $A_{2}\left(B_{1}\right.$ and $\left.B_{2}\right)$ to the extent allowed by $\varepsilon$. This leads to the following tight condition for entanglement detection (see Appendix A)

$$
\begin{equation*}
\mathcal{W}_{\mathrm{sep}}(\varepsilon)=1+4(1-2 \varepsilon) \sqrt{\varepsilon(1-\varepsilon)} \tag{5}
\end{equation*}
$$

when $\varepsilon \leq \frac{1}{2}-\frac{1}{2 \sqrt{2}}$ and $\mathcal{W}_{\text {sep }}=2$ otherwise. Importantly, the derivative diverges at $\varepsilon \rightarrow 0^{+}$. Hence, a small $\varepsilon$ induces a large perturbation in the ideal $(\varepsilon=0)$ separable bound. In the vicinity of $\varepsilon=0$, it scales as $\mathcal{W}_{\text {sep }} \sim 1+4 \sqrt{\varepsilon}$. For example, $\varepsilon=0.5 \%$ leads to $\mathcal{W}_{\text {sep }}(\varepsilon) \approx 1.28$, which eliminates over a quarter of the range in which standard entanglement detection is possible, indicating the relevance of false positives.

Secondly, consider the CHSH quantity for entanglement detection, namely $\mathcal{W}=\left\langle\sigma_{X} \otimes\left(\sigma_{X}+\sigma_{Z}\right)\right\rangle+\left\langle\sigma_{Z} \otimes\right.$ $\left.\left(\sigma_{X}-\sigma_{Z}\right)\right\rangle$. Here, we have targeted observables optimal for violating the CHSH Bell inequality [23]. One has $\mathcal{W}_{\text {sep }}=\sqrt{2}$ and $\mathcal{W}_{\text {ent }}=2 \sqrt{2}$. In contrast to the previous example, the fact that all correlations from $d$-dimensional separable states constitute a subset of all correlations based on local hidden variables implies that entanglement can be detected for any value of $\varepsilon$. However, as we show in Appendix B through an explicit separable model that we conjecture to be optimal, this fact does not qualitatively improve the robustness of idealised ( $\varepsilon=0$ ) entanglement detection to small inaccuracies. We obtain
$\mathcal{W}_{\text {sep }}=4(1-2 \varepsilon) \sqrt{\varepsilon(1-\varepsilon)}+\sqrt{2-16 \varepsilon(1-\varepsilon)(1-2 \varepsilon)^{2}}$,
when $\varepsilon \leq \frac{1}{2}-\frac{1}{2 \sqrt{2}}$ and $\mathcal{W}_{\text {sep }}=2$ otherwise. For small $\varepsilon$, we find $\mathcal{W}_{\text {sep }} \sim \sqrt{2}+4 \sqrt{\varepsilon}$. An inaccuracy of $\varepsilon=0.5 \%$ ensures $\mathcal{W}_{\text {sep }} \gtrsim 1.67$, which eliminates nearly a fifth of the range in which standard entanglement detection is possible.
Interestingly, it is a priori not clear how small $\varepsilon$ should impact standard entanglement witnessing as $d$ increases. On the one hand, the impact ought to increase due to the increasing number of orthogonal directions in Hilbert space. On the other hand, it ought to decrease due to the growing distances in Hilbert space. For instance, the $\varepsilon$ required to transform the computational basis into its Fourier transform scales as $\varepsilon=\frac{\sqrt{d}-1}{\sqrt{d}}$, which rapidly approaches unity. To investigate the trade-off between these two effects, we consider the $d$-dimensional generalisation of the simplest entanglement witness. Both subsystems are subject to the same pair of target measurements, namely the computational basis $\left\{\left|e_{i}\right\rangle\right\}_{i=1}^{d}$ and its Fourier transform $\left\{\left|f_{i}\right\rangle\right\}_{i=1}^{d}$, where $\left|f_{i}\right\rangle=\Omega\left|e_{i}\right\rangle$ with $\Omega_{j k}=\frac{1}{\sqrt{d}} e^{\frac{2 \pi i}{d} j k}$. The witness is $\mathcal{W}^{(d)}=\sum_{i=1}^{d}\left\langle e_{i}, e_{i}\right| \rho\left|e_{i}, e_{i}\right\rangle+\left\langle f_{i}, f_{i}\right| \rho\left|f_{i}, f_{i}\right\rangle$. One has $\mathcal{W}_{\text {sep }}^{(d)}=1+\frac{1}{d}$ and $\mathcal{W}_{\text {ent }}^{(d)}=2$ [24]. Allowing for measurement inaccuracy, we use an alternating convex search algorithm to numerically optimise over the lab measurements and


FIG. 1. Numerically obtained lower bounds on the relative magnitude of the entangled-to-separable gap, $\Delta$, for entanglement witnessing based on two conjugate bases at different degrees of measurement inaccuracy $\varepsilon \in\{0.5 \%, 1 \%, 2 \%, 3 \%, 5 \%, 10 \%\}$.
shared separable states to obtain lower bounds on $\mathcal{W}_{\text {sep }}^{(d)}(\varepsilon)$. See Appendix C for details about the method. In order to compare the impact of measurement inaccuracy for different dimensions, we consider the following ratio between the entangled-to-separable gap in the inaccurate and ideal case, $\Delta \equiv \frac{\mathcal{W}_{\text {ent }}^{(d)}(0)-\mathcal{W}_{\text {sp }}^{(d)}(\varepsilon)}{\mathcal{W}_{\text {ent }}^{(d)}(0)-\mathcal{W}_{\text {sep }}^{(d)}(0)}=\frac{d}{d-1}\left[2-\mathcal{W}_{\text {sep }}^{(d)}(\varepsilon)\right]$. Notice that the numerator features $\mathcal{W}_{\text {ent }}^{(d)}(0)$ instead of $\mathcal{W}_{\text {ent }}^{(d)}(\varepsilon)$ because $\varepsilon$ is not in itself a resource for the experimenter. The results of the numerics are illustrated in Figure 1 for some different choices of $\varepsilon$. We observe that $\Delta$ is not monotonic in $d$, but instead features a minimum, that shifts downwards in $d$ as $\varepsilon$ increases. Beyond this minimum point, the impact of measurement inaccuracies grows as the dimension becomes large.

Finally, for multipartite qubit states, it is natural to expect that the detrimental influence of small $\varepsilon$ grows with the number of qubits under consideration. The reason is that measurement inaccuracies can accumulate separately in the different subsystems. This intuition is confirmed by the models of Ref. [7], in which small alignment errors are used to spoof, with increasing magnitude, the standard fidelity-based witness of genuine multipartite entanglement for Greenberger-HorneZeilinger states [25]. This further confirms the need of considering measurement inaccuracies.

High-dimensional entanglement criterion.- In view of the the relevance of small measurement inaccuracies, it is natural to formulate entanglement criteria that take them explicitly into account beyond the simplest, two-qubit, scenario. Consider a pair of $d$-dimensional systems and $n \in\left\{1, \ldots, d^{2}-1\right\}$ measurements. For system A, the observables ideally correspond to (subsets of) a generalised Bloch basis $\left\{\lambda_{i}\right\}_{i=1}^{n}$ and for system B, the ideal observables are the complex conjugates $\left\{\bar{\lambda}_{i}\right\}_{i=1}^{n}$. Here, $\lambda_{i}$ is $d$-dimensional, traceless and satisfies $\operatorname{tr}\left(\lambda_{i} \lambda_{j}^{\dagger}\right)=d \delta_{i j}$ [26]. Defining $\rho=\frac{1}{d}\left(\mathbb{1}+\sum_{i=1}^{d^{2}-1} \mu_{i} \lambda_{i}\right)$, one has $\|\vec{\mu}\|^{2} \leq d-1$. A simple standard entanglement wit-
ness, based on a total of $n$ measurements, is then given by

$$
\begin{equation*}
\mathcal{W}^{(d)}=\sum_{i=1}^{n}\left\langle\lambda_{i} \otimes \bar{\lambda}_{i}\right\rangle . \tag{7}
\end{equation*}
$$

Using Hölder's inequality, one finds that separable states obey $\mathcal{W}_{\text {sep }}^{(d)}=d-1$. When the choice of Bloch basis is fixed, entangled states can achieve at most $\mathcal{W}_{\text {ent }}^{(d)}=\nu_{\max }\left[\sum_{i=1}^{n} \lambda_{i} \otimes \bar{\lambda}_{i}\right]$, by choosing the state as the eigenvector corresponding to the largest eigenvalue ( $\nu_{\max }$ ). When the choice of Bloch basis is not fixed, a general upper bound for entanged states is $\mathcal{W}_{\text {ent }}^{(d)} \leq \min \left\{\sqrt{n\left(d^{2}-1\right)}, n(d-1)\right\}$, as shown in Appendix D. Note that $n(d-1)$ only is relevant when $d=$ 2. Notice also that the maximally entangled state $\left|\phi_{d}^{+}\right\rangle=$ $\frac{1}{\sqrt{d}} \sum_{i=0}^{d-1}|i i\rangle$ achieves $\mathcal{W}^{(d)}=n$ regardless of the choice of Bloch basis.

Consider now that the lab observables only nearly correspond to $\left\{\lambda_{i}\right\}$ and $\left\{\bar{\lambda}_{i}\right\}$ respectively. We write them as $A_{i}=q \lambda_{i}+\sqrt{1-q^{2}} \lambda_{i}^{\perp}$ and $B_{i}=q \bar{\lambda}_{i}+\sqrt{1-q^{2}} \bar{\lambda}_{i}^{\perp}$, where $q \in[-1,1]$ is related to the inaccuracy through $q=1-2 \varepsilon$ and $\lambda_{i}^{\perp}$ and $\bar{\lambda}_{i}^{\perp}$ are observables orthogonal to $\lambda_{i}$ and $\bar{\lambda}_{i}$, respectively, on the generalised Bloch sphere. In Appendix D, we prove that the witness $\mathcal{W}^{(d)}=\sum_{i=1}^{n}\left\langle A_{i} \otimes B_{i}\right\rangle$ for separable states obeys

$$
\begin{equation*}
\mathcal{W}_{\mathrm{sep}}^{(d)}(\varepsilon) \leq(d-1)\left(q+\sqrt{n-1} \sqrt{1-q^{2}}\right)^{2} \tag{8}
\end{equation*}
$$

when $q \geq \frac{1}{\sqrt{n}}$ and otherwise $\mathcal{W}_{\text {sep }}^{(d)}(\varepsilon) \leq n(d-1)$, which is algebraically maximal. As is intuitive, the window for detecting entanglement shrinks as $\varepsilon$ increases.
We investigate the tightness of the bound. To this end, choose the state as $\left|\phi^{\dagger}\right\rangle \otimes\left|\phi^{T}\right\rangle$, where the local Bloch vector is $\mu_{i}=\frac{\sqrt{d-1}}{\sqrt{n}}$ and where $\lambda_{i} \rightarrow \lambda_{i}^{\dagger}\left(\lambda_{i} \rightarrow \lambda_{i}^{T}\right)$ for $\left|\phi^{\dagger}\right\rangle\left(\left|\phi^{T}\right\rangle\right)$. Choose the observables as $A_{i}=q \lambda_{i}+\sum_{j \neq i} \frac{\sqrt{1-q^{2}}}{\sqrt{n-1}} \lambda_{j}$ and $B_{i}=q \bar{\lambda}_{i}+\sum_{j \neq i} \frac{\sqrt{1-q^{2}}}{\sqrt{n-1}} \bar{\lambda}_{j}$. This returns the separable bound (8). However, we need to check that the Bloch vector $\vec{\mu}$ corresponds to a valid state. Curiously, for the most powerful case, namely $n=d^{2}-1$, tightness would be implied by a positive answer to the long-standing open question of whether there exists a Weyl-Heisenberg covariant symmetric informationally complete (SIC) POVM in dimension $d$. To see the connection, simply choose the Bloch basis as the non-Hermitian Weyl-Heisenberg basis $\left\{X^{u} Z^{v}\right\}$ for $u, v \in$ $\{0, \ldots, d-1\}$ and $u+v>0$, where $X=\sum_{k=0}^{d-1}|k+1\rangle\langle k|$ and $Z=\sum_{k=0}^{d-1} e^{\frac{2 \pi i k}{d}}|k\rangle\langle k|$. It follows immediately that $\left.\left|\langle\phi| X^{u} Z^{v}\right| \phi\right\rangle \left\lvert\,=\frac{1}{\sqrt{d+1}}\right.$, which defines a SIC-POVM. Since these SIC-POVMs are conjectured to exist in all dimensions [27], and are known to exist up to well above the first hundred dimensions [28,29], our bound is plausibly tight for any $d$.

SDP methods.- We develop a hierarchy of SDP relaxations to bound the largest possible value of any linear witness, $\mathcal{W}=\sum_{a, b, x, y} c_{a b x y} p(a, b \mid x, y)$, for some real coefficients $c_{a b x y}$. The method applies both for correlations originating from entangled states and from separable states, under
any given degree of measurement inaccuracy and arbitrary target measurements. Thus, we systematically establish upper bounds $\mathcal{W}_{\text {ent }}^{\uparrow}(\varepsilon) \geq \mathcal{W}_{\text {ent }}(\varepsilon)$ and $\mathcal{W}_{\text {sep }}^{\uparrow}(\varepsilon) \geq \mathcal{W}_{\text {sep }}(\varepsilon)$. This has a three-fold motivation. Firstly, $\mathcal{W}_{\text {ent }}$ will generally depend on $\varepsilon$; cases with $\mathcal{W}^{(d)}>\mathcal{W}_{\text {ent }}^{(d)}(0)$ can be observed when the inaccuracies accumulate in a constructive way (e.g. a favourable systematic error in the local reference frames). It is relevant to bound such occurances. Secondly, knowledge of $\mathcal{W}_{\text {ent }}^{\uparrow}(\varepsilon)$ allows an experimenter to give lower bounds on the inaccuracy of the measurement devices. Thirdly, and most importantly, this enables a general and systematic construction of entanglement witnesses of the form $\mathcal{W} \leq \mathcal{W}_{\text {sep }}^{\uparrow}(\varepsilon)$.

We discuss the main features of the method for computing $\mathcal{W}_{\text {ent }}^{\uparrow}(\varepsilon)$ and then see how it can be extended to also compute $\mathcal{W}_{\text {sep }}^{\uparrow}(\varepsilon)$. To this end, as is standard, the SDP relaxation method is based on the positivity of a moment matrix. This matrix consists of traces of monomials (in the spirit of e.g. [30]) which are composed of products of the state, the lab measurements and the target measurements (see Appendix E for specifics). Moments corresponding to products of the first two can be used to build a generic linear witness $\mathcal{W}$ via Eq. (1). Moments corresponding to products of the final two can be used to build the constraints on the fidelities $\mathcal{F}_{x}^{\mathrm{A}}$ and $\mathcal{F}_{y}^{\mathrm{B}}$. Our construction draws inspiration from two established ideas. Firstly, one can capture the constraints of $d$-dimensional Hilbert space, on the level of the moment matrix, by numerically sampling states and measurements [31]. Secondly, in scenarios without entanglement, constraints capturing the fidelity of a quantum state with a target can be incorporated into the moment matrix [32]. We adapt the latter to entanglement-based scenarios and measurement fidelities as needed for Eq. (3). Details are given in Appendix E. We have applied this method, at low relaxation level, in several different case studies in low dimensions and frequently found that the obtained upper bounds coincide with those obtained from interior point optimisation routines. We note that the computational requirements for this tool can be much reduced since sampling-based symmetrisation methods of Ref. [33] can straightforwardly be incorporated.

To extend this method for the computation of $\mathcal{W}_{\text {sep }}^{\uparrow}(\varepsilon)$, we must incorporate constraints on the set of quantum states. Since the set of separable states is generally difficult to characterise (see e.g. [34]), we instead adopt an approach in which we use the ideal entanglement witness condition, $\mathcal{W} \leq$ $\mathcal{W}_{\text {sep }}(0)$, which we may realistically assume to posses, in place of the set of separable states. Then, since the probabilities associated to performing the target measurements on the state explicitly appear in our moment matrix, we can introduce it as an additional linear constraint in our SDP. Hence, the optimisation is effectively a relaxation of the subset of entangled states for which the original entanglement witness holds. In
fact, since the set of separable states is characterised by infinitely many linear entanglement witnesses, one can in this way continue to introduce linear standard witnesses to constrain the effective state space in the SDP and thus further improve the accuracy of the bound $\mathcal{W}_{\text {sep }}^{\uparrow}(\varepsilon)$. In Appendix E we exemplify the use of this method, in its basic version, using only a single witness constraint $\mathcal{W} \leq \mathcal{W}_{\text {sep }}(0)$ on the state space, and show that it returns non-trivial, albeit not tight, bounds for two simple entanglement witnesses for relevant values of $\varepsilon$.
Discussion.- We have introduced and investigated entanglement detection when the measurements only nearly correspond to those intended to be performed in the laboratory. We have shown the relevance of the concept, presented explicit entanglement witnesses that take measurement inaccuracy into account, and finally shown how SDP methods can be applied to these types of problems. These results are a step towards a theoretical framework for detecting entanglement based on devices that quantitatively benchmarked in an operationally meaningful and experimentally accessible manner.

Our work leaves several natural open problems. If given an arbitrary standard entanglement witness, how can we compute corrections due to the introduction of measurement inaccuracies? Our SDP method is a first step towards addressing this problem but better methods are necessary both in terms of computational cost and in terms of the accuracy of the separable bound. Moreover, for a given $d$, what is the smallest number of auxiliary global measurement settings needed to eliminate the diverging derivative for optimal standard entanglement witnesses under small measurement inaccuracy? In addition, can one extend our entanglement witnesses to witnesses of genuine higher-dimensional entanglement, e.g. by detecting the Schmidt number? Also, in this first work, we have focused on bipartite entanglement. It would be interesting to identify useful entanglement witnesses for multipartite states at bounded measurement inaccuracy. Finally, the framework proposed here for entanglement detection draws inspiration from ideas proposed in semi-device-independent quantum communications. Given that several frameworks for semi-device-independence recently have been proposed [32, 35-38], there may be other similarly inspired avenues for entanglement detection based on quantitative benchmarks.
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## Appendix A: Simplest entanglement witness

Consider the entanglement witness $\mathcal{W}=\left\langle\sigma_{X} \otimes \sigma_{X}\right\rangle+$ $\left\langle\sigma_{Z} \otimes \sigma_{Z}\right\rangle$ on a pair of qubits. We allow the lab observables to have an $\varepsilon$-deviation with respect to the target measurements $\left\{\sigma_{X}, \sigma_{Z}\right\}$ on both sites. This corresponds to the constraints

$$
\begin{array}{ll}
\operatorname{tr}\left(A_{1} \sigma_{X}\right) \geq 2-4 \varepsilon, & \operatorname{tr}\left(A_{2} \sigma_{Z}\right) \geq 2-4 \varepsilon \\
\operatorname{tr}\left(B_{1} \sigma_{X}\right) \geq 2-4 \varepsilon, & \operatorname{tr}\left(B_{2} \sigma_{Z}\right) \geq 2-4 \varepsilon \tag{A2}
\end{array}
$$

where we have chosen that all measurements are subject to the same magnitude of inaccuracy.

Due to the symmetry of $\mathcal{W}$ under a party swap, we can choose $A_{1}=B_{1}$ and $A_{2}=B_{2}$. Since the measurements are characterised by a pair of Bloch vectors, we can without loss of generality choose them in the $X Z$-plane of the Bloch sphere. We therefore write $A_{k}=B_{k}=\cos \theta_{k} \sigma_{X}+\sin \theta_{k} \sigma_{Z}$. In the relevant case of equality, the fidelity conditions then become

$$
\begin{align*}
& \theta_{1}=-\arccos (1-2 \varepsilon),  \tag{A3}\\
& \theta_{2}=\arcsin (1-2 \varepsilon) . \tag{A4}
\end{align*}
$$

Due to the party symmetry, we can choose a product state on the form $|\phi\rangle \otimes|\phi\rangle$ where $|\phi\rangle=\cos z|0\rangle+\sin z|1\rangle$. Then we obtain

$$
\begin{equation*}
\mathcal{W}=1+4(1-2 \varepsilon) \sqrt{\varepsilon(1-\varepsilon)} \sin (4 z) \tag{A5}
\end{equation*}
$$

which is optimal at $z=\frac{\pi}{8}$ when $\varepsilon \leq \frac{1}{2}$. Hence

$$
\begin{equation*}
\mathcal{W}_{\text {sep }}=1+4(1-2 \varepsilon) \sqrt{\varepsilon(1-\varepsilon)} \tag{A6}
\end{equation*}
$$

Notice that this is only valid for $\varepsilon \leq \frac{1}{2}-\frac{1}{2 \sqrt{2}}$. For larger $\varepsilon$ we have $\mathcal{W}_{\text {sep }}=2$.

Moreover, we note that the immediate generalisation of this witness, namely $\mathcal{W}=\left\langle\sigma_{X} \otimes \sigma_{X}\right\rangle+\left\langle\sigma_{Y} \otimes \sigma_{Y}\right\rangle+\left\langle\sigma_{Z} \otimes \sigma_{Z}\right\rangle$, in the presence of measurement inaccuracies, can by similar means be shown to admit the separable bound

$$
\begin{equation*}
\mathcal{W}_{\text {sep }}=2+4 \sqrt{2}(1-2 \varepsilon) \sqrt{\varepsilon(1-\varepsilon)}-(1-2 \varepsilon)^{2}, \tag{A7}
\end{equation*}
$$

when $\varepsilon \leq \frac{3-\sqrt{3}}{6}$ and $\mathcal{W}_{\text {sep }}=3$ otherwise.

## Appendix B: Entanglement detection based on the CHSH quantity

Consider a pair of qubits, each of which is subject to two measurements. The target observables on both sites are $\sigma_{X}$ and $\sigma_{Z}$. The lab observables all have the same inaccuracy bound $\varepsilon$. Thus we have

$$
\begin{array}{ll}
\operatorname{tr}\left(A_{1} \sigma_{X}\right) \geq 2-4 \varepsilon, & \operatorname{tr}\left(A_{2} \sigma_{Z}\right) \geq 2-4 \varepsilon, \\
\operatorname{tr}\left(B_{1} \sigma_{X}\right) \geq 2-4 \varepsilon, & \operatorname{tr}\left(B_{2} \sigma_{Z}\right) \geq 2-4 \varepsilon . \tag{B2}
\end{array}
$$

In case of perfect measurements, the CHSH quantity acts as a conventional entanglement witness,
$\mathcal{W}=\left\langle A_{1} \otimes B_{1}\right\rangle+\left\langle A_{1} \otimes B_{2}\right\rangle+\left\langle A_{2} \otimes B_{1}\right\rangle-\left\langle A_{2} \otimes B_{2}\right\rangle \leq \sqrt{2}$,
which is respected by all separable states. Evidently, since $\mathcal{W} \leq 2$ for local hidden variable models, which in particular account for the statistics of any measurements performed on a separable state, it follows that entanglement can be detected for arbitrary $\varepsilon$.

We show the potential influence of small measurement inaccuracies through an explicit quantum model. Choose $A_{1}=$ $B_{1}$ and associate it to a Bloch vector $\vec{n}_{1}=(\cos \alpha, 0, \sin \alpha)$
in the XZ-plane. Similarly choose $A_{2}=B_{2}$ and associate it to the Bloch vector $\vec{n}_{2}=(\cos \beta, 0, \sin \beta)$. Our strategy is to align the two Bloch vectors as much as possible under the constraints (B2). This implies the choice of

$$
\begin{equation*}
\alpha=\arccos (1-2 \varepsilon), \quad \beta=\arcsin (1-2 \varepsilon) . \tag{B4}
\end{equation*}
$$

Then, we choose the product state $|\psi\rangle=|\phi\rangle \otimes|\phi\rangle$ with $|\phi\rangle=$ $\cos z|0\rangle+\sin z|1\rangle$, where

$$
\begin{equation*}
z=-\frac{\pi}{4}+\frac{1}{4} \arctan \left(\frac{1}{8 \varepsilon-8 \varepsilon^{2}-1}\right) . \tag{B5}
\end{equation*}
$$

The angle has been choosen so as to place the Bloch vector of $|\phi\rangle$ right in the middle of $\vec{n}_{1}$ and $\vec{n}_{2}$. This leads to the following value of the CHSH quantity,

$$
\begin{equation*}
\mathcal{W}=4(1-2 \varepsilon) \sqrt{\varepsilon(1-\varepsilon)}+\sqrt{2-16 \varepsilon(1-\varepsilon)(1-2 \varepsilon)^{2}} \tag{B6}
\end{equation*}
$$

when $\varepsilon \leq \frac{1}{2}-\frac{1}{2 \sqrt{2}}$ and $\mathcal{W}=2$ otherwise. The derivative diverges as $\varepsilon \rightarrow 0^{+}$, indicating the first-order impact of small measurement inaccuracies. For small $\varepsilon$, the value scales as $\mathcal{W} \sim \sqrt{2}+4 \sqrt{\varepsilon}-4 \sqrt{2} \varepsilon$. For example, if we choose $\varepsilon=$ $0.5 \%$, the separable model achieves $\mathcal{W}=1.67$ which is a perturbation comparable to that obtained in the main text for the simplest two-qubit entanglement witness.

## Appendix C: Lower bounds: alternating convex search

Consider that we are given an arbitrary linear functional $\mathcal{W}$, arbitrary target measurements $\left\{\tilde{A}_{a \mid x}\right\}$ and $\left\{\tilde{B}_{b \mid y}\right\}$ and arbitrary measurement inaccuracies $\left\{\varepsilon_{x}^{\mathrm{A}}, \varepsilon_{y}^{\mathrm{B}}\right\}$. Consider a linear functional

$$
\begin{equation*}
\mathcal{W}=\sum_{a, b, x, y} c_{a b x y} \operatorname{tr}\left[A_{a \mid x} \otimes B_{b \mid y} \rho\right] \tag{C1}
\end{equation*}
$$

with some real coefficients $c_{a b x y}$. We describe a numerical method, based on alternating convex search, to systematically establish lower bounds on both $\mathcal{W}_{\text {sep }}$ and $\mathcal{W}_{\text {ent }}$. To this end we consider latter case first.

In order to place a lower bound on $\mathcal{W}_{\text {ent }}$, we decompose the optimisation problem into three parts: one over the measurements on system A, one over the measurements on system $B$ and one over the global shared state. To this end, we first choose a random set of measurements $\left\{B_{b \mid y}\right\}$ and a random pure state $\rho$. Then, we optimise $\mathcal{W}$ over the measurements $\left\{A_{a \mid x}\right\}$ under the constraint that $\mathcal{F}_{x}^{\mathrm{A}} \geq 1-\varepsilon_{x}^{\mathrm{A}}$. This optimisation is a semidefinite program and can therefore be efficiently solved. Using the returned measurements $\left\{A_{a \mid x}\right\}$, we optimise $\mathcal{W}$ over the measurements $\left\{B_{b \mid y}\right\}$ under the constraint that $\mathcal{F}_{y}^{\mathrm{B}} \geq 1-\varepsilon_{y}^{\mathrm{B}}$. This is again a semidefinite program. Finally, using the returned measurements $\left\{B_{b \mid y}\right\}$, we evaluate the Bell operator

$$
\begin{equation*}
\mathcal{B}=\sum_{a, b, x, y} c_{a b x y} A_{a \mid x} \otimes B_{b \mid y} \tag{C2}
\end{equation*}
$$

and compute its largest eigenvalue. The associated eigenvector is the optimal state, which corresponds to our choice of $\rho$. This routine of two semidefinite programs and one eigenvalue computation can then be iterated in order to find increasingly accurate lower bounds on $\mathcal{W}_{\text {ent }}$. The procedure depends on the initial starting point and ought therefore to be repeated several times independently.

To place a lower bound on $\mathcal{W}_{\text {sep }}$, we can proceed analogously to the above when treating the separate optimisations over the measurements $\left\{A_{a \mid x}\right\}$ and $\left\{B_{b \mid y}\right\}$. However, the optimisation over the state is now less straightforward since we require that $\rho=|\phi\rangle\langle\phi| \otimes|\psi\rangle\langle\psi|$. The optimisation over the state can be cast as another alternating convex search, treated as a sub-routine to the main alteranting convex search. In other words, we sample a random $|\phi\rangle$ and evaluate the semidefinite program optimising $\mathcal{W}$ over $|\psi\rangle$. Then, using the returned $|\psi\rangle$, we run a semidefinite program optimising $\mathcal{W}$ over $|\phi\rangle$. This procedure is iterated until desired convergence is obtained.

## Appendix D: Bounds on witness

Let $\left\{\lambda_{i}\right\}_{i=1}^{d^{2}-1}$ be an orthonormal basis the space of operators acting on $d$-dimensional Hilbert space, with $\operatorname{tr}\left(\lambda_{i} \lambda_{j}^{\dagger}\right)=$ $d \delta_{i j}$. Then, every qudit state can be written as

$$
\begin{equation*}
\rho=\frac{1}{d}(\mathbb{1}+\vec{\mu} \cdot \vec{\lambda}), \tag{D1}
\end{equation*}
$$

where $\vec{\mu}$ is some complex-valued Bloch vector with entries $\mu_{i}=\left\langle\lambda_{i}^{\dagger}\right\rangle=\operatorname{tr}\left(\rho \lambda_{i}^{\dagger}\right)$. By checking the purity $\operatorname{tr}\left(\rho^{2}\right)$, one finds that $\|\vec{\mu}\|^{2}=\sum_{i=1}^{d^{2}-1}\left\langle\lambda_{i}^{\dagger}\right\rangle^{2} \leq d-1$. In general, not every such Bloch vector corresponds to a valid density matrix.

Consider the witness

$$
\begin{equation*}
\mathcal{W}^{(d)}=\sum_{i=1}^{n}\left\langle\lambda_{i} \otimes \bar{\lambda}_{i}\right\rangle \tag{D2}
\end{equation*}
$$

For separable states, we can evaluate $\mathcal{W}_{\text {sep }}^{(d)}$ by restricting to product states. Then we have

$$
\begin{align*}
\mathcal{W}^{(d)} & =\sum_{i=1}^{n}\left\langle\lambda_{i}\right\rangle_{A}\left\langle\bar{\lambda}_{i}\right\rangle_{B} \leq \sqrt{\sum_{i=1}^{n}\left\langle\lambda_{i}\right\rangle_{A}^{2}} \sqrt{\sum_{i=1}^{n}\left\langle\bar{\lambda}_{i}\right\rangle_{B}^{2}} \\
& \leq d-1=\mathcal{W}_{\text {sep }}^{(d)} \tag{D3}
\end{align*}
$$

Notice that this is independent of $n$.
For entangled states, we have

$$
\begin{align*}
& \mathcal{W}^{(d)} \leq \sum_{i=1}^{n}\left\langle\lambda_{i} \otimes \bar{\lambda}_{i}\right\rangle=\nu_{\max }\left[\sum_{i=1}^{n} \lambda_{i} \otimes \bar{\lambda}_{i}\right]  \tag{D4}\\
& \leq n \max _{i} \nu_{\max }\left[\lambda_{i} \otimes \bar{\lambda}_{i}\right]=n \max _{i} \nu_{\max }\left[\lambda_{i}\right]^{2} \leq n(d-1) \tag{D5}
\end{align*}
$$

where we used that $\nu_{\max }\left[\lambda_{i}\right] \leq \sqrt{d-1}$. However this, essentially trivial, bound is only tight for $d=2$, in which case it is algebraically maximal. To obtain a bound for $d>2$, we note that the entangled state lives in dimension $d^{2}$. Hence, its Bloch vector length is at most $\sqrt{d^{2}-1}$. In other words,

$$
\begin{equation*}
\sum_{i=1}^{n}\left\langle\lambda_{i} \otimes \bar{\lambda}_{i}\right\rangle^{2} \leq d^{2}-1 \tag{D6}
\end{equation*}
$$

Taking the case of equality, we obtain a bound on the largest value of the witness when all entries in the sum are equal. Thus we require

$$
\begin{equation*}
\left\langle\lambda_{i} \otimes \bar{\lambda}_{i}\right\rangle=\sqrt{\frac{d^{2}-1}{n}} \tag{D7}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\mathcal{W}_{\mathrm{ent}}^{(d)} \leq \sqrt{n} \sqrt{d^{2}-1} \tag{D8}
\end{equation*}
$$

This bound is not necessarily tight.
Consider now the case when we have separable states and inaccurate measurements. Expand $\mathcal{W}^{(d)}$ as follows,

$$
\begin{align*}
\mathcal{W}^{(d)}= & \sum_{i=1}^{n}\left\langle A_{i} \otimes B_{i}\right\rangle=q^{2} \sum_{i=1}^{n}\left\langle\lambda_{i}\right\rangle_{A}\left\langle\bar{\lambda}_{i}\right\rangle_{B} \\
& +q \sqrt{1-q^{2}} \sum_{i=1}^{n}\left(\left\langle\lambda_{i}\right\rangle_{A}\left\langle\bar{\lambda}_{i}^{\perp}\right\rangle_{B}+\left\langle\lambda_{i}^{\perp}\right\rangle_{A}\left\langle\bar{\lambda}_{i}\right\rangle_{B}\right) \\
& +\left(1-q^{2}\right) \sum_{i=1}^{n}\left\langle\lambda_{i}^{\perp}\right\rangle_{A}\left\langle\bar{\lambda}_{i}^{\perp}\right\rangle_{B} . \tag{D9}
\end{align*}
$$

We examine these sums one by one. From (D3), we see that the first sum is at most $d-1$. Next, we use the CauchySchwarz inequality to write the second sum as

$$
\begin{align*}
& \sum_{i=1}^{n}\left\langle\lambda_{i}\right\rangle_{A}\left\langle\bar{\lambda}_{i}^{\perp}\right\rangle_{B} \leq \sqrt{\sum_{i=1}^{n}\left\langle\lambda_{i}\right\rangle_{A}^{2}} \sqrt{\sum_{i=1}^{n}\left\langle\bar{\lambda}_{i}^{\perp}\right\rangle_{B}^{2}} \\
& \quad \leq \sqrt{d-1} \sqrt{\sum_{i=1}^{n}\left\langle\bar{\lambda}_{i}^{\perp}\right\rangle_{B}^{2}} \leq(d-1) \sqrt{n-1} \tag{D10}
\end{align*}
$$

In the last step, we have used the following lemma. Let $\vec{u} \in$ $\mathbb{R}^{n}$ and $\vec{v}^{i} \in \mathbb{R}^{n}$ be unit vectors such that the $i$ 'th component of $\vec{v}^{i}$ is zero, i.e. $\vec{v}_{i}^{i}=0$. Then we have that

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\vec{u} \cdot \vec{v}^{i}\right)^{2} \leq \sum_{i=1}^{n} 1-\vec{u}_{i}^{2}=n-1 . \tag{D11}
\end{equation*}
$$

Again using the Cauchy-Schwarz inequality and this lemma also leads to

$$
\begin{align*}
& \sum_{i=1}^{n}\left\langle\lambda_{i}^{\perp}\right\rangle_{A}\left\langle\bar{\lambda}_{i}\right\rangle_{B} \leq(d-1) \sqrt{n-1}  \tag{D12}\\
& \sum_{i=1}^{n}\left\langle\lambda_{i}^{\perp}\right\rangle_{A}\left\langle\bar{\lambda}_{i}^{\perp}\right\rangle_{B} \leq(d-1)(n-1) \tag{D13}
\end{align*}
$$

Putting it together, we arrive at the bound
$\mathcal{W}_{\text {sep }} \leq(d-1)\left(n-1-q^{2}(n-2)+2 q \sqrt{n-1} \sqrt{1-q^{2}}\right)$.

## Appendix E: Semidefinite relaxations

Consider the task of optimising an arbitrary linear functional over the set of projective quantum strategies with a given inaccuracy to a set of target measurements:

$$
\mathcal{W}_{\text {ent }}=\max _{\left\{A_{a \mid x}\right\},\left\{B_{b \mid y}\right\}, \rho} \mathcal{W}[p]
$$

$$
\begin{align*}
& \text { subject to } \quad \operatorname{tr}(\rho)=1, \quad \rho \geq 0, \quad \rho \in \mathcal{L}\left(\mathbb{C}^{d}\right) \\
& A_{a \mid x} A_{a^{\prime} \mid x}=A_{a \mid x} \delta_{a, a^{\prime}}, \quad B_{b \mid y} B_{b^{\prime} \mid y}=B_{b \mid y} \delta_{b, b^{\prime}}, \\
& \sum_{a} A_{a \mid x}=\mathbb{1}_{d}, \quad \sum_{b} B_{b \mid y}=\mathbb{1}_{d} \\
& \mathcal{F}_{x}^{\mathrm{A}} \geq 1-\varepsilon_{x}^{\mathrm{A}}, \quad \mathcal{F}_{y}^{\mathrm{B}} \geq 1-\varepsilon_{y}^{\mathrm{B}} \\
& p(a, b \mid x, y)=\operatorname{tr}\left[A_{a \mid x} \otimes B_{b \mid y} \rho\right], \tag{E1}
\end{align*}
$$

where $\mathcal{L}\left(\mathbb{C}^{d}\right)$ is the set of linear operators of dimension $d$. This is generally a difficult optimisation problem. However, it can be relaxed into a hierarchy of increasingly precise criteria, each of which can be evaluated as a semidefinite program.

To this end, define the operator list

$$
\begin{equation*}
S=\left\{\mathbb{1}_{d^{2}}, \rho,\left\{A_{a \mid x}\right\}_{a, x},\left\{B_{b \mid y}\right\}_{b, y},\left\{\tilde{A}_{a \mid x}\right\}_{a, x},\left\{\tilde{B}_{b \mid y}\right\}_{b, y}\right\} \tag{E2}
\end{equation*}
$$

Here, the measurement operators are to be understood as spanning the full Hilbert space, e.g. $A_{a \mid x} \rightarrow A_{a \mid x} \otimes \mathbb{1}_{d}$. We let $M_{k}$ denote the set of all monomials, taken from the list $S$, of degree at most $k$. We let $n(k)$ denote the size of the set $M_{k}$. Then, we define the $n(k) \times n(k)$ tracial moment matrix as

$$
\begin{equation*}
\Gamma(u ; v)=\operatorname{tr}\left(u v^{\dagger}\right) \tag{E3}
\end{equation*}
$$

for $u, v \in M_{k}$. A quantum model implies the positivity of $\Gamma$. Moreover, by including enough monomials, we can formulate the objective as a linear function in the moment matrix,

$$
\begin{equation*}
\mathcal{W}(\Gamma)=\sum_{a, b, x, y} c_{a b x y} \Gamma\left(\rho A_{a \mid x} ; B_{b \mid y}\right) . \tag{E4}
\end{equation*}
$$

Similarly, the inaccuracy constraints can be formulated as the linear constraints

$$
\begin{align*}
& \frac{1}{d^{2}} \sum_{a=1}^{o} \Gamma\left(A_{a \mid x} ; \tilde{A}_{a \mid x}\right) \geq 1-\varepsilon_{x}^{\mathrm{A}} \\
& \frac{1}{d^{2}} \sum_{b=1}^{o} \Gamma\left(B_{b \mid y} ; \tilde{B}_{b \mid y}\right) \geq 1-\varepsilon_{y}^{\mathrm{B}} \tag{E5}
\end{align*}
$$

In order to capture the constraints of $d$-dimensional Hilbert space and to fix the target measurements in the optimisation, we proceed as follows [31, 32]. We randomly sample $\rho$, $\left\{A_{a \mid x}\right\}_{a, x}$ and $\left\{B_{b \mid y}\right\}_{b, y}$ from a $d$-dimensional Hilbert space and construct the list $S$. Note that the target measurements are fixed at all times. Then, we evaluate the moment matrix and label it $\Gamma^{(1)}$. This process is repeated, leading to a list of sampled moment matrices $\left\{\Gamma^{(1)}, \ldots, \Gamma^{(m)}\right\}$. The sampling is terminated when the next moment matrix is found to be linearly dependent on all the previously sampled moment matrices. Thus, the sampled list constitutes a (non-orthonormal)


FIG. 2. Solid lines. Bounds $\mathcal{W}_{\text {sep }}^{\uparrow}(\varepsilon)$ obtained for the witness $\mathcal{W}_{2}$ and $\mathcal{W}_{3}$ via SDP relaxations where separability is relaxed to the set of entangled states obeying $\mathcal{W}_{2}(0) \leq 1$ and $\mathcal{W}_{3}(0) \leq 1$ respectively. These bounds can likely be made tighter by adding more ideal entanglement witness constraints to the SDP, in order to improve the relaxation of separability. Dashed lines. Optimal separable bound calculated analytically in Appendix A.
basis of the space of moment matrices. We then define the total moment matrix as the affine combination

$$
\begin{equation*}
\Gamma=\sum_{i=1}^{m} s_{i} \Gamma^{(i)}, \quad \sum_{i=1}^{m} s_{i}=1 \tag{E6}
\end{equation*}
$$

where $\left\{s_{i}\right\}$ serve as optimisation variables.
We can now formulate our relaxation of the optimisation problem (E1) as $\mathcal{W}_{\text {ent }}(\varepsilon) \leq \mathcal{W}_{\text {ent }}^{\uparrow}(\varepsilon)$ where

$$
\begin{equation*}
\mathcal{W}_{\text {ent }}^{\uparrow} \equiv \max _{\left\{s_{i}\right\}} \mathcal{W}(\Gamma) \quad \text { subject to } \quad \Gamma \geq 0 \tag{E7}
\end{equation*}
$$

under the constraints (E5) and (E6). This can be evaluated as a semidefinite program. The relaxation becomes tighter as the list of monomials $M_{k}$ is extended.
In order to instead obtain bounds of the form $\mathcal{W}_{\text {sep }}(\varepsilon) \leq$ $\mathcal{W}_{\text {sep }}^{\uparrow}(\varepsilon)$, we can add the constraint

$$
\begin{equation*}
\sum_{a, b, x, y} c_{a b x y} \Gamma\left(\rho \tilde{A}_{a \mid x} ; \tilde{B}_{b \mid y}\right) \leq \mathcal{W}_{\operatorname{sep}}(0) \tag{E8}
\end{equation*}
$$

which corresponds to a standard entanglement witness. Note that we can introduce even more "target" measurements in the operator list $S$, thus extending the size $n(k)$ of the moment matrix, and then use them to build additional linear constraint like (E8) representing standard entanglement witnesses. The introduction of these shrinks the effective state space, thus improving the accuracy of the bound $\mathcal{W}_{\text {sep }}^{\uparrow}(\varepsilon)$, at the price of a larger SDP.

We exemplify a simple version of this method for the case of the two witnesses considered in Appendix A, namely $\mathcal{W}_{2}=$ $\left\langle\sigma_{X} \otimes \sigma_{X}\right\rangle+\left\langle\sigma_{Z} \otimes \sigma_{Z}\right\rangle \leq 1$ and $\mathcal{W}_{3}=\left\langle\sigma_{X} \otimes \sigma_{X}\right\rangle+\left\langle\sigma_{Y} \otimes\right.$ $\left.\sigma_{Y}\right\rangle+\left\langle\sigma_{Z} \otimes \sigma_{Z}\right\rangle \leq 1$, at inaccuracy $\varepsilon$. These are evaluated with monomial lists of length 46 and 89 respectively. The results are illustrated in Figure 2. As expected, the returned bounds are not tight, due to the basic relaxation of the separable set to all entangled states obeying $\mathcal{W} \leq 1$. Nevertheless, the bounds are non-trivial for relevant values of $\varepsilon$.

## 11 The shape of higher-dimensional state space: Bloch-ball analog for a qutrit

The following research article was published in Quantum, Volume 5 the 29th June 2021 with the DOI 10.22331/q-2021-06-29-485.

### 11.1 Contribution

In this work, I created the self-dual model (Section 4). Further significant parts of the model properties were investigated by me, such as the behaviour under unitary transformations and the connection to classical probability distributions. Further I took care of the revising the manuscript, as substantial changes were necessary before acceptance.
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Geometric intuition is a crucial tool to obtain deeper insight into many concepts of physics. A paradigmatic example of its power is the Bloch ball, the geometrical representation for the state space of the simplest possible quantum system, a two-level system (or qubit). However, already for a three-level system (qutrit) the state space has eight dimensions, so that its complexity exceeds the grasp of our three-dimensional space of experience. This is unfortunate, given that the geometric object describing the state space of a qutrit has a much richer structure and is in many ways more representative for a general quantum system than a qubit. In this work we demonstrate that, based on the Bloch representation of quantum states, it is possible to construct a three dimensional model for the qutrit state space that captures most of the essential geometric features of the latter. Besides being of indisputable theoretical value, this opens the door to a new type of representation, thus extending our geometric intuition beyond the simplest quantum systems.

## 1 Introduction

Nowadays virtually every student of quantum mechanics learns about the Bloch sphere and the Bloch ball as the geometrical representations of pure and mixed states of qubits, respectively. These objects have become indispensable for developing an intuition of elementary concepts such as basic quantum operations and the action of decoherence [1], or more advanced topics like the Majorana representation of symmetric multi-qubit states [2]. Nonetheless, the more experienced practitioner in the field of quantum mechanics is

[^7]aware of various shortcomings of the Bloch ball if systems of higher dimension $d>2$ are to be discussed. For example, the entire surface of the Bloch ball is covered by pure states, whereas most of the boundary of higher-dimensional state spaces is formed by mixed states. Those parts of the boundary may either be flat or curved, however, their curvature is different from that of the pure-state surface parts, which actually represents a single unitary orbit. Another important fact not shown by the Bloch ball is that not every orthogonal transformation can be applied to any quantum state: Whenever a state is not an element of the inscribed sphere of the state space of maximum radius there exist rotations in Bloch space that take it outside the state space and therefore are not allowed. Consequently, it is a long-standing question whether it is possible to construct a consistent three-dimensional model for higher-dimensional state spaces $\mathcal{Q}_{d}, d \geq 3$, that captures at least a part of these important geometric features.

## 2 Bloch ball for qubits

Let us briefly recapitulate the properties of the Bloch ball for qubits, $d=2$. According to Fano [3, 4] density operators of qubits are parametrized by using the Pauli matrices $\sigma_{x}, \sigma_{y}, \sigma_{z}$ and the identity $\mathbb{1}_{2}$

$$
\begin{align*}
\rho & =\frac{1}{2}\left(s_{0} \mathbb{1}_{2}+x \sigma_{x}+y \sigma_{y}+z \sigma_{z}\right)  \tag{1a}\\
s & =\operatorname{Tr}\left(\sigma_{s} \rho\right) \tag{1b}
\end{align*}
$$

with real numbers $s \in\{x, y, z\},|s| \leq 1$, and the normalization $s_{0}=1$. The state space $\mathcal{Q}_{2}$ of all qubit density operators is represented by a ball of radius 1 about the origin of $\mathbb{R}^{3}$, that is, each point $(x, y, z)$ of this ball corresponds to exactly one state $\rho$. Pure states lie on the surface (forming a connected set), whereas mixed states are located inside the Bloch sphere, with the fully mixed state at the center.

Interestingly, the convex combinations of two states, $\rho=\lambda \rho_{1}+(1-\lambda) \rho_{2}(0 \leq \lambda \leq 1)$, are given by the straight line connecting the points of $\rho_{1}$ and $\rho_{2}$. A common choice of computational basis states is $\{|0\rangle,|1\rangle\}$, which correspond to north and south pole of the sphere and form the regular simplex $\Delta_{1}$, the special case of $\Delta_{d-1}$ for $d=2$. This shows that the vectors in $\mathbb{R}^{3}$ belonging to the basis states are not orthogonal. These vectors are orthogonal in $\mathbb{R}^{4}$ including the direction of $s_{0}$, but their projections into $\mathbb{R}^{3}$ lose this property.

Every density matrix can be obtained by unitarily rotating a diagonal density matrix, that resembles a classical probability distribution. Since for $d=2$ the special unitary group $\mathrm{SU}(2)$ is the universal cover group of the rotation group $\mathrm{SO}(3)$, every rotation of the Bloch ball $Q_{2} \subset \mathbb{R}^{3}$ has a corresponding unitary rotation in the state space. From this perspective, the Bloch ball is obtained by all possible rotations of the simplex $\Delta_{1}$ in $\mathbb{R}^{3}$.

To the best of our knowledge, the idea that the parametrization in Eq. (1) entails a useful visualization for the non-unitary dynamics of a spin $\frac{1}{2}$, e.g., in a situation of radiation damping was put forward by Feynman and co-workers [5].

## 3 A Bloch-ball analog for a qutrit

Over the years much work has been done to elucidate the geometry of the state space of higher level systems, with special focus on the qutrit state space $\mathcal{Q}_{3}$ [6-25]. To develop an intuition for the full high-dimensional geometry of the qutrit state space, subsets, cross sections and projections onto two and three dimensions were extensively studied [6, $7,10,12,15,17,18,20-23]$ and multi-parameter representations of qutrit states were developed [14, 21, 24-26]. While these approaches can reproduce many geometric properties correctly, they do not give a global view of the Bloch body.

In this section we review known facts about the higher dimensional state space, with focus on dimension $d=3$, collecting a list of requirements we wish our model to reproduce. We then construct a three dimensional global model of the state space, that reproduces astonishingly many properties of $\mathcal{Q}_{3}$.

### 3.1 Qutrit geometry

In analogy to qubits, density matrices describing the state of a $d$-level quantum system can be parametrized by the identity $\mathbb{1}_{d}$ and $d^{2}-1$ traceless Hermitian matrices [4, 6, 27]. So the quantum state space $\mathcal{Q}_{d}$ can be represented by a subset in $\mathbb{R}^{d^{2}-1}$, constrained by inequalities that arise from the positivity of the density operators $[10,11]$. While it is still true that the quantum state space $\mathcal{Q}_{d}$ is obtained by rotating the simplex $\Delta_{d-1}$ in $\mathbb{R}^{d^{2}-1}$, it is no longer a sphere
as not all rotations are allowed. In fact, for $d>2$ the special unitary group $\mathrm{SU}(d)$ is a proper subgroup of the rotation group $\mathrm{SO}\left(d^{2}-1\right)$, meaning that the quantum state space $\mathcal{Q}_{d}$ is a proper subset of the $d^{2}-1$ dimensional (Hilbert-Schmidt) ball.

For qutrits the density matrices are parametrized by the identity $\mathbb{1}_{3}$ and the normalized Gell-Mann matrices $\mathrm{X}_{j}, \mathrm{Y}_{k}(j, k=1,2,3)$, and $\mathrm{Z}_{1}, \mathrm{Z}_{2}$ (see Appendix),

$$
\begin{align*}
& \rho=\frac{1}{3}\left(\mathbb{1}_{3}+\sum_{j=1}^{3} x_{j} \mathrm{X}_{j}+\sum_{k=1}^{3} y_{k} \mathrm{Y}_{k}+\sum_{l=1}^{2} z_{l} \mathrm{Z}_{l}\right)  \tag{2a}\\
& x_{j}=\operatorname{Tr}\left(\mathrm{X}_{j} \rho\right), y_{k}=\operatorname{Tr}\left(\mathrm{Y}_{k} \rho\right), z_{l}=\operatorname{Tr}\left(\mathrm{Z}_{l} \rho\right), \tag{2b}
\end{align*}
$$

with real numbers $x_{j}, y_{k}$, and $z_{l}$, hence their space has eight dimensions. A Euclidean metric, corresponding to that of our everyday geometric experience, is induced in this space by the Hilbert-Schmidt norm, $\left\|\rho_{1}-\rho_{2}\right\|_{2} \equiv$ $\sqrt{3 \operatorname{Tr}\left[\left(\rho_{1}-\rho_{2}\right)^{2}\right]}$.

The geometric properties of $\mathcal{Q}_{3}$ we wish for a global model to reproduce were thoroughly discussed by Bengtsson et al. in Ref. [18].
i) Most importantly, $\mathcal{Q}_{3}$ is a convex set with the topology of a ball, so the model should share this characteristics. There are no pieces of lower dimension attached to it ("no hair" condition).
ii) The actual Bloch body is neither a polytope nor a smooth object.
iii) The Bloch body has an outer sphere of radius $\sqrt{2}$ and an inner sphere of radius $1 / \sqrt{2}$ [28].
iv) The pure states (rank 1) form a connected set on the surface at maximum distance $\sqrt{2}$ from the completely mixed state $\frac{1}{3} 1_{3}$. Its measure is zero compared to that of $\mathcal{Q}_{3}$. In particular we aim at prominently displaying the three pure states corresponding to the preferred basis for the model.
v) Density matrices on the surface of $\mathcal{Q}_{3}$ are of rank 1 or 2 , whereas states inside $\mathcal{Q}_{3}$ are of full rank (rank 3).

Finally, there are some additional properties specifically related to the nature of $\mathcal{Q}_{3}$ as a convex set:
vi) The set of quantum states is self-dual.
vii) All cross sections of $\mathcal{Q}_{3}$ do not have non-exposed faces. All corners of two-dimensional projections of $\mathcal{Q}_{3}$ are polyhedral.

### 3.2 A three dimensional model for a qutrit

Surprisingly, it is indeed possible to find an object in $\mathbb{R}^{3}$ representing $\mathcal{Q}_{3}$ that obeys most of the requirements in this list. In fact, there are (at least) two solutions with slightly different advantages. First we construct an object that fulfills properties i-iv) and also partially v). It represents a valid model
for $\mathcal{Q}_{3}$ that we call $Q_{3}^{(1)}$. Then we show that this first solution can be extended to a model $Q_{3}^{(2)}$ that possesses in particular also the property vi). Yet that model does not obey vii).

It is well known that the computational basis states in $d$ dimensions form the corners of a regular simplex $\Delta_{d-1}$ in $\mathcal{Q}_{d}[6,18]$, that is, for a qutrit a basis will be represented by $\Delta_{2}$, an equilateral triangle. We insist that our model for $\mathcal{Q}_{3}$ displays and emphasizes one particular basis $\{|0\rangle,|1\rangle,|2\rangle\}$, because the mapping between physical states and points in the model will depend on this choice. Hence, we use the coordinates [cf. Eq. (2b)]

$$
z_{1}=\operatorname{Tr}\left(Z_{1} \rho\right), \quad z_{2}=\operatorname{Tr}\left(Z_{2} \rho\right)
$$

to faithfully represent the diagonal matrices as a simplex $\Delta_{2}$ in the horizontal coordinate plane. In particular, the basis state $|2\rangle$ corresponds to $\left(z_{1}, z_{2}\right)=$ $(0,-\sqrt{2})$, whereas the states $|0\rangle$ and $|1\rangle$ are located in $\left( \pm \sqrt{\frac{3}{2}}, \sqrt{\frac{1}{2}}\right)$, respectively. The completely mixed state lies at the origin $(0,0)$.

For the remaining six coordinates we are left with only one direction in $\mathbb{R}^{3}$. Here, we propose to use the coordinate

$$
\begin{equation*}
w=\sqrt{\sum_{j=1}^{3} x_{j}^{2}+y_{j}^{2}} \tag{3}
\end{equation*}
$$

which assumes only non-negative values. Hence we have our first model for $\mathcal{Q}_{3}$,

$$
\begin{align*}
Q_{3}^{(1)}=\left\{\left(z_{1}, z_{2}, w\right)\right. & \in \mathbb{R}^{3} \text { s.t. } \\
& \text { Eqs. }\left(2 \text { b) },(3) \forall \rho \in \mathcal{Q}_{3}\right\} . \tag{4}
\end{align*}
$$

The interpretation for the coordinates of a point $P=\left(z_{1}, z_{2}, w\right)$ is simple. Imagine the state $\rho$ corresponding to $P$ written as a sum of its diagonal and offdiagonal parts,

$$
\rho=\rho_{\mathrm{diag}}+\rho_{\mathrm{offdiag}}
$$

While the distance of $P$ from the origin in the plane equals the Hilbert-Schmidt length $\sqrt{3 \operatorname{Tr}\left(\rho_{\text {diag }}^{2}\right)-1}$ of the diagonal part of the Bloch vector for $\rho$, the vertical distance of $P$ from the plane is the Hilbert-Schmidt length of this Bloch vector's offdiagonal part, $\sqrt{3 \operatorname{Tr}\left(\rho_{\text {offdiag }}^{2}\right)}$. The result is shown in Fig. 1.

### 3.3 Global geometric properties

Let us analyze the properties of this first model for $\mathcal{Q}_{3}$ with respect to our list of requirements. The surface of this object corresponds to a hemisphere of radius $\sqrt{2}$, where the three spherical segments beyond the triangle in the plane are cut off. Evidently, it is both convex and simply connected, without anything


Figure 1: The model $Q_{3}^{(1)}$ of the qutrit Bloch body $\mathcal{Q}_{3}$ according to Eq. (4). The location of the basis states $|j\rangle$ is specified. The semicircular surface in the foreground is the image of the Bloch ball spanned by the states $|0\rangle$ and $|1\rangle$ and, in this representation, has the "north pole" $|+2\rangle=$ $\frac{1}{\sqrt{2}}(|0\rangle+|1\rangle)$. The point with the largest $w$ coordinate is the image of the maximally coherent superposition $\left|+{ }_{3}\right\rangle=$ $\frac{1}{\sqrt{3}}(|0\rangle+|1\rangle+|2\rangle)$. Note that all the pure states with $|\langle j \mid \psi\rangle|^{2}=\frac{1}{3}$ get mapped to this point, in particular all the bases which are mutually unbiased with $\{|0\rangle,|1\rangle,|2\rangle\}$.
else attached to it. The flat surfaces of the cuts are connected with the smooth upper boundary by a sharp corner, so the object is neither smooth nor a polytope. Since our model preserves the length of the Bloch vector, it is still circumscribed by an outer sphere of radius $\sqrt{2}$ and center at the origin. The radius of the inner (hemi-)sphere coincides with that of the in-circle of the simplex $\Delta_{2}$ in the horizontal plane and equals $1 / \sqrt{2}$.

The spherical part of the surface above the ground plane corresponds to the set of pure states, hence to density matrices of rank 1 . They form a simply connected surface of measure zero at maximal distance $\sqrt{2}$ from the origin. The cuts are half circles, in fact, these flat surfaces are the images of the three two-dimensional Bloch balls corresponding to the pairs of states $\{|0\rangle,|1\rangle\},\{|0\rangle,|2\rangle\}$, and $\{|1\rangle,|2\rangle\}$ (cf. also Fig. 1). This means, these surfaces correspond to states of at most rank 2. It is understood that the base of $Q_{3}^{(1)}$ represents an artificial cut - similar to the base of the sculpture of a bust - that does not represent a boundary of $\mathcal{Q}_{3}$. The states on the other surfaces are of lower rank, all states of rank 3 reside in the interior of the model. However rank-2 states that have all of the basis vectors $|0\rangle,|1\rangle,|2\rangle$ in their span are located inside $Q_{3}^{(1)}$, although in $\mathcal{Q}_{3}$ they are part of the boundary. But the rank-2 states do not cover the entire interior of $Q_{3}^{(1)}$. Evidently, all points inside the inner sphere are of rank 3, since rank-2 states have purity of at least $\frac{1}{2}$. However the set of points corresponding only to rank-3 states is larger than that; see Sec. 3.4 for
details. Conversely, the interior points outside that set correspond both to rank-2 and rank-3 states. In particular, in agreement with property v), the images of rank-3 states cover the complete interior. Thus, we have established that our construction $Q_{3}^{(1)}$ has all the desired properties i-iv) of our list, property v) is at least partially satisfied.

We may ask how the coordinates in $Q_{3}^{(1)}$ are related to those of the actual state space $\mathcal{Q}_{3}$. Clearly our model is neither a projection nor a cross section. Instead, it resembles a representation in cylindrical coordinates: Our "diagonal coordinates" $z_{1}, \quad z_{2}$ correspond to two longitudinal axes, whereas each $r_{j}=\sqrt{x_{j}^{2}+y_{j}^{2}}$ (where $j=1,2,3$ ) may be viewed as a radial coordinate belonging to mutually orthogonal directions. Our model does not display the polar angles and shows only the total radial distance.

### 3.4 Local algebraic properties

We have mentioned that the simplex $\Delta_{2}$ represents the diagonal states faithfully, it is isomorphic to that set just as the Bloch ball is isomorphic to $\mathcal{Q}_{2}$. But our three-dimensional model $Q_{3}^{(1)}$ cannot represent all states of the eight-dimensional state space faithfully. In fact, a general point of $Q_{3}^{(1)}$ corresponds to infinitely many states and the simplex representing the basis states $|j\rangle\langle j|, j=0,1,2$ is the only set of states with a unique preimage. States mapped onto the same point in the model belong to the equivalence class of states with the same diagonal entries and purity, they form a five-dimensional manifold in the original state space $\mathcal{Q}_{3}$. These subspaces are closed under the action of unitary operators that commute with $Z_{1}$ and $Z_{2}$, in particular diagonal unitary operators. As a consequence the model is invariant under these transformations.

The action of general unitary transformations, however, is displayed by our model. Since the purity remains unchanged, all points in the unitary orbit have the same distance from the origin. This orbit forms a subset of a sphere, its shape depends on the eigenvalues of the transformed state. As previously elucidated, a point in the interior represents a whole subspace of states with possibly different eigenvalues, so it makes little sense to talk about the orbit of a point in our model. However, diagonal states in the ground triangle are depicted faithfully and therefore uniquely identify a unitary orbit. One only needs to use the eigenbasis of the state to investigate which points can be reached by unitary transformations. The permutations of the diagonal entries correspond to $\mathrm{SU}(3)$ rotations, therefore the unitary orbit includes six points on the triangle (for non-degenerate eigenvalues). Since the eigenvalues of a matrix majorize the diagonal entries, the orbit remains on a sphere above this hexagon. Vice versa, every point on the sphere above the hexagon can


Figure 2: The $\operatorname{SU}(3)$ orbit of the state $\rho_{0}=\frac{6}{10}|0\rangle\langle 0|+$ $\frac{3}{10}|1\rangle\langle 1|+\frac{1}{10}|2\rangle\langle 2|$ is represented by the blue spherical surface. The image of $\rho_{0}$ together with the other five points in the $z_{1}-z_{2}$ plane forms the Birkhoff polytope (see text). The eigenvalue vectors of the diagonal states inside the polytope are majorized by that of $\rho_{0},\left(\frac{6}{10}, \frac{3}{10}, \frac{1}{10}\right)$.
be reached through a unitary transformation, see Fig. 2. If the eigenvalues are degenerate, the hexagon becomes a triangle. A special case are the pure states, the unitary orbit of a pure state coincides with the upper surface of $Q_{3}^{(1)}$.

This visualization establishes a direct connection to the action of doubly stochastic matrices on classical probability distributions. A classical probability distribution p majorizes exactly the probability distributions $M . \mathrm{p}$, where $M$ is a doubly stochastic matrix. The set of distributions majorized by $p$ is called the Birkhoff polytope [6]. The action of doubly stochastic matrices on classical probability distributions corresponds to the action of unitary transformations on normalized diagonal matrices. That is, for every doubly stochastic matrix $M$ there exists a unitary matrix $U$, such that $M . \mathrm{p}=$ $\operatorname{diag}\left(U . \mathrm{D} . U^{\dagger}\right)$, where D is a diagonal matrix with $\mathrm{p}=$ $\operatorname{diag}(\mathrm{D})$. In the model this is visualized by unitarily transforming a diagonal state and then projecting it onto the ground triangle. This exactly reproduces the Birkhoff polytope, but it also generalizes it in the sense that the norm of the offdiagonal part remains visible.

The images of $\mathrm{SU}(3)$ orbits also allow us to identify the set of images of rank- 2 states. The rank- 2 diagonal states are exactly the sides of the base triangle. Therefore the rank- 2 states are given by all the orbits of those points. It is readily seen that the boundary arcs connecting two triangle sides form half-circular cones that each have one of the basis states as apex, and are tangential to the insphere at their base. The points inside those cones, as well as the points inside the inner sphere, are not covered by those orbits, and therefore correspond only to states of rank 3. This rank-3 only region is convex; indeed it is the convex
hull of the interior of the insphere and the interior of the base triangle.

Note that the mirror image of this region and its boundary forms the lower part of our second model $Q_{3}^{(2)}$ which will be described in Sec. 4.

The map that takes the qutrit state space to our model is decidedly nonlinear, but amazingly retains some linear properties of the state space for the image. Any convex combination of two diagonal qutrit states $\delta=\lambda \delta_{1}+(1-\lambda) \delta_{2}$ with $\lambda \in(0,1)$ is again a diagonal state and its image lies on the straight line connecting the image points of $\delta_{1}$ and $\delta_{2}$. But even the convex combinations $\rho=\lambda \sigma+(1-\lambda) \delta$ of an arbitrary qutrit state $\sigma$ with a diagonal state $\delta$ are located on the straight line connecting $\sigma$ and $\delta$. The mixture of the diagonal parts is faithfully represented, but in this case, this holds also for the offdiagonal parts, because $\delta_{\text {offdiag }}$ simply vanishes. Consequently, for any problem involving two arbitrary states we can find a visualization of their mixture by means of a straight line: It is enough to consider the problem in the eigenbasis of one of the states.

Another noteworthy aspect of our model $Q_{3}^{(1)}$ is the separate treatment of diagonal and offdiagonal parts of the state. The diagonal matrices may be viewed as states in a classical probability space [18]. They become nonclassical by adding coherences, i.e., an offdiagonal part. The $w$ coordinate in our model is the 2 -norm for the offdiagonal part of the state. As the 1-norm of the offdiagonal part is established as a coherence measure [29] and the 1-norm is lower-bounded by the 2 -norm, our model explicitly shows a lower bound to the coherence of a given quantum state. Correspondingly, the maximally coherent state $\left|+{ }_{3}\right\rangle=\frac{1}{\sqrt{3}}(|0\rangle+|1\rangle+|2\rangle)$ is located at the north pole of the hemisphere.

## 4 Self-dual qutrit geometry

The model we have discussed so far does not meet the requirements $v$ ) and vi) of our list. In particular it is not self-dual, that is, our three-dimensional Bloch vectors do not fulfill the following condition. Let $\vec{\xi}$ be the Bloch vector belonging to a state on the boundary of the state space. Then for the set of Bloch vectors $\vec{\eta}$ defining the dual hyperplanes enveloping the state space on the side opposite to $\vec{\xi}$ we have [18]

$$
\begin{equation*}
\vec{\xi} \cdot \vec{\eta}=-1 \tag{5}
\end{equation*}
$$

Our model so far is not self-dual simply because for vectors $\vec{\xi}$ on the surface with $w>0$ the dual planes do not touch the lower boundary of our Bloch body model. We will now demonstrate that the model can be extended by adding a "lower part" with coordinates $w<0$ so that the entire object becomes self-dual.


Figure 3: Constructing the dual of the surface of the model $Q_{3}^{(1)}$. Red: Cross section for determining the dual states $\tilde{\rho}(p)$ of the mixtures $\rho(p)$ in Eq. (8). Gray: We have included the part that has been cut from the full Bloch body (see Fig. 4, which shows the complete object $Q_{3}^{(2)}$ from the same point of view). By rotating the section highlighted in red by the angle $\beta$ (see text) one obtains the lower conical part of $Q_{3}^{(2)}$.

### 4.1 Self-dual extension of $Q_{3}^{(1)}$

To achieve self-duality, consider first the pure states $\Pi$ with $\operatorname{Tr}\left(\Pi^{2}\right)=\operatorname{Tr}(\Pi)=1$. If we denote the vector of Gell-Mann matrices by $\vec{h}$ and the Bloch vector of the state $\Pi$ by $\vec{\pi}$, we can write $\Pi=\frac{1}{3}\left(\mathbb{1}_{3}+\vec{\pi} \cdot \vec{h}\right)$. Recall that reversing the sign of all coordinates in the qubit Bloch sphere amounts to a point reflection operation at the maximally mixed state. This fact suggests that we might try reversing the sign of $w$ in a process of reversing all of the coordinate signs, for example in an operation of the kind $\rho \longrightarrow \alpha \mathbb{1}_{3}-\rho$ (where $\alpha>0$ ). We have to make sure that the result is again positive. In Ref. [30] the so-called universal state inversion map $\mathcal{S}(\rho)=\nu(\mathbb{1}-\rho)$ was introduced; it guarantees that the result actually is a state. We choose the prefactor $\nu=\frac{1}{2}$ so as to normalize the resulting qutrit state and write

$$
\begin{equation*}
\mathcal{S}(\rho) \equiv \tilde{\rho}=\frac{1}{2}\left(\mathbb{1}_{3}-\rho\right) \tag{6}
\end{equation*}
$$

The inverted state $\tilde{\rho}$ is positive and for pure states we have $\operatorname{Tr}(\Pi \tilde{\Pi})=0$. Therefore,

$$
\begin{equation*}
0=1+\vec{\pi} \cdot \vec{\pi} \tag{7}
\end{equation*}
$$

that is, the Bloch vector $\vec{\pi}$ defines the dual plane for $\vec{\pi}$ (and vice versa). As the image of $\vec{\pi}$ determines a point in the spherical part of the boundary of our model, also the image of $\overrightarrow{\tilde{\pi}}$ lies on a spherical surface, however, with half the radius because of the prefactor $\nu=\frac{1}{2}$. The result is that the spherical part of our model $Q_{3}^{(1)}$ gets replicated in the region $w<0$, whereat it is point-reflected at the origin and scaled down by a factor $\frac{1}{2}$.

This reasoning cannot be applied for the mixed boundary states of the model. Rather, we apply
state inversion $x_{j} \rightarrow-x_{j}, y_{k} \rightarrow-y_{k}, z_{l} \rightarrow-z_{l}$ and determine the boundary states by explicit calculation. Consider, for example, the mixtures (cf. Fig. 3)

$$
\begin{equation*}
\rho(p)=p\left|+{ }_{2}\right\rangle\left\langle+{ }_{2}\right|+\frac{1-p}{2}(|0\rangle\langle 0|+|1\rangle\langle 1|) \tag{8}
\end{equation*}
$$

with $0 \leq p \leq 1$. It is straightforward to show that the dual states are given by

$$
\begin{align*}
& \tilde{\rho}(p)=\frac{1}{3}\left(\mathbb{1}_{3}-\frac{\sqrt{2}}{1+3 p} \mathrm{Z}_{2}-\frac{\sqrt{6} p}{1+3 p} \mathrm{X}_{1}\right) \\
& =\frac{1}{3}\left(\mathbb{1}_{3}-(1-q) \sqrt{2} \mathbf{Z}_{2}-q\left[\frac{\sqrt{2}}{4} \mathrm{Z}_{2}+\frac{\sqrt{6} p}{4} \mathrm{X}_{1}\right]\right) \tag{9}
\end{align*}
$$

with $q=\frac{4 p}{1+3 p}$. That is, also $\tilde{\rho}(p)$ lies on a straight line connecting $|2\rangle\langle 2|$ and the dual of $\left|+{ }_{2}\right\rangle\left\langle+{ }_{2}\right|$. An analogous calculation applies to all mixtures of $\frac{1}{2}(|0\rangle\langle 0|+|1\rangle\langle 1|)$ with pure states on the circumference of the $\{|0\rangle,|1\rangle\}$ "Bloch sphere". Instead of considering the cross section in the $z_{2}-w$ plane for the states $\tilde{\rho}(p)$ we can rotate this plane about the $z_{2}$ axis by an angle $\beta$ (see Fig. 3), so that the pure state on the circumference becomes $\cos \left(\frac{\pi-2 \beta}{4}\right)|1\rangle+\sin \left(\frac{\pi-2 \beta}{4}\right)|0\rangle$.

The shape of the corresponding parts of the cross section remains the same as in the one shown in Fig. 3. Consequently, the dual states of the qubit Bloch ball $\{|0\rangle,|1\rangle\}$ are located on a half circular cone with apex in $|2\rangle\langle 2|$ (cf. Fig. 4). Due to the three-fold symmetry of $Q_{3}^{(1)}$ the regions near the other pure states $|0\rangle\langle 0|$, $|1\rangle\langle 1|$ can be constructed analogously.

Once we have found the shape [i.e., the boundary coordinates $w_{\max }\left(z_{1}, z_{2}\right)$ and $\left.w_{\min }\left(z_{1}, z_{2}\right)\right]$ of the self-dual object, we also need to provide a rule to decide whether a given state $\rho$ from inside $\mathcal{Q}_{3}$ is mapped to the "upper" ( $w>0$ ) or the "lower" $(w<0)$ part of the object. In other words, from $\rho$ we can determine the coordinates $z_{1}, z_{2},|w|$ as well as $w_{\min }\left(z_{1}, z_{2}\right)$, but how can we decide about the sign of $w$ ?

In the following we describe a procedure to define this mapping $\rho \longrightarrow P\left(z_{1}, z_{2}, w\right)$. It is both straightforward and consistent (however, there might be other choices). Let $\rho$ be an arbitrary qutrit state with smallest eigenvalue $\lambda_{\text {min }}$. First we subtract as much of the fully mixed state so that one eigenvalue vanishes, i.e.,

$$
\begin{equation*}
\rho^{\prime}=\frac{1}{1-3 \lambda_{\min }}\left(\rho-\lambda_{\min } \mathbb{1}_{3}\right) \tag{10}
\end{equation*}
$$

is a rank- 2 state with Bloch coordinates $\left(z_{1}^{\prime}, z_{2}^{\prime},\left|w^{\prime}\right|\right)$. Then

$$
\left.\begin{array}{l}
\left|w^{\prime}\right|>\left|w_{\min }\left(z_{1}^{\prime}, z_{2}^{\prime}\right)\right|  \tag{11}\\
\left|w^{\prime}\right| \leq\left|w_{\min }\left(z_{1}^{\prime}, z_{2}^{\prime}\right)\right|
\end{array}\right\} \Longrightarrow\left\{\begin{array}{l}
w>0 \\
w<0
\end{array}\right.
$$

This implies that in the case of equality the state $\rho^{\prime}$ is located at the lower boundary in $Q_{3}^{(2)}$. Moreover,


Figure 4: The self-dual model $Q_{3}^{(2)}$ of the qutrit state space $\mathcal{Q}_{3}$.
together with $\rho^{\prime}$ also all its mixtures with $\frac{1}{3} \mathbb{1}_{3}$ belong to the lower part of $Q_{3}^{(2)}$, ensuring its compactness. The meaning of this definition is clear: In comparison to the structure of $Q_{3}^{(1)}$, in $Q_{3}^{(2)}$ we redistribute the location of the rank-2 states $\rho^{\prime}$. If the purity of $\rho^{\prime}$ is large enough for its diagonal coordinates $\left(z_{1}^{\prime}, z_{2}^{\prime}\right)$ it needs to remain in the upper part, $w>0$, otherwise it goes to the lower part, $w<0$.

This concludes the construction of the self-dual model $Q_{3}^{(2)}$ for the qutrit Bloch body, see Fig. 4:

$$
\begin{align*}
& Q_{3}^{(2)}=\left\{\left(z_{1}, z_{2}, w\right) \in \mathbb{R}^{3}\right. \text { s.t. } \\
& \text { Eqs. } \left.(2 \mathrm{~b}),(3),(11) \forall \rho \in \mathcal{Q}_{3}\right\} . \tag{12}
\end{align*}
$$

We note that the extension to a self-dual object can be applied as well to the half-circle model $Q_{2}^{(1)}$ of the $d=2$ Boch ball. Then, however, the rule given in Eq. (11) to determine the sign of $w$ (without any addendum) does not improve the model. This is because in $d=2$ all offdiagonal elements can be made real and positive by applying a single appropriate diagonal unitary to the state. In contrast, for $d>2$ at most $2(d-1)$ offdiagonal matrix elements of a generic state can simultaneously be made positive by applying a diagonal unitary.

### 4.2 More convexity properties and relation to previous work

Convexity properties of the state space in the context of the Bloch-ball representation for $d=2$ (and even for $d=3$ ) were discussed early on, e.g., by Bloore [7] who analyzed the stratification of the state space with respect to the matrix rank. For a qutrit, all states of reduced rank $r<3$ are part of the boundary. The four-dimensional set of rank- 1 states $|\psi\rangle\langle\psi|$ forms the extremal states of the convex state space, as they do not have a convex decomposition into other states $\rho_{1}$ and $\rho_{2},|\psi\rangle\langle\psi| \neq \lambda \rho_{1}+(1-\lambda) \rho_{2}$ with $0 \leq \lambda \leq 1$.

Geometrically they are part of the outer sphere, because they have distance $\sqrt{2}$ from the origin.

As described in the previous section, the lower part of our self-dual model $Q_{3}^{(2)}$ consists of three half-circular cones, each with a basis state as their apex, which end at a half-sized point mirror image of the pure-state spherical section, that is, at the insphere. This description matches exactly the one of the internal boundary separating the points corresponding to rank-2 states from those corresponding only to rank-3 states in the model $Q_{3}^{(1)}$, except that it is below the base triangle rather than above. Also in the previous section, it was established that rank-2 states are mapped to the lower half exactly if doing so does not locate them outside the model.

This allows us to determine the image of the set of rank-2 states in $Q_{3}^{(2)}$. The only rank- 2 states that fit into the lower part are exactly those which in $Q_{3}^{(1)}$ lie on the internal boundary between rank-2 states and rank- 3 only states. Therefore all rank- 2 states that get mapped into the lower half of the self-dual model are mapped onto the model's surface, while the interior of the lower part consists only of rank-3 states, just as criterion v) requires.

However, the same is not true in the upper part. Almost all the rank-2 states in the interior of $Q_{3}^{(1)}$ are not moved to the lower part and therefore are also in the interior of $Q_{3}^{(2)}$. Only the points on the internal rank boundary in $Q_{3}^{(1)}$ are moved to the boundary of $Q_{3}^{(2)}$, leaving only rank-3 states on the internal boundary. That is, criterion v) is still not perfectly satisfied. However, the new model $Q_{3}^{(2)}$ is self-dual by construction and hence obeys the criterion vi).

The last criterion vii) is critical because also the self-dual model $Q_{3}^{(2)}$ cannot reproduce these properties. This can be observed in the highlighted cross section in Fig. 3. The point corresponding to $\frac{1}{2}(|0\rangle\langle 0|+|1\rangle\langle 1|)$ is non-exposed and counts as a non-exposed face of the two-dimensional cross section [18]. As these non-exposed faces occur at points where the self-dual extension is attached to $Q_{3}^{(1)}$ one might speculate that their occurrence is a price to pay for having such an extension. Moreover, the highlighted cross section in Fig. 3 coincides with the projection of $Q_{3}^{(2)}$ in the direction of the $z_{1}$ axis. Neither the corner corresponding to $|2\rangle\langle 2|$ nor that of $\left|+{ }_{2}\right\rangle\left\langle+{ }_{2}\right|$ is polyhedral.

The self-duality of $Q_{3}^{(2)}$ is particularly interesting, because it enables us to analyze how findings from previous work are featured in our model. As a first example we consider the duality of boundary states on outer and inner spheres. As was elucidated in Refs. [11, 20], boundary states on the outer sphere have their dual counterparts on the inner sphere, and vice versa. This property can be observed in

Figs. 3 and 4 and is guaranteed by construction via the universal state inversion, Eq. (6), (7).

It is noteworthy that the universal state inversion (or reduction [31]) map finds an explicit geometric application here. Until now it was mainly associated with entanglement properties of multi-party states, although the relevance of geometrical concepts was implicit also in that context (cf., e.g., [32]).

One of the most notable qutrit three-sections is the so-called obese tetrahedron (or three-dimensional elliptope). It was already noted by Bloore [7] and thoroughly studied by Goyal and co-workers [20] (see Sec. 5.4 and Fig. 5 in Ref. [20]). Its barycenter is the completely mixed state and the corners are given by the four non-orthogonal states $\frac{1}{\sqrt{3}}(|0\rangle \pm|1\rangle \pm|2\rangle)$. The faces are bulgy, because the tetrahedron contains with its corner points also their duals on the opposite side. The image of the tetrahedron in $Q_{3}^{(2)}$ is the part of the vertical axis belonging to the model: The corner points are all mapped to the north pole, the barycenter to the origin and the centers of the faces to the point with $z_{1}=z_{2}=0$ and $w=-\frac{1}{\sqrt{2}}$.

The last example we mention here is the conical three-section, Sec. 5.1 and Fig. 2 in Ref. [20]. Instead of the [128] section we consider the (unitarily equivalent) [138] section which indeed has a three-dimensional image in $Q_{3}^{(2)}$. The states of the cone are formed by all convex combinations of the real states of the $\{|0\rangle,|1\rangle\}$ Bloch ball (a circular disk) and the state $|2\rangle\langle 2|$. Therefore, one might expect the image to include for $w>0$ the corresponding half-cone with the semicircular surface at $z_{2}=\frac{1}{\sqrt{2}}$ and the apex at $z_{2}=-\sqrt{2}$. However, this is only partially correct, because a part of the half-cone gets mapped to values $w<0$ according to our rule, Eq. (11). This includes the complete half-cone attached to $|2\rangle\langle 2|$ for values $w<0$ and $z_{2} \leq-\frac{\sqrt{2}}{4}$. Moreover, also the half-cone with apex in the origin and base at $z_{2}=-\frac{\sqrt{2}}{4}$ with base radius $\frac{\sqrt{6}}{4}$ gets mapped to $w<0$. The union of both parts at $w<0$ and $w \geq 0$ corresponds to the half-cone mentioned before, that is, to one half of the actual conic three-section.

## 5 Quantum channels

In order to give yet another demonstration that our method directly connects to the well-known properties of the Bloch sphere/ball visualization we show the action of three standard decohering channels (cf. Ref. [1]) on a qutrit. The depolarizing channel corresponds to driving a state towards the completely mixed state $\frac{1}{3} 1_{3}$, whereas phase-damping amounts to mixing a state with its diagonal part. Amplitude-damping describes the relaxation to one of the basis states. Following the discussion of $Q_{3}^{(1)}$ the action of these channels on the qutrit Bloch body
is evident and completely analogous to what is known for the $d=2$ Bloch ball (cf. Fig. 5).

The channels are characterized by their Kraus operators $K_{j}$ that obey the relation $\sum_{j} K_{j}^{\dagger} K_{j}=$ $1_{3}$. For the depolarizing channel we have $K_{0}=$ $\sqrt{1-8 \gamma / 9} \mathbb{1}_{3}, K_{j}=\sqrt{\gamma / 9} \mathrm{~h}_{j}$, where $\mathrm{h}_{j}(j=1 \ldots 8)$ stands as a shortcut for all the Gell-Mann matrices, so that

$$
\begin{equation*}
\rho^{\prime}(\gamma)=(1-\gamma) \rho+\gamma \mathbb{1}_{3} \tag{13}
\end{equation*}
$$

The parameter $\gamma \in[0,1]$ describes the strength of the channel action.

The Kraus operators for phase damping (or pure dephasing) in its simplest version are $K_{0}=$ $\sqrt{1-2 \gamma / 3} \mathbb{1}_{3}, K_{1}=\sqrt{\gamma / 3} \mathrm{Z}_{1}, K_{2}=\sqrt{\gamma / 3} \mathrm{Z}_{2}$.

Under the action of the depolarizing and the phase-damping channel, the shrinking of the Bloch body model $Q_{3}^{(1)}$ occurs proportionally along straight lines, and the images of states that are represented by the same point will again be represented by the same point in the shrunken model. The same is, however, not true for the amplitude-damping channel.

The amplitude damping channel considered is of the form given by Grassl et al. [33], with $\gamma_{01}=\gamma_{02}=: \gamma$ and $\gamma_{12}=0$, so that the states $|1\rangle$ and $|2\rangle$ are damped
equally. That is,

$$
\begin{align*}
K_{0} & =|0\rangle\langle 0|+\sqrt{1-\gamma}|1\rangle\langle 1|+\sqrt{1-\gamma}|2\rangle\langle 2| \\
K_{1} & =\sqrt{\gamma}|0\rangle\langle 1|  \tag{14}\\
K_{2} & =\sqrt{\gamma}|0\rangle\langle 2| .
\end{align*}
$$

This results in non-equal scaling of the non-diagonal elements. Whereas $\rho_{01}$ and $\rho_{02}$ scale with a prefactor of $\sqrt{1-\gamma}$, the element $\rho_{12}$ gets a prefactor of $(1-\gamma)$.

This does not matter for diagonal states $(w=0)$, which are mapped into the model uniquely, and which are therefore again scaled linearly, by

$$
\begin{align*}
& z_{1} \mapsto z_{1}^{\prime}=\sqrt{\frac{3}{2}}+\left(z_{1}-\sqrt{\frac{3}{2}}\right)(1-\gamma)  \tag{15}\\
& z_{2} \mapsto z_{2}^{\prime}=\frac{1}{\sqrt{2}}+\left(z_{2}-\frac{1}{\sqrt{2}}\right)(1-\gamma) \tag{16}
\end{align*}
$$

Note that these two coordinates are scaled the same way for all the states.

For pure states, the absolute value of the offdiagonal elements is uniquely determined by the diagonal elements, and since only the absolute value enters into the $w$ coordinate, again each point of the original model gets mapped to only one point of the shrunken model. In particular, the $w$ coordinate of pure states gets mapped according to

$$
\begin{align*}
w^{\prime 2}=(1-\gamma)^{2} & {\left[\frac{2}{3}\left(1-z_{2}^{2}-\frac{z_{2}}{\sqrt{2}}\right)+z_{1}\left(\frac{2}{\sqrt{3}} z_{2}-\sqrt{\frac{2}{3}}\right)\right] } \\
& +(1-\gamma)\left[\frac{4}{3}-z_{1}^{2}+\left(\sqrt{\frac{2}{3}}-\frac{2}{\sqrt{3}} z_{2}\right) z_{1}-\frac{z_{2}^{2}}{3}+\frac{\sqrt{2} z_{2}}{3}\right] \tag{17}
\end{align*}
$$

For non-diagonal mixed states, states with different distribution of absolute values in the offdiagonal matrix elements get mapped to the same point in the model. Therefore states that are represented by the same point will get mapped by the channel to states represented by different points. It is obvious that the value of $w$ will always be mapped somewhere into the range $\left[(1-\gamma)^{2} w,(1-\gamma) w\right)$, but that range will not be exhausted for all source points.

## 6 Conclusion

We have presented two ways of visualizing the eight-dimensional state space of a qutrit in $\mathbb{R}^{3}$, thereby preserving a number of essential geometric properties of $\mathcal{Q}_{3}$, cf. Ref. [18]. Depending on the context one or the other representation may appear more useful. Our findings are relevant, because the properties of $Q_{3}^{(1)}$ and $Q_{3}^{(2)}$ are much closer to those
of arbitrary higher-dimensional state space than the Bloch ball for qubits.

Thus we hope our results are helpful to develop a more precise intuition for objects in higher dimensions, which are commonly encountered in quantum information science.

It is conceivable that there are more possibilities for such visualizations along the lines of this work. The essential features of this visualization persist even if we use it to represent state spaces of dimensions $d>3$ (splitting the generalized Gell-Mann into a diagonal and off-diagonal part in an identical fashion). Finding the most useful geometrical representation of those and categorizing them is a direction that we believe to yield further fruitful insight in the future.
a)

b)

c)


Figure 5: Action of quantum channels on the qutrit state space in $Q_{3}^{(1)}$ representation: a) depolarizing, b) phase-damping, and c) amplitude-damping channel.
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## 7 Appendix

For completeness, we provide the definition for the Gell-Mann matrices that we use in Eqs. (2a) and (9). Please note that we use a normalization to the dimension $d=3$ (as opposed to the normalization to 2 conventionally used in high-energy physics). Moreover, also the enumeration differs from the usual one and is adapted to our coordinate description:
$\mathrm{X}_{1}=\sqrt{\frac{3}{2}}\left[\begin{array}{lll}0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0\end{array}\right] \quad \mathrm{Y}_{1}=\sqrt{\frac{3}{2}}\left[\begin{array}{ccc}0 & -\mathrm{i} & 0 \\ \mathrm{i} & 0 & 0 \\ 0 & 0 & 0\end{array}\right]$
$\mathrm{X}_{2}=\sqrt{\frac{3}{2}}\left[\begin{array}{ccc}0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0\end{array}\right] \quad \mathrm{Y}_{2}=\sqrt{\frac{3}{2}}\left[\begin{array}{ccc}0 & 0 & -\mathrm{i} \\ 0 & 0 & 0 \\ \mathrm{i} & 0 & 0\end{array}\right]$
$\mathrm{X}_{3}=\sqrt{\frac{3}{2}}\left[\begin{array}{lll}0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0\end{array}\right] \quad \mathrm{Y}_{3}=\sqrt{\frac{3}{2}}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & 0 & -\mathrm{i} \\ 0 & \mathrm{i} & 0\end{array}\right]$
$\mathrm{Z}_{1}=\sqrt{\frac{3}{2}}\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0\end{array}\right]$
$\mathrm{Z}_{2}=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -2\end{array}\right]$
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[^1]:    ${ }^{1}$ We note here that the chosen variance is invariant also under shift of the estimator by integer multiples of $\pi$, not just shift by even multiples of $\pi$. In principle, one could also use quantifiers for the width of the distribution that depend only on $\left|\left\langle\mathrm{e}^{i \theta}\right\rangle_{p(\theta \mid \beta)}\right|$, such as the Holevo phase variance [70], which are completely independent of the value of the estimator. The choice we make here is motivated by the better comparison with the homodyne detection scenario in Sec. IV.B, where the phase can only be resolved within an interval of length $\pi$.
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[^3]:    ${ }^{1}$ Although the optimal OSBP given here is not generally optimal, it is easy to check that this is indeed the case here. By splitting the state in Eq. (7) into one party versus the remaining $n-1$ parties and comparing the Schmidt coefficients, one immediately sees that the conversion rate for a single state is bounded by $3 \cos ^{2} \alpha$. Even if the OSBP is not optimal, the following ideas generalize to the optimal protocol.

[^4]:    ${ }^{2}$ Actually the estimation only gives us information about $N \theta$, which allows us to draw conclusions about $\theta$ only up to a shift by $2 \pi / N$. But this is not a problem, since the final state also only depends on $N \theta$.

[^5]:    ${ }^{1}$ Note that the term was also coined for multipartite pure states with exclusively non-vanishing $n$-tangle in Ref. [13].
    ${ }^{2}$ An explicit example of a $k / 2$-separable (and thus biseparable) $k$-qubit state (for even $k$ ) with the bipartite entanglement between all neighbouring qubits in a linear arrangement can be found in [21, footnote 30].
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